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Abstract

The diatomic homonuclear halogens have been investigated using both threshold photoelectron spectroscopy (TPES) and zero kinetic energy pulsed field ionisation (ZEKE-PFI) photoelectron spectroscopy. The threshold photoelectron technique employed synchrotron radiation to obtain a broad overview of the valence ionisation region while ZEKE-PFI photoelectron spectroscopy investigated in detail the ground ionic state of the molecular iodine cation and the iodine-argon van der Waals complex cation.

An extensive TPES study of the chlorine, bromine and iodine cations has been carried out with a new penetrating field electron spectrometer at the Daresbury Laboratory. The spectra recorded for both chlorine and bromine cover the ionisation energy range from the onset of ionisation up to 35 eV whereas that recorded for iodine extends up to 14 eV. The threshold photoelectron spectra typically reveal well resolved vibrational structure on each of the bands corresponding to removal of an electron from the valence molecular orbitals. In addition, vibrational structure is observed in the region between the $X^2\Pi_{\text{g,i}}$ and $A^2\Pi_{\text{u,i}}$ ionic states of all three halogens which is indicative of the presence of autoionising Rydberg states. The high energy region of both chlorine and bromine contains band structure related to core ionic and satellite ionic state formation.

The gerade Rydberg states of jet-cooled iodine have been thoroughly investigated in the region between 53000 and 70000 cm$^{-1}$ using mass resolved (2+1) resonantly enhanced multiphoton ionisation (REMPI) spectroscopy. All the nd Rydberg states were found to be heavily perturbed through vibronic coupling with ion-pair states in contrast to most of the ns Rydberg states which were found to be unperturbed. The characterisation of these Rydberg states provided the basis for a comprehensive study of the two spin-orbit components of the ground state of the cation using two colour (2+1') ZEKE-PFI photoelectron spectroscopy. The ZEKE-PFI spectrum recorded for the lower spin-orbit state exhibits non Franck-Condon...
behaviour in contrast to that recorded for the upper spin-orbit state. This was interpreted in terms of an autoionisation mechanism involving Rydberg states converging on the upper spin-orbit component.

Several new Rydberg states of the iodine-argon van der Waals complex have been investigated using mass resolved (2+1) REMPI spectroscopy in the region between 53000 and 69000 cm\(^{-1}\). The complex spectra exhibit anharmonic vibrational progressions in the I\(_2\)···Ar van der Waals stretching mode in combination with the I\(_2\) stretching progression. The I\(_2\)···Ar stretching frequencies and binding energies were found to increase with the principal quantum number of the Rydberg state which is consistent with a progressive strengthening of the van der Waals bond. This agrees with the expected reduction in effective shielding of the ion core by the Rydberg electron as it is excited into higher principal quantum number orbits. A (2+1') ZEKE-PFI investigation of the van der Waals complex cation revealed a very small binding energy increase in the ion compared to that determined for the n=8 Rydberg state. This small increase indicates that for Rydberg orbitals with n\(\geq\)8 the effective shielding of the ionic core by the Rydberg electron is minimal.
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5.3 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I$_2$ recorded in the range 62250–64200 cm$^{-1}$ by monitoring both the I$_2^+$ and I$^+$ mass channels. Note the v'=0 band of the [2$^3\Pi_{3/2}$]c 7s; 1s progression is off scale.
5.4 An expanded scan of the (2+1) REMPI excitation spectrum of jet-cooled I$_2$ in the range 63200-64200 cm$^{-1}$ showing rich ion-pair vibrational structure arising from an interaction of the [2$^{\Pi}_{3/2}$]c 7s; 1$g$ Rydberg state with the β(1$g$) ion-pair state. R denotes the position of the unperturbed Rydberg vibrational levels.

5.5 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I$_2$ recorded in the range 67250–70000 cm$^{-1}$ by monitoring both the I$_2^+$ and I$^+$ mass channels. Note that in the upper spectrum, all four Rydberg states appear with comparable intensity whilst in the lower spectrum the 1$g$ states dominate.

5.6 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I$_2$ recorded in the range 68100–69250 cm$^{-1}$ by monitoring the I$^+$ mass channel with both linearly and circularly polarised light. Some of the 1$g$ vibrational peak maxima have been removed from the figure to enhance the weaker vibrational structure.

5.7 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I$_2$ recorded in the range 68100–69250 cm$^{-1}$ monitoring the I$_2^+$ mass channel with both linearly and circularly polarised light. The 1$g$ vibrational peak maxima are off scale to enhance the weaker vibrational structure.

5.8 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I$_2$ recorded in the range 57750 to 59500 cm$^{-1}$ by monitoring both the I$_2^+$ and I$^+$ mass channels. Both spectra display rich ion-pair structure arising from an interaction of the [2$^{\Pi}_{3/2}$]c 5d; 2$g$ Rydberg state with the D'(2$g$) ion-pair state.

5.9 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I$_2$ recorded in the range 59750 to 61750 cm$^{-1}$ by monitoring both the I$_2^+$ and I$^+$ mass channels. An avoided crossing between another [2$^{\Pi}_{3/2}$]c 5d; 1$g$ state and the β(1$g$) state results in irregular vibrational spacings in the upper figure whilst an interaction between another [2$^{\Pi}_{3/2}$]c 5d
Rydberg state and an ion-pair state results in the appearance of weak ion-pair vibrational structure in the lower spectrum.

5.10 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I$_2$ recorded in the range 64500 to 66300 cm$^{-1}$ by monitoring both the I$_2^+$ and I$^+$ mass channels. Note the broadness of the peaks in the $^3\Pi_{1/2}$c 5d Rydberg state. The starred peaks in the lower spectrum are due to atomic iodine.

5.11 A schematic potential energy diagram of I$_2$ depicting the possible Rydberg/ion-pair interactions. The ion-pair potentials drawn with solid lines are taken from experimentally fitted data, whereas the dotted ion-pair potentials are fitted to the observed interactions. The crossings of states which result in an observable interaction are indicated by circles.

5.12 The (2+1') ZEKE-PFI photoelectron spectrum of I$_2$ recorded via the $^3\Pi_{3/2}$c 7s; 2$_g$ Rydberg excited state. The vertical arrows indicate the $\Delta v=0$ transitions and the small peaks marked with a * indicate accidental A$\leftarrow$X neutral state resonances.

5.13 An expanded scan of the (2+1) REMPI excitation spectrum of I$_2$ in the range 63450 to 63700 cm$^{-1}$. The extended low frequency progression is associated with the $\beta$(1$_g$) ion-pair state which interacts strongly in the region of the v=1 peak of the $^3\Pi_{3/2}$c 7s; 1$_g$ state progression. The peaks labeled (a) to (e) have been used as resonant intermediate levels for the ZEKE-PFI spectra shown in Figure 5.14.

5.14 The (2+1') ZEKE-PFI photoelectron spectra of I$_2$ recorded by selectively exciting peaks labeled (a) to (e) in Figure 5.13. The region of the ZEKE-PFI spectrum being scanned in each case extends from the v$^+=1$ peak to the v$^+=2$ peak. The insets in spectra (c) to (e) show extended scans to v$^+=3$ for excitation of peaks (c) to (e) in Figure 5.13, respectively. The small peaks marked with a * indicate an accidental A$\leftarrow$X neutral state resonance.

5.15 The (2+1) mass resolved REMPI excitation spectrum of I$_2$ in the range 67500 to 69000 cm$^{-1}$ recorded by monitoring the I$_2^+$ mass channel. For
the sake of clarity the spectrum was recorded with circularly polarised light to exclude contributions from $I_g$ states.

5.16 The $(2+1')$ ZEKE-PFI photoelectron spectrum of $I_2$ recorded via the $[^2\Pi_{1/2}]c\,7s; 0^+_g$ Rydberg excited state. The vertical arrows indicate the $\Delta v=0$ transition.

5.17 A schematic potential energy diagram showing the Rydberg states involved in the field induced autoionisation mechanism proposed to account for the non Franck-Condon distribution of peak intensities observed in the ZEKE-PFI spectra recorded for the $X\,^2\Pi_{3/2}$ state of $I_2^+$.

5.18 A schematic potential energy diagram showing the interaction of the $\beta(1_g)$ ion-pair state with the $[^2\Pi_{3/2}]c\,7s; 1_g$ state. Ry refers to a Rydberg state and i.p. refers to an ion-pair state.

6.1 The $(2+1)$ mass resolved REMPI excitation spectrum of jet-cooled $I_2$ recorded in the range 53200-55300 cm$^{-1}$ by monitoring the $I_2^+$ and $I^+$ mass channels. Note the weak vibrational structure between the $I_2$ vibrational bands in the $I^+$ mass channel.

6.2 The time-of-flight mass spectrum of $I_2$ expanded in argon recorded by tuning the excitation laser to 53959 cm$^{-1}$.

6.3 The $(2+1)$ mass resolved REMPI excitation spectrum of jet-cooled $I_2$–Ar recorded in the range 53300–54700 cm$^{-1}$ by monitoring both the $I^+$–Ar and $I_2^+$–Ar mass channels.

6.4 Observed and simulated Franck-Condon factors for the transition to the $v'=2$ band in the $[^2\Pi_{1/2}]c\,6s; 1_g$ state of $I_2$–Ar.

6.5 The time-of-flight mass spectrum of $I_2$ expanded in argon recorded by tuning the excitation laser to 63114 cm$^{-1}$.

6.6 The $(2+1)$ mass resolved REMPI excitation spectrum of jet-cooled $I_2$–Ar recorded in the range 62250–63750 cm$^{-1}$ by monitoring the $I_2^+$–Ar mass channel with both linearly and circularly polarised light.
6.7 Observed and simulated Franck-Condon factors for the transition to (a) the v'=1 band in the \([^2\Pi_{3/2}]_c \) 7s; 2s state and (b) the v'=0 band in the \([^2\Pi_{3/2}]_c \) 7s; 1s state of I₂—Ar.

6.8 The time-of-flight mass spectrum of I₂ expanded in argon recorded by tuning the excitation laser to 62980 cm⁻¹.

6.9 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I₂—Ar₂ recorded in the range 62100–63300 cm⁻¹ by monitoring the I₂⁺—Ar₂ mass channel.

6.10 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I₂—Ar recorded in the range 67500–69000 cm⁻¹ by monitoring the I₂⁺—Ar mass channel with both linearly and circularly polarised light.

6.11 (a) The (2+1') ZEKE-PFI spectra of the \(\tilde{X} \ ^2\Pi_{3/2} \) state of I₂⁺—Ar recorded via the band origin of the \([^2\Pi_{3/2}]_c \) 7s; 1s Rydberg state at 63006 cm⁻¹ as well as via the first four vibrationally excited levels in the I₂—Ar van der Waals stretching vibration, \(v_3\). In these spectra, * denotes an accidental A←X neutral state resonance in I₂; (b) Franck-Condon simulations of the ZEKE-PFI spectra shown in (a).

6.12 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I₂—Ar in the range 67600 to 68875 cm⁻¹ recorded using circularly polarised light and monitoring the I₂⁺—Ar mass channel.

6.13 The (2+1') ZEKE-PFI photoelectron spectrum of the \(\tilde{X} \ ^2\Pi_{1/2} \) state of I₂⁺—Ar ionised via the 3₂ band of the \([^2\Pi_{1/2}]_c \) 7s; 0s⁺ Rydberg state at 67778 cm⁻¹ (i.e. two quanta excited in the van der Waals stretch, \(v_3\)). * denotes an accidental A←X neutral state resonance in I₂.

6.14 A plot of \(D_c(\text{ion}) - D_c(\text{Rydberg})\) vs 1/(n⁻²) for both spin-orbit components of I₂—Ar.
Chapter 1

Introduction

The photoionisation of gas phase species and the subsequent detection of one of the ionisation products is a powerful tool for observing the electronic structure of atomic and molecular ions.

\[ M + h\nu \rightarrow M^+ + e^- \quad 1.1 \]

However, the field of ionic state spectroscopy has not seen the same dynamic growth in techniques and ideas as neutral state spectroscopy. Early photoionisation experiments were performed by recording the photoion current as a function of the wavelength (a photoionisation efficiency (PIE) spectrum) which resulted in values for ionisation potentials, but produced little other useful spectral information [1]. The difficulty with PIE spectra is that atomic and molecular photoionisation cross sections remain non-zero after the excitation requirements for a particular transition have been satisfied. A photoionisation spectrum therefore, by its very nature resembles a step function, the excess energy having been converted into the kinetic energy of the photoelectron. In addition autoionisation structure can in some cases hide the step like structure of the direct ionisation process [2]. To overcome these limitations alternative techniques, such as Rydberg series extrapolations [3] were developed to measure ionisation potentials. These have been successful for a few molecules such as nitric oxide [4] and iodine [5], but the presence of perturbations makes the identification and assignment of Rydberg series in many molecules very difficult.
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The most generally applicable method for determining ionisation potentials, and in addition the electronic and vibrational structure of a molecular ion, is conventional photoelectron spectroscopy (PES) developed in the 1960's [6,7]. Instead of detecting the ion, it concentrated on measuring the kinetic energy of the photoelectrons emitted from a sample irradiated with a fixed wavelength light source. Although the technique is very successful, its one major limitation is its inability to precisely determine the kinetic energy of the ejected photoelectrons. This restricts the resolution to around 10 meV (80 cm\(^{-1}\)) which means that while the electronic structure can for the most part be fully resolved, vibrational structure can only be resolved for the lighter systems and rotational spectroscopy is to all intent and purposes out of the question. An attempt to overcome this difficulty resulted in the development of threshold photoelectron spectroscopy (TPES) [8,9]. Instead of collecting all the products of photoionisation, the threshold technique detected only those photoelectrons with near zero kinetic energy (commonly called threshold photoelectrons) which were produced when the photon energy was resonant with a rovibronic level of the ion. However, the threshold technique requires a highly efficient means of collecting the threshold photoelectrons whilst rejecting all other kinetic electrons which when combined with the low photon bandwidth of VUV continuum sources, has limited the technique's usefulness.

During the development of techniques based on the detection of the products of photoionisation, alternative methods of investigating the electronic structure of molecular ions were evolving. Emission spectroscopy for example, used the fluorescence emitted from excited ionic states to probe the ionic manifold [10]. This approach often resulted in ionic rovibronic structure being resolved but in many cases the high resolution was compromised by a continuum background as a result of emission from higher excited ionic states and neutral states. In addition, the method of generating these excited ions, such as electrical discharges [10,11], electron bombardment [12] and collisions with inert gas atoms in metastable states [13] was so non-specific, that there was often some doubt over the exact position of the expected emission which also made exact assignments very difficult. Some of these limitations
have now been overcome by using laser excitation sources and dispersing the fluorescence from single rovibronic levels in excited ionic states [12,14].

The low resolution inherent in the majority of photoionisation techniques up until the early 1980's meant that the photoionisation process was far from well understood. Even the dynamics of the ejection of an electron in an atom, which is considered to be the simplest species, is not fully understood, even though general rules like conservation of angular momentum and parity are known. The situation in molecules is even more complicated due to additional core effects altering the angular momentum of the ejected electron. To probe the photoionisation process in detail requires the exact quantum state of the ion formed during the photoionisation process to be determined. Unfortunately, this generally requires a rotationally resolved ion spectra which have only been successfully achieved in molecules with large rotational constants, such as H$_2$ [15]. In 1984, however, a photoionisation technique was developed which was capable of resolving rotational structure in a much larger range of small molecules. Zero kinetic energy photoelectron spectroscopy (ZEKE-PES), developed by Müller-Dethlefs, Schlag and co-workers [16–18] gave, for the first time, a detailed insight into the photoionisation process. The ZEKE technique took advantage of the wavenumber resolution provided by laser excitation sources and employed a time discrimination mechanism to separate zero kinetic energy electrons from those with kinetic energy. However, this mechanism has since been proved to be dominated by a second mechanism. The new mechanism involves the delayed pulsed field ionisation of long lived Rydberg states a few wavenumbers below rovibronic ionisation thresholds [19] and has led to an amended title for the technique; zero kinetic energy pulsed field ionisation (ZEKE-PFI) photoelectron spectroscopy. The rotational band intensity distributions which have been found in rotationally resolved ZEKE-PFI spectra have revealed much more about the ionisation dynamics and the coupling which can take place between the ejected electron's angular momentum and the rotational angular momentum of the ion core. The wavenumber resolution has also brought about a revolution in other areas of spectroscopic interest,
such as the field of weakly bound van der Waals complex cations with their characteristically low vibrational frequencies [20,21].

1.1 A Comparison of TPES and ZEKE-PFI Photoelectron Spectroscopy

Many of the results presented in this thesis have employed threshold photoelectron spectroscopy (TPES) and zero kinetic energy pulsed field ionisation (ZEKE-PFI) photoelectron spectroscopy. Both of these techniques are based on the photoionisation of an atom or molecule but employ different methods to collect the electrons produced in the photoionisation process. The threshold technique generally employs a continuous extraction field to collect the threshold or very near threshold photoelectrons from just above a rovibronic ionisation limit. The ZEKE-PFI technique, on the other hand, utilises the delayed pulsed field ionisation of long lived high-$n$ Rydberg states ($n$ is the Rydberg principal quantum number) lying just below a rovibronic ionisation threshold. The application of a delay in ZEKE-PFI photoelectron spectroscopy has the advantage that any promptly formed photoelectrons are discriminated against, whereas with TPES there is always the possibility they will be collected and distort the resulting spectrum. Both TPES and ZEKE-PFI photoelectron spectroscopy suffer from the effects of autoionisation when an ionisation threshold is degenerate with an autoionising Rydberg state. In these cases, the measured intensity of an ionic peak does not reflect the direct ionisation cross section.

The other major difference between the two techniques are the excitation schemes employed to promote ionisation. A single-photon VUV excitation scheme is generally employed in the threshold technique, whereas the ZEKE-PFI technique has a number of different excitation schemes, ranging from single-photon VUV excitation to resonantly enhanced multiphoton ionisation (REMPI). The involvement of a resonant intermediate state gives ZEKE-PFI not only molecular selectivity, but also
provides a means to vibrationally or rotationally state select the molecule which is very valuable in assigning the resulting ionic state spectra.

1.1.1 A Review of Threshold Photoelectron Spectroscopy

Threshold photoelectron spectroscopy is characterised more by the number of techniques which have been employed to collect the threshold electrons than by its successes. Threshold photoelectron spectroscopy, like conventional PES, is able to cover wide energy ranges as a result of the broadly tuneable VUV excitation sources employed. This allows a broad picture of the ionic structure to be obtained. In many cases, improved resolution is achieved over that obtained in conventional PES investigations, and in some cases ionic state vibrational levels can be observed through autoionisation processes which have very small Franck-Condon factors for direct ionisation.

The earliest reports of threshold photoelectron investigations were by Villarejo et al. [8] in the late 1960's. Many of these were conducted with the aim of determining improved ionisation potentials of small molecules such as CH₄, and atomic species such as the rare gases, which previously were not known to an acceptable accuracy. Later, improvements in the bandwidth of ionisation light sources and in the collection of threshold electrons made possible a vibrationally resolved study of H₂ [22]. This vibrational resolution was later superseded by Peatman [23] with a rotationally resolved study allowing an accurate set of ionic ground state molecular constants to be determined. Stockbauer [24] continued to study H₂ and D₂ but in a study of N₂ found discrepancies in the length and intensity of the vibrational progressions of the first three electronically excited states when compared with the results of conventional PES studies. These discrepancies in N₂ were explained by a resonant autoionisation mechanism producing threshold photoelectrons which were subsequently detected.
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Ionisation light sources up until this point, had generally consisted of VUV continuum sources, such as the Hopfield continuum [25]. However, from the mid 1970’s synchrotron radiation became more widely available and groups such as Frey and co-workers employed it in their threshold studies of triatomic molecules such as CO$_2$ [26] and N$_2$O [27]. These triatomics along with others have also been studied by Guyon and co-workers [28], using not only threshold photoelectron spectroscopy but also fluorescence techniques. This produced an improved understanding of the fragmentation pathways within these molecules and an explanation for the production of low energy electrons in regions of the ionic spectrum where the Franck-Condon factors are very small. Other studies have included a threshold study on ammonia [29] and one on molecular oxygen [30]. The later study of which displayed significant evidence of resonant autoionisation.

Some interest is now being focused on the comparison between threshold photoelectron results and ZEKE-PFI results. The threshold technique employed by Merkt and co-workers [30] used both angular and time discrimination to selectively detect electrons of low or zero kinetic energy, in a very similar manner to the time discrimination methods used in the ZEKE-PFI technique. Since autoionisation plays a part in ZEKE-PFI spectra [31] as well as in TPE spectra, questions are now being asked as to whether the excited neutral Rydberg states which autoionise to produce the vibrationally excited states of the ion in TPES will survive long enough to be observed in ZEKE-PFI spectra. Initial results indicate that this does seem to be the case [32].

The development of threshold photoelectron spectroscopy has shown amongst other things that the photoionisation of diatomics [33], as well as polyatomic molecules [28], produces threshold energy electrons associated with the formation of highly vibrationally excited ions. This generally occurs in regions of the ionic spectrum where the direct excitation probability, as determined by He(I) PES, is vanishingly small and can therefore reveal substantially more information about ionic states than conventional photoelectron spectroscopy.
1.1.2 A Review of Zero Kinetic Energy Pulsed Field Ionisation (ZEKE-PFI) Photoelectron Spectroscopy

Since the development of ZEKE-PFI photoelectron spectroscopy in the mid 1980’s [19], the profile of ionic state spectroscopy has dramatically increased. The number of research papers in the ZEKE-PFI field alone, now exceeds one hundred and fifty. The pioneering experiments of Müller-Dethlefs and co-workers were mostly concerned with developing the technique and improving the resolution [34]. One of the first groups, other than Müller-Dethlefs and co-workers, to employ the ZEKE-PFI technique were White and co-workers who used a single photon VUV ionisation scheme to measure ion rotational state distributions of small molecules, such as O₂ [35] and H₂O [36,37]. A simulation of these intensity distributions using the theoretical expression for rotationally resolved one photon ionisation cross sections derived by Buckingham et al [38] established that the observed rotational branch intensities directly reflected the partial wave distributions of the photoelectron continua. However, many rotationally resolved spectra, such as those recorded for N₂O [39] and HCl [40], have subsequently shown perturbed intensity distributions. These perturbations have been explained by proposing a field induced rotational autoionisation mechanism, involving the coupling of Rydberg states of different ionic core rotational quantum numbers [41,42]. This explanation has also been invoked in resonantly enhanced multiphoton ionisation schemes, such as the two-photon two colour ZEKE-PFI spectrum of NO [43] where anomalous rotational intensity distributions were also observed but could not be explained completely by conventional theory [44]. Rotationally resolved studies of larger molecules such as benzene [45], have also become possible as the technique has developed and laser bandwidths reduced.

The field of weakly bound ionic complexes has also benefited significantly from the improved resolution of ZEKE-PFI. The selectivity of the two colour REMPI excitation scheme combined with the ZEKE-PFI technique has allowed the characteristic low frequency intermolecular vdW vibrational modes of many weakly
bound ionic complexes to be resolved for the first time. The benzene-argon van der Waals complex was the first weakly bound species to be investigated using these techniques and resulted in an accurate ionisation potential being measured [46]. These investigations have since been extended to include many other weakly bound species such as small metal clusters [47]. The investigation of small clusters has also been extended into higher excited ionic states, such as the measurement of the vibrationally resolved spectra of the first three bound states of Xe2⁺ [48]. Other electronically excited ions have also been studied such as NO⁺ [49] and N₂O⁺ [50].

Hydrogen-bonded clusters are another group of weakly bound complexes for which the ZEKE-PFI technique has been found to be very suitable. With a knowledge of the intermediate neutral state structure, the two-photon two colour ZEKE-PFI technique was employed to study the 1:1 phenol:water complex cation [51,52]. The ZEKE-PFI spectrum exhibited rich intermolecular vibrational spectral information and demonstrated a dramatic lowering (~4500 cm⁻¹) of the ionisation potential compared with the parent phenol molecule. This hydrogen-bonding study has now been expanded to include amongst others, the phenol dimer [53], the phenol-methanol complex [54] and the phenol-ethanol complex [55].

Studies involving a noble gas atom or atoms attached to a parent molecule have included very small complexes such as Ar-NO [56] and large aromatic vdW complexes such as p-Dimethoxybenzene-Arₙ (n=0-2) [57] and Anthracene-Arₙ (n=0-5) [58]. The selectivity of the REMPI excitation process and the high sensitivity of the ZEKE-PFI technique has made possible the assignment of individual vibrational bands in a spectrum to individual geometrical isomers of the complex. The selectivity has also made it possible to obtain information on the relative stabilities of individual aromatic molecular isomers [59,60]. One particular vdW ionic complex which has probably been studied more than any other is aniline-Ar [61]. This complex has recently been employed in an investigation of the dissociation dynamics (on the nanosecond timescale) of the aniline-Ar vdW bond on the S₁ electronic surface, using ZEKE-PFI to probe the ionic products [62]. This investigation was subsequently
improved with the use of picosecond lasers [63]. Lifetime studies have also been carried out by Hillenbrand et al. [64] on the $S_1$ electronic state of pyrazine.

Most ZEKE-PFI studies reported to date have involved laser excitation schemes with the consequence that such studies have been limited to the ionisation of outer valence shell electrons. So far only a handful of ZEKE studies have ventured beyond ionisation energies of 18 eV. Habenicht et al. [65] have conducted 'low resolution' (100 meV) zero kinetic energy photoelectron-photoion coincidence measurements on Ar and N$_2$ beyond 250 eV using synchrotron radiation. Double ZEKE coincidence experiments have also been reported [66]. Another area of promise is the use of synchrotron radiation to record ZEKE-PFI spectra [67]. The resolution is nowhere near as good as laser based studies but the broadly tuneable source can provide spectral information over a much wider range of energies thereby providing a survey of regions which can later be probed in detail with the higher resolution of laser sources.

One field of ZEKE research which involves the detection of true ZEKE electrons rather than the pulsed field ionisation of long lived Rydbergs is threshold photodetachment spectroscopy of negative ions [68,69]. This technique probes the electronic and vibrational structure of neutral states [70] and has been employed on a wide variety of small metal clusters, such as Si$_2^-$ [71] and van der Waals complexes such as CO$_2^-$ [72].

This is just a brief review of some of the fields of study which have been investigated over the past ten years using ZEKE-PFI photoelectron spectroscopy. The initial promise which the technique showed, has been converted into what is now essentially a self contained branch of spectroscopy. The technique, however, is still advancing, evidenced by the rate of development in the ZEKE-PFI field and the related field of mass analysed threshold ionisation (MATT) spectroscopy [73].
1.2 Outline of Research Aims

The research described in this thesis was aimed at combining the relatively low resolution (~10 meV, 80 cm⁻¹) technique of TPES, using synchrotron radiation at the Daresbury Laboratory together with a penetrating field electron spectrometer [74], with the high resolution (~1 cm⁻¹) laser based ZEKE-PFI technique, to study the diatomic homonuclear halogen cations. There were a number of reasons behind this. Firstly, although these molecules have been the subject of many studies, especially in the neutral state, there is still much uncertainty and debate over the spectroscopic character of some of the ionic states of the diatomic homonuclear halogens. Secondly, it was felt that the new design of penetrating field threshold electron spectrometer, which in coincidence studies had been shown to have improved resolution, could make significant improvements on the relatively low resolution valence ionic state spectra recorded using conventional photoelectron techniques. Thirdly, it was also felt that the tendency for autoionising structure to be prevalent in threshold spectra may provide some additional spectroscopic information. Finally, the threshold investigations would provide a good basis for an improved resolution ZEKE-PFI study.

A comprehensive study of a number of the diatomic homonuclear halogens has been successfully achieved with a new penetrating field threshold photoelectron spectrometer and has provided the inspiration for a series of ZEKE-PFI studies. The first of these, which has involved a thorough investigation of the gerade Rydberg states of jet-cooled iodine along with a comprehensive study of the two spin-orbit components of the ground state of the cation, has now been completed. The jet-cooling of iodine in an argon carrier gas also provided an ideal opportunity to carry out a comparative study of the related Rydberg excited states of the iodine-argon van der Waals complex and its cation.

The thesis takes the following form. Chapter two continues with a discussion of the theoretical principles behind photoionisation along with some of the
effects which can be observed in ionic state spectra. Chapter three is an experimental chapter providing a brief description of the development of the instrumentation involved with TPES and ZEKE-PFI photoelectron spectroscopy along with a description of ionisation methods and the two spectrometers used in the current work. The subsequent three chapters concentrate on the results obtained and are separated according to the technique employed and the molecule of interest. Chapter four consists of the results obtained for the valence ionic states of the halogens using threshold photoelectron spectroscopy and discusses the differences between these spectra and those obtained using other techniques. Chapters five and six are concerned with molecular iodine and the iodine-argon van der Waals complex, respectively. Both chapters discuss the (2+1) REMPI spectra of the gerade Rydberg states of the two molecules before presenting and discussing the (2+1') ZEKE-PFI spectra of the iodine and iodine-argon cations.
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Chapter 2

Theoretical principles

2.1 Introduction

Transitions to electronically excited neutral states and ionic states are governed by selection rules which when combined with Franck-Condon factors can dictate which electronic states are accessible from the ground state of the neutral state. The selection rules which are relevant to single photon and multiphoton transitions in diatomic molecules are therefore laid out in this chapter. Photoionisation is also discussed along with autoionisation and its effect on threshold photoelectron spectra. Finally there is a brief review of some of the factors which have been proposed to explain the extended lifetime of the high-\( n \) Rydbergs involved in the ZEKE-PFI process.

The interaction of electromagnetic radiation with a gaseous sample is dominated by electric-dipole allowed transitions. At energies below the onset of ionisation, absorption occurs to discrete valence, Rydberg or ion-pair states, whereas at energies above the ionisation limit, photoionisation occurs either directly or via autoionisation [1]. The selection rules for \( n \)-photon absorption between states of the neutral molecule are based on changes in the quantum numbers which define the electronic states of the molecule. These rules also apply to photoionisation but tend to be less stringent as the photoelectron can carry away as much angular momentum as is required to satisfy the selection rules.
2.2 Angular momentum coupling in diatomic molecules

In order to explain the selection rules, a description of the various angular momentum coupling schemes in diatomics must be presented [2]. The molecular angular momenta of interest in these coupling schemes consist of the electron spin and electron orbital angular momenta and the angular momentum of nuclear rotation. Nuclear spin angular momentum is neglected. There are five recognised coupling schemes, known as Hund's cases (a) - (e), which describe the majority of situations likely to be encountered [2]. A brief description of those relevant to the diatomic halogens are given below.

2.2.1 Hund's case (a)

This coupling scheme assumes that the nuclear rotation does not interact with the electron spin or the electron orbital angular momentum. Figure 2.1(a) illustrates Hund's case (a) coupling. The orbital angular momenta of all the electrons in the molecule couple to give a resultant $L$ and in a similar manner, all the electron spin momenta couple to give a resultant $S$. The spin-orbit coupling between $L$ and $S$ is weak such that both $L$ and $S$ are coupled to the $z$-axis of the molecule-fixed frame, (which corresponds with the line adjoining the two atoms), with projections $\Lambda \hbar$ and $\Sigma \hbar$, respectively. $\Lambda$ and $\Sigma$ can be summed to give the vector component $\Omega \hbar$, (indicated on Figure 2.1(a)), where the quantum number $\Omega$ is defined by

$$\Omega = |\Lambda + \Sigma|$$  \hspace{1cm} (2.1)

When the angular momentum, $R$, due to nuclear rotation is also included, and coupled to the component of the total electronic angular momentum along the internuclear axis, $\Omega \hbar$, the result is the total angular momentum $J$, as shown in Figure 2.1(a). The $R$ vector precesses around $J$ and therefore the molecule as a whole rotates about $J$
Figure 2.1 A schematic of Hund's case (a) and Hund's case (c) angular momentum coupling schemes in diatomic molecules.
which is regarded as fixed in space. The good quantum numbers in this case are $S$, $\Sigma$, $\Lambda$, $\Omega$ and $J$.

2.2.2 Hund's case (c)

For some states of the heavier halogens, the interaction between $L$ and $S$ may exceed their coupling to the molecular $z$-axis in which case Hund's case (c) becomes appropriate as illustrated in Figure 2.1(b). In this scheme the spin-orbit coupling is sufficiently large that $L$ and $S$ are coupled to give the resultant $J_a$, which has a fixed projection $\Omega \hbar$ on the molecular $z$-axis. $\Omega \hbar$ and $R$ are then coupled to give the resultant $J$, about which the molecule rotates, as in Hund's case (a). The good quantum numbers in this case are $S$, $\Omega$ and $J$. Hund's case (a) and (c) are in general sufficient to describe the homonuclear diatomic halogens. However, we will also consider Hund's case (d) and (e) which describe high-$n$ Rydberg states.

2.2.3 Hund's case (d)

When the ionic core is of $\Sigma$ symmetry, i.e. $\Lambda^* = 0$, the appropriate description of high-$n$ Rydberg states is Hund's case (d). In this coupling scheme, the total angular momentum exclusive of spin, $N^* (= R)$, and the orbital angular momentum of the Rydberg electron, $I$, are coupled to give $N$. Finally, the total spin $S$ is added to give $J$.

2.2.4 Hund's case (e)

When the ionic state consists of two spin-orbit components, i.e. $\Lambda^* \neq 0$ and $S^* \neq 0$, the appropriate description of high-$n$ Rydberg states is Hund's case (e). In this coupling scheme, the ionic core is described using Hund's case (c), leading to the core quantum numbers, $J_a^*$, $J^*$ and $\Omega^*$. The angular momentum of the Rydberg electron, $j$, is coupled to $J^*$ to give $J$. 
2.3 Electric Dipole Allowed Photoabsorption Selection Rules

We will only consider the selection rules for bound to bound transitions in Hund’s case (a) and case (c) notation which are the most common. For Hund’s case (a) coupling in diatomic molecules, the quantum numbers $\Omega$, $\Lambda$, $S$, $\Sigma$ and $J$ are required to specify the single photon electric dipole allowed selection rules, along with two symmetry properties of the electronic wavefunction. These selection rules are given below:

\[
\begin{align*}
\Delta \Lambda &= 0, \pm 1 \\
\Delta S &= 0 \\
\Delta \Sigma &= 0 \\
\Delta J &= 0, \pm 1 \\
\Delta \Omega &= 0, \pm 1
\end{align*}
\]

For Hund’s case (c) coupling all the selection rules given for case (a) apply, except for 2.2, 2.4 and 2.7. Equations 2.2 and 2.4 are not relevant since $\Lambda$ and $\Sigma$ are not good quantum numbers and Equation 2.7 becomes

\[
0^+ \leftrightarrow 0^+ \text{ and } 0^- \leftrightarrow 0^-
\]

where the ‘+’ or ‘−’ label now refers to the symmetry or antisymmetry of $\psi_e$ with respect to $\sigma$. In molecules with a high nuclear charge and which are approximated by case (c) coupling, the $\Delta S = 0$ selection rule can also often break down [2].
2.3.1 Photoionisation Selection Rules

The selection rules for photoionisation are far less stringent compared to those described in section 2.3. The formation of an atomic or molecular ion has the advantage over a bound to bound neutral transition in that the electron can carry away whatever angular momentum is required to satisfy the angular momentum selection rules.

\[ M + h\nu \rightarrow M^+ + e^- \]  

If M is an atom then the total change in angular momentum for the process described in Equation 2.10 must obey the electric dipole selection rule \( \Delta l = \pm 1 \). For example, if the electron is removed from a d orbital of M it can carry away one or three quanta of angular momentum, depending on whether \( \Delta l = -1 \) or +1, respectively. In molecular systems the symmetry of the molecular orbital is generally lower i.e. the MO’s are themselves mixtures of AO’s, and therefore the ejected electron is described by a more complex mixture of s,p,d,f,... character. One other selection rule which appears as a consequence of the electron removal, is that the spin multiplicity must also change by \( \pm 1 \).

\[ \Delta S = \pm 1 \]  

A single photon ionising transition can therefore access all ionic states whose electron configurations differ from the ground state by the removal of a single electron. However, transitions to ionic states which arise from subsequent electron rearrangements or two electron transitions are formally forbidden. Multiphoton transitions on the other hand can in principle access ionic states which have an electron configuration which differs from the ground state by more than a one electron transition.
The simultaneous production of an atomic or molecular ion and a photoelectron from an atomic or molecular species which has interacted with a high energy photon source forms the basic idea behind photoionisation. The technique employed in conventional photoelectron (PE) experiments is to use a fixed photon source to photoionise the atom or molecule and then to measure the kinetic energy imparted to the photoelectron, although variations of this idea have also been tried.

\[ M + h\nu \rightarrow M^+ + e^- \text{ (k.e.)} \]  

Figure 2.2 shows an idealised set of fully occupied atomic orbitals with the electrons bound by characteristic energies \( I_j \), usually referred to as their ionisation energies. When a high energy photon, \( h\nu \), interacts with an atom, part of the energy is used to overcome the binding energy of the electron, while the remainder appears as the kinetic energy of the ejected photoelectron, \( E_k \). The kinetic energy imparted to the ion is negligible due to the large disparity in mass between the ion and electron.

\[ E_k = h\nu - I_j \]

All the information on the final ionic state accessed in the photoionisation process is therefore carried by the photoelectron. In a conventional PE experiment the electrons are detected as a function of their kinetic energies with a signal appearing at energies which correspond to the binding energy of the electron in the atom, i.e. equal to \( h\nu - I_j \) (see Figure 2.2).

In molecular systems, there are the additional possibilities of vibrational and/or rotational excitation when an electron is ionised from a single molecular orbital. The energies of the photoelectrons can therefore be reduced according to Equation 2.14, such that the spectrum consists of bands containing vibrational and
Figure 2.2 A schematic diagram indicating the general principles of conventional photoelectron spectroscopy.
rotational structure. The intensity profile of these photoelectron bands is controlled by Franck-Condon (F-C) factors (see section 2.4).

\[ E_k = h\nu - E_j - E_{\text{vib}}^* - E_{\text{rot}}^* \]  

2.14

The relative intensities of photoelectron bands are controlled by the photoionisation cross section \( \sigma \) which in the case of conventional photoelectron experiments is a function of the difference between the fixed photon energy and the energy at which the photoelectron band appears. The use of monoenergetic radiation to promote the ionisation process and the precise measurement of \( E_k \) permits a direct determination of the ionisation energies \( I_j \). According to an approximation known as Koopmans' theorem [3], each atomic or molecular ionisation energy in a closed shell system, \( I_j \), is equal in magnitude to an atomic or molecular orbital energy. Photoelectron spectroscopy can therefore allow a picture of the relative positions of the atomic or molecular orbitals to be determined. If radiation of a sufficient magnitude to satisfy Equations 2.13 or 2.14 is employed, electrons can be ejected from any occupied energy level in the atom or molecule.

Variations on this theme have also been developed (see chapter 3) which employ tuneable ionising radiation to scan the ionic structure and which rely on the detection of threshold electrons rather than kinetic energy electrons. However, as we will show below, the employment of tuneable ionising radiation is more likely to produce other effects in the ionisation continuum.

2.4 The Franck-Condon Principle

The Franck-Condon principle was developed in the 1920's to explain experimentally observed intensity distributions found in vibronic transitions. The principle is based on the Born-Oppenheimer approximation which assumes that electronic transitions in molecules take place on a much shorter time scale compared to that required for the nuclei to vibrate. In a semi-classical picture, this leads to
vibronic transitions being considered as vertical transitions between two electronic states, with the internuclear distance remaining constant, i.e. the nuclei have very nearly the same position and velocity before and after the transition. To put this on a more quantum mechanical basis, the intensity of a vibronic transition between two electronic states is proportional to the square of the transition moment, $R_{ev}$,

$$R_{ev} = \int \psi_{ev}^* \mu \psi_{ev} d\tau_{ev}$$  \hspace{1cm} 2.15

In this case, $\psi_{ev}$ and $\psi_{ev}'$, are the vibronic wave functions of the upper and lower electronic states, respectively, $\mu$ is the electric dipole moment operator and integration is over electronic and vibrational co-ordinates. Assuming that the Born-Oppenheimer approximation holds, $\psi_{ev}$ can be factorised into electronic and vibrational components $\psi_e \psi_v$. In addition $\mu$ can be broken down into a contribution from the electrons and the nuclei. Since the vibrational wave functions are always real and electronic states are, by necessity, orthogonal,

$$R_{ev} = R_e \int \psi_e \psi_v dr$$  \hspace{1cm} 2.16

where $R_e$ is the electronic transition moment and can be considered as a constant for all vibronic transitions associated with the electronic transition. The quantity $\int \psi_e \psi_v dr$ is called the vibrational overlap integral, and is a measure of the degree to which the initial and final vibrational wave functions overlap. The square of this quantity is known as the Franck-Condon (F-C) factor. Franck-Condon factors allow the relative intensity of vibrational transitions from a vibrational level, $v''$, in one electronic state, such as the molecular ground state, to $v'$ in an upper electronic state, such as the ground ionic state, to be calculated [2]. Some examples of the applicability of the F-C principle are outlined below;

1) An analysis of the intensity profile and the frequency of the vibrational structure in, for example a photoelectron band, combined with a knowledge of the neutral
ground state vibrational frequency, can give an indication of the character of the molecular orbital from which the electron has been removed. This in turn can lead to an estimate of the change in equilibrium bond length which occurred upon ionisation.

2) Franck-Condon factors control not only the range of accessible vibrational levels in the upper electronic state, but also to some degree, the accessible electronic states. However, with the advent of double resonance techniques (discussed in the next chapter) and a knowledge of the Franck-Condon factors to intermediate electronic states, these problems can very often be surmounted and vibrational levels of excited electronic states can be accessed which are not within the vertical Franck-Condon window from the neutral ground state.

3) The effects of autoionisation in ionic state spectra can be dramatic (see section 2.5.3). Both steps involved in the autoionisation process are controlled by Franck-Condon factors. These include the initial excitation to vibrational levels of the neutral excited Rydberg state and the autoionisation step leading to, in many cases, the production of highly vibrationally excited ions in regions of the spectrum where the direct Franck-Condon factors are very small. From the resultant final state ionic spectrum and the autoionising F-C profile (see chapter 4), an idea of the relative position of the autoionising excited Rydberg state can be determined.

2.5 Autoionisation

Ionic states can be accessed directly as discussed above and indirectly as we will now show. This indirect process is known as autoionisation and is based on two distinct steps, as shown in Equation 2.17. The initial excitation step involves an electric dipole allowed resonant transition to a discrete rovibronic level of a neutral electronic Rydberg state \( M' \) which lies above the ground ionic state of the atom or molecule. The second step then consists of a radiationless transition from the rovibronic level of the neutral Rydberg state to rovibronic levels in the final ionic
state. However, the second step has to follow the selection rule that the symmetry species of the autoionising state and the final state of the ion plus electron must be identical. To balance the energy equation, the excess energy is removed as kinetic energy by the electron. The initial excitation to the rovibronic level in the Rydberg state and the radiationless transition to the final ionic state are both governed by Franck-Condon factors and the product of these govern the final ionic vibrational states accessed.

\[
M + h\nu \rightarrow M^* \rightarrow M^+ + e^- (\text{k.e.})
\]

Autoionisation is essentially a decay mechanism for the highly excited neutral Rydberg state and in many cases the features which arise through autoionisation are so intense that they completely hide the structure arising from direct ionisation [4]. However, in certain cases autoionisation from these Rydberg states is in competition with other decay processes such as predissociation or radiative decay which can reduce the effect of autoionisation on an ionic spectrum. The three autoionisation mechanisms, electronic, vibrational and rotational, which can effect ionic spectra are discussed below.

2.5.1 Vibrational/Rotational Autoionisation

Vibrationally and/or rotationally excited Rydberg states converging on an ionic state, can in theory undergo vibrational or rotational autoionisation. In principle this can take place for Rydberg states converging on any ionic core, but in practice it most commonly occurs in Rydberg states converging on the ground ionic state. For autoionisation to take place, the energy of the vibrationally and/or rotationally excited Rydberg state must exceed the ionisation threshold, in which case vibrational and/or rotational energy is transferred to the departing electron leaving the molecular ion in its ground ionic state. Rotational autoionisation is only important for such high values of Rydberg principal quantum number, \( n \), that a few rotational quanta suffice to produce autoionisation, such as found in \( \text{H}_2 \) [5,6].
A form of rotational autoionisation has also been found in ZEKE-PFI photoelectron spectroscopy in which large differences in the intensity of rotational branches were observed [7,8]. These differences could not be explained using conventional theories, so interactions between individual Rydberg series leading to rotational autoionisation were invoked. The mechanism involves the interaction of high-$n$ Rydberg states ($n > 150$) with near degenerate low $n$ Rydberg states converging to higher cation rovibronic ionisation limits. The application of the pulsed electric field lowers the ionisation potential and permits the mixed low $n$ Rydberg states to autoionise leading to intensity gains in the rotational branches with negative changes in rotational quantum number [9,10]. The intensity gain, however, depends on the relative rates of predissociation and autoionisation. If the lower $n$ Rydberg states are fully predissociated in the delay time before the application of the extraction pulse, the intensity differences are not observed.

Vibrational autoionisation in diatomic molecules is generally governed by the propensity rule $\Delta v = \pm 1$ [11] or by a weaker $\Delta v=$minimum rule [12,13]. These vibrational propensity rules have also been observed in two colour photoionisation studies of polyatomic molecules such as NH$_3$ [14] and aniline [15]. Vibrational autoionisation has also been invoked by Guyon et al. to explain the observation of low energy electrons in threshold photoelectron measurements on small triatomics such as OCS [16]. The mechanism proposed to account for this involves the coupling of high Rydberg states and a dissociative valence state [17].

2.5.2 Electronic Autoionisation

The autoionisation of electronically excited Rydberg states (i.e. members of Rydberg series converging to electronically excited ionic states) is very common for diatomic and small polyatomic molecules. In this case both electronic and very often vibrational energy of the core are transferred to the departing electron leaving the molecular ion in a lower ionic state.
The fact that electronic autoionisation takes place from an excited Rydberg state can in certain cases lead to dramatically extended vibrational structure in the final ionic state.

Electronic autoionisation is rare in conventional PE experiments, only normally being observed when excitation sources other than the He(I) lamp are employed. This is due to the fact that the 21.22 eV He(I) resonance line is generally above most bound molecular Rydberg states. However, electronic autoionisation has been modelled in diatomics by both Bardsley [18,19] and Smith [20,21], within the framework of the Fano configuration-interaction theory of autoionisation [22,23], and has been successful in explaining the extension of the vibrational progression in the ground state of O$_2^+$ when Ne(I) radiation was employed [24].

Electronic autoionisation with the production of a threshold electron in polyatomics is further complicated by the increased number of decay channels which are available. Guyon, Baer, Nenner and co-workers have employed threshold photoelectron spectroscopy along with fluorescence measurements to study electronic autoionisation in molecules such as CO$_2$ [25] and N$_2$O [26]. Their observations of significant fragmentation within the triatomics and highly vibrationally excited ions led Guyon et al. [17] to propose a model involving the coupling of dissociative valence states and high Rydberg states along with a vibrational autoionisation mechanism to explain the production of threshold electrons.
2.5.3 Autoionisation in Threshold Photoelectron Spectroscopy

The application of tuneable excitation sources to the study of ionic states, such as those observed in threshold photoelectron spectroscopy (TPES), dramatically increases the probability of observing ionic structure as a result of autoionisation as well as direct ionisation. This is due to the increased likelihood of the exciting radiation becoming resonant with a rovibronic level in a neutral Rydberg state. For the specific example of threshold photoelectron spectroscopy, where the aim is to collect purely threshold photoelectrons generated when the photon energy is equal to the energy difference between the ionic state and the ground state, the formation of threshold electrons as a result of autoionisation can have a dramatic effect on the recorded spectrum. Threshold electrons are generated when the rovibronic level in the excited Rydberg state \((v_{\text{Ryd}})\) is isoenergetic with a vibrational level of the final ionic state \((v^+)\) and there is a good Franck-Condon overlap.

\[
AB + h\nu \rightarrow AB^*(v_{\text{Ryd}}) \rightarrow AB^+(v^+) + e^- (E_k=0)
\]  

The threshold photoelectron cross section can be written as the sum of the direct ionisation component and terms describing the autoionisation component

\[
\sigma(E)_{\epsilon=0} = \sigma_{x} |\langle \chi_{v^+} | \chi_{v^+} \rangle |^2 + \sigma_{\text{Ryd}} |\langle \chi_{v^+} | \chi_{v_{\text{Ryd}}} \rangle |^2 \frac{\sum_{v^+} |\langle \chi_{v_{\text{Ryd}}} | \chi_{v^+} \rangle |^2}{\sum_{v^+=0} |\langle \chi_{v_{\text{Ryd}}} | \chi_{v^+} \rangle |^2} \]  

where \(\sigma_{x}\) and \(\sigma_{\text{Ryd}}\) are proportional to the transition probabilities for direct ionisation to an ionic state and for excitation of the autoionised Rydberg state. \(\chi_{v^+}\), \(\chi_{v^+}\), and \(\chi_{v_{\text{Ryd}}}\) are the vibrational wavefunctions for the neutral ground state, the ionic state and the autoionising Rydberg state, respectively. Equation 2.20 is a general expression which could equally well apply to the cross section for kinetic energy.
electrons in He(I) PES. In that case, the probability of autoionisation is generally very low and the spectrum is dominated by the direct photoionisation terms. If on the other hand autoionisation is quite dominant, then depending on the position of the Rydberg state and Franck-Condon factors, the ionic vibrational structure can be enhanced in the region of the ionic spectrum containing the direct ionisation vibrational bands or extended into regions of the ionic spectrum where the direct ionisation Franck-Condon factors are vanishingly small.

Some qualitative examples of autoionisation relevant to the threshold photoelectron spectra presented in chapter 4 are shown in Figures 2.3-2.5 and discussed below. These examples are based on the product of the F-C factors for excitation of the vibrational levels in the Rydberg state and the F-C factors for the autoionising transition into ionic vibrational levels. Although other factors such as the transition intensity to the Rydberg state (which decreases as $1/n^3$ where $n$ is the principle quantum number of the Rydberg states) also play a part in the resulting ion spectrum, they have been ignored in these examples.

Figure 2.3 (a) contains two potentials with similar potential energy curves and $R_e$ values. The lower energy potential has been classified as the ground ionic state whereas the higher energy potential is a neutral Rydberg state converging on an excited ionic state with a similar $R_e$ to the ground state. The Franck-Condon factors for direct ionisation from the neutral ground state ($v=0$) suggest that only the first five ionic vibrational bands would be observed. However, it is also clear that the F-C overlap between the neutral ground state ($v=0$) and the low vibrational levels of the neutral Rydberg state ($\sim v_{\text{Ryd}}=0-4$) is very good. Unfortunately, the probability of populating high vibrational levels in the ion i.e. $v^+=7-12$ with the generation of a threshold photoelectron (i.e. autoionisation) is very low as a result of the poor F-C overlap between $\sim v_{\text{Ryd}}=0-4$ and $v^+=7-12$. The predicted vibrational level Franck-Condon intensities in the ion for this case are shown in Figure 2.3 (b). Only the low vibrational levels of the ion, i.e. the direct ionisation components would be expected to be observed.
Figure 2.3 (a) A schematic diagram of two potential energy curves in the ionisation continuum in which the lower energy potential curve is the ground ionic state and the higher energy potential is a neutral Rydberg state converging on an excited ionic state with a similar $R_e$ to that of the ground state. (b) The predicted Franck-Condon vibrational intensity pattern in the ground ionic state for the situation depicted in (a) taking into account autoionisation. See the text for details.
Figure 2.4 (a) contains two similar potential energy curves with identical $R_e$ values. In contrast to Figure 2.3 (a) the lower potential energy curve (dotted) describes a neutral Rydberg state converging on the ground ionic state (the higher energy potential energy curve). In this case there is very good F-C overlap between individual ionic vibrational levels and Rydberg vibrational levels but only a good F-C overlap between the neutral ground state ($v=0$) and the low vibrational levels of the Rydberg state ($\sim v_{\text{Ryd}}=0-3$). Vibrational autoionisation with the production of a threshold electron is therefore likely to enhance only the low vibrational levels of the ion ($v^+=0-2$), resulting in the Franck-Condon intensity pattern in the ground ionic state shown in Figure 2.4 (b).

Figure 2.5 (a) contains two potential energy curves where the lower potential energy curve describes a ground ionic state and the upper potential energy curve describes a neutral Rydberg state converging on an excited ionic state with an $R_e$ which is larger than that of the ground ionic state. In this case the F-C overlap between the neutral ground state ($v=0$) and $v_{\text{Ryd}}=2-11$ and between $v_{\text{Ryd}}=2-11$ and $\sim v^+=10-18$ is very good resulting in a large chance of populating high vibrational levels of the ground ionic state (i.e. $v^+=10-18$) with the production of a threshold electron via electronic autoionisation. The ground ionic state vibrational Franck-Condon intensity pattern may therefore be expected to be similar to that shown in Figure 2.5 (b) (it should be noted that the intensity of the high vibrational levels in this figure is not to scale). The relative intensity of autoionising vibrational structure is very dependant on the individual molecule investigated along with the positions and vibrational overlap of the Rydberg states (see chapter 4 for examples in the halogens).

These three examples show the effects of autoionisation on threshold photoelectron ionic spectra. In practice there are many Rydberg states in the vicinity of ionic states which can all contribute to the final ionic spectrum. However, the electronic intensity factors along with the restriction that only autoionising transitions
Figure 2.4 (a) A schematic diagram of two similar potential energy curves with identical $R_e$ values. The lower energy potential curve (dotted) is a Rydberg state converging on the ground ionic state (solid). (b) The predicted Franck-Condon vibrational intensity pattern in the ion taking vibrational autoionisation into account. See the text for details.
Figure 2.5 (a) A schematic diagram of two potential energy curves in the ionisation continuum in which the lower potential energy curve describes the ground ionic state and the upper potential energy curve describes a neutral Rydberg state converging on a higher excited ionic state. (b) The predicted ground ionic state Franck-Condon vibrational intensity pattern having taken into account electronic autoionisation. See the text for details.
which produce a threshold electron will be detected, limit the number of Rydberg states which are actually involved in these processes.

The threshold autoionisation examples given above presume that the Rydberg rovibronic level only autoionises with the production of a threshold electron. In practice, however, there is a competition between this process and autoionisation into lower rovibronic levels of the ionic state with the production of kinetic energy electrons. The suppression of these kinetic electrons is therefore a very important requirement for the success of the threshold technique [27]. Electronic autoionisation can also affect the ZEKE-PFI technique in much the same way as threshold photoelectron spectroscopy, as will be discussed in chapter 5. The only difference in this case is that the autoionising Rydberg states must be long lived to survive the delay prior to the application of the extraction pulse [28].

2.6 Factors Affecting the Lifetime of High-$n$ Rydberg States

The pulsed field ionisation mechanism in ZEKE-PFI experiments relies on the universal existence of long-lived high-$n$ Rydberg states (where $n$ is the Rydberg principal quantum number) lying a few wavenumbers below the ionisation threshold. One question which is now being considered, is why these Rydberg states have these anomalously long lifetimes when theory suggests that these states should have decayed prior to the application of the extraction pulse.

There has been much debate over this question and the possible mechanisms which could extend the lifetime of the high-$n$ Rydberg states. The optically accessible high-$n$ Rydberg states have low $l$ and $m_l$ character ($l$ and $m_l$ represent the Rydberg electron orbital angular momentum and azimuthal quantum numbers, respectively). It is well known, both theoretically and experimentally, that low $l$ Rydberg states which have large quantum defects, spend more time in the region of the ionic core than high $l$ Rydberg states and therefore have a higher probability of undergoing processes such as predissociation [12], autoionisation [5,29] and radiative
decay. A specific example of a fast decay process is the np Rydberg series in NO which is known to be strongly predissociated [30,31]. An extrapolation carried out by Pratt [32] from a lifetime measurement of the 35p Rydberg state by Fujii and Morita [33] led to a lifetime of between 2 and 4 nanoseconds for the 150p Rydberg state lying 5 cm⁻¹ below the ionisation threshold. Even if one ignores these decay processes and scales low n Rydberg lifetimes by the \( n^3 \) lifetime scaling factor, it is still not sufficient to explain the long lifetimes observed in the ZEKE-PFI experiments.

The principle behind the lifetime lengthening mechanism is that the initially prepared high-n, low \( l \) and low \( m_i \) states gain some high \( l \), high \( m_i \) character during the delay prior to the application of the pulsed electric field. These high \( l \), high \( m_i \) states have vanishingly small quantum defects and therefore have a very low probability of coupling to the ionic core. Several theories have so far been put forward to explain how these high-n Rydberg states could gain high \( l \) and high \( m_i \) character. The importance of electric field and collisional effects has been proposed [32,34,35,36,37,38,39], along with intramolecular energy redistribution processes [40] and breakdown of the Born-Oppenheimer approximation [41]. In a theoretical paper [34], Chupka discussed the possible effects of both electric fields and collisions on Rydberg state lifetimes. He initially proposed that the presence of stray homogeneous electric fields of the order of 20-50 mV/cm, which are known to exist in many ZEKE spectrometers, would induce \( l \) mixing or Stark mixing in the Rydberg states [42], in which the initial high-n, low \( l \) Rydberg wavefunction would be spread equally among all states with \( l \) values from 0 to \( n-1 \), and increase the lifetime of high-n Rydberg states by a factor of \( \sim n \). Additionally, \( l \) and \( m_i \) changing collisions between charged or polar species and the high-n Rydberg states was proposed to increase the lifetime by a second factor of \( \sim n \). It is well known that many ions and electrons are produced during the laser pulse which can interact with the spatially large orbits of the high-n Rydberg electrons, and both theory and experiment [43,44] has shown that \( l \) changing (and almost certainly \( m_i \) changing) cross sections are extremely large for collisions with ions and polar molecules. Such large cross sections can lead to the randomisation of the \( l \) and \( m_i \) populations, especially since the \( m_i \)
degeneracy of \((2l+1)\) favours more stable high \(l\) states. Both these mechanisms led Chupka to predict that the lifetimes of high-\(n\), low \(l\), \(m\) Rydberg states could be extended by a factor somewhere between \(n\) and \(n^2\), bringing them in line with experimental observations.

Recently, attempts have been made by a number of different groups to experimentally clarify the situation. Pratt [32] has recorded both ZEKE-PFI and delayed field photoionisation spectra of NO, with and without a small dc field present. With no dc field present, it was found that the ZEKE-PFI signal was independent of delay time (of the order of microseconds) which confirmed that both the processes which stabilise the high-\(n\) Rydberg states and those which depopulate the lower lying Rydberg states must be quite rapid. The presence of a small dc electric field, however, not only caused a loss of ZEKE-PFI signal but also blue shifted the onset of the NO pulsed field photoionisation spectra. This indicated that the dc electric field was depopulating the high-\(n\) Rydberg states responsible for the ZEKE-PFI signal. Pratt therefore postulated that the dc electric field was mixing low \(n\) Rydberg states converging to higher rotational levels of the NO ion with the high-\(n\) Rydbergs of interest and as a result of the increased predissociation rates in the lower \(n\) Rydberg states, this mixing was proposed to lead to a dramatic reduction in the ZEKE-PFI signal.

Further studies by Merkt et al. on the ZEKE-PFI spectrum of argon employed not only dc electric fields but also pulsed electric fields [36,38]. The application of a dc field (\(\leq 2\) V/cm) led to a similar loss of the ZEKE-PFI signal from the higher spin-orbit component of argon, to that which Pratt had observed. This led him to conclude that electric field induced \(l\) mixing (as proposed by Chupka) did not prolong the lifetime of the high-\(n\) Rydberg states. Two alternative explanations were put forward to explain this loss. The first was that the dc field induced the decay of these high-\(n\) Rydberg states of argon by field induced spin-orbit autoionisation, while the second was that it inhibited the formation of these long lived states altogether. In order to discriminate between the two mechanisms, Merkt replaced the dc field by a
small pulsed electric field applied 50 ns after photoexcitation. This resulted in no loss of ZEKE-PFI signal, from which he concluded that the presence of a dc electric field during ionisation inhibited the formation of the long lived high-$n$ Rydberg states in argon rather than causing their decay.

Attention was then turned to the other theory proposed by Chupka, i.e. collisional effects. Calculations by Merkt and Zare [39] have demonstrated that the large electric fields present in the ionisation volume, as a consequence of the formation of prompt ions, could be sufficient to induce $l$ and $m_l$ changing collisions. It is therefore, now believed that in the absence of a dc field, the presence of these ions in the ionisation volume can lead to a considerable stabilisation of the initially prepared high-$n$ Rydberg state via these large $\Delta l$ and $\Delta m_l$ changing collisions, as Chupka had proposed. This has been supported by Zhang et al. [35] who found that very high laser fluences i.e. large numbers of ions and Rydbergs in the ionisation volume, substantially increased the lifetimes of Rydbergs 10-20 cm$^{-1}$ below the ionisation threshold in large aromatic molecules, in contrast to the behaviour observed with low laser fluences. However, it was also observed that these high laser fluences caused the blue edge of the ZEKE-PFI spectra to decay more rapidly than at low laser fluences which was ascribed to long range ion-Rydberg and Rydberg-Rydberg interactions resulting in ionisation of the Rydberg states and loss of the observed signal. The presence of a dc electric field during ionisation, however, would seem to promote rapid field induced $l$ mixing in $\Delta l = \pm 1$ steps, in preference to the large $\Delta l$ and $\Delta m_l$ changing collisions. Theoretically therefore, if all the $l$ channels are long lived then stabilisation will eventually take place. However, if a low $l$ channel is very short lived (for e.g. the p channel in NO and the d channel in argon) it can lead to the decay of the Rydberg state prior to it gaining sufficient high $l$ character to be stabilised.

Alternative models have also been proposed to explain the lengthening of high-$n$ Rydberg lifetimes. A study by Levine and co-workers [40,41] on the ZEKE-PFI spectrum of the large aromatic, phenanthrene has generated a theory which has
not been greeted with universal approval. The theory involves two competing mechanisms for the long lived Rydberg states; one of which is intramolecular relaxation and the other, which is excess internal energy assisted ionisation of the Rydberg state, is only possible just below the ionisation threshold. High lying Rydberg states are calculated to decay very quickly into the dissipative quasicontinuum [45] of rovibrational states of large polyatomic molecules, except very close to the ionisation limit. In this region the rate of intramolecular dissipation decreases steeply due to the electron spending most of it's time far away from the core. To compensate for this, the process of internal energy assisted ionisation is rapidly switched on just below the energetic threshold for ionisation. In this process, internal energy is acquired by the electron from the core enabling it to leave. Using this model the experimental Rydberg state lifetimes of phenanthrene have been successfully fitted. However, Zhang et al. [35] also carried out a study of the high Rydberg lifetimes of several molecular systems, including phenanthrene, and measured lifetimes in excess of $25 \mu$s, compared to Bahatt et al.'s [40] experimental value of $\sim 1.1 \mu$s. A collisional effect, (i.e. a large number of ions and Rydbergs in the ionisation volume) was found by Zhang et al. to explain this short lifetime of the high-$n$ Rydberg states observed by Bahatt et al. From Zhang's investigation it was concluded that the lifetime of the highest $n$ Rydberg states was not determined by intramolecular nonradiative relaxation rates but was primarily determined by long range interactions leading to the decay of the Rydberg states. They speculated that in Bahatt et al.'s experiment, very large ion densities had been present in the ionisation volume which had led to their very short measured lifetime. Chupka has also been very critical of Bahatt et al.'s theoretical model in which he found many weaknesses. From their results he has developed an alternative model which explained their results equally well [37].

The picture that is starting to form goes some way towards understanding the extended lifetimes of the high-$n$ Rydbergs. From the experimental work it would seem as though the dominant mechanism is one which involves large $\Delta l$ and $\Delta m_l$ changing collisions with charged or polar particles present during the formation of
these high-$n$ Rydberg states. However, a balance must be found between the number of ions required to maximise the stabilisation effects, via $\Delta l$ and $\Delta m_l$ changing collisions, and the number of ions required to minimise the collisional ionisation loss mechanism for these high-$n$ Rydberg states.
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Chapter 3

Experimental Techniques

3.1 Introduction

The experimental details of the various techniques employed to carry out the research described within this thesis are presented in this chapter. A brief review of ionisation light sources and excitation schemes employed in the study of both neutral and ionic states is given in section 3.2. This is followed by a discussion of supersonic molecular beams and a brief outline of conventional VUV photoelectron spectroscopy and electron energy analysers. Section 3.5 continues with threshold photoelectron spectroscopy and gives an account of the development of threshold photoelectron analysers and the experimental details of our penetrating field electron spectrometer. Finally, in section 3.6, the origins of ZEKE-PFI photoelectron spectroscopy are presented along with the experimental details of our spectrometer and a discussion of the field ionisation mechanism.

3.2 Sources of Monochromatic VUV Radiation

The highly excited neutral electronic states and ionised states of small gas phase atomic and molecular species are observed in the vacuum ultraviolet (VUV) region of the electromagnetic spectrum. Fixed wavelength VUV sources, such as gas discharge lamps have been the dominant light source employed in conventional photoelectron investigations of atomic and molecular ions. These discharge sources generate characteristic discrete resonance lines when an electrical discharge is passed
through a low pressure gas, the best known of which is the He(I) line at 58.4 nm (21.22 eV) [1]. The requirement for a single intense monochromatic resonance line in a discharge source is achieved by varying the discharge conditions, such as the gas pressure [2,3]. In this way for example, the He(II) line at 30.4 nm can become dominant [4]. Passing a discharge through the other noble gases produces lower energy (cf. He(I)) resonance lines which lead to a reduction in the electron's kinetic energy and therefore improved electron energy resolution (see section 3.4.1) [5]. However, the noble gas emission lines are doublets (due to spin-orbit splitting) which results in a doubling of all the spectral features [6].

Tuneable VUV sources have also been employed to study atomic and molecular ions. In contrast to fixed wavelength sources, however, they have also been used to investigate neutral atomic and molecular species. Examples of tuneable VUV sources include the argon continuum [7] and the helium Hopfield continuum [8]. These are both generated by converting discrete resonance line gas discharge sources to broad continuum sources by increasing the gas pressure and pulsing the electrical discharge. In recent years there has also been a substantial growth in the number of synchrotron radiation facilities which has resulted in synchrotron radiation becoming the most widely used tuneable VUV source. The production of synchrotron radiation requires electrons to travel at relativistic energies in a circular path which is controlled by a series of "bending magnets". As the electrons pass these magnets the path of the electron is deflected and intense beams of synchrotron radiation are emitted tangentially. The unique properties of this synchrotron radiation make it a very desirable VUV source. These include its broad tunability from the VUV to the X-ray region of the electromagnetic spectrum, its high brightness and high polarisation characteristics. In addition synchrotron radiation is very stable and naturally collimated. The theoretical background to radiation generated by the circular motion of charges goes back to the early 1900's [9] although it was not until the 1940's that the first experimental investigations into the properties of this radiation took place. Synchrotron facilities are now found all over the world including BESSY in Berlin, Germany, the Photon Factory in Tsukuba, Japan, the
Daresbury Synchrotron Radiation Laboratory in the UK and the National Synchrotron Light Source in Brookhaven, USA. Descriptions of some of these sources along with the instrumentation used can be found in Ref. [10]. A general limitation of continuous sources is the requirement for a monochromator to specify the desired wavelength. This inevitably leads to a competition between the required photon flux and the achievable resolution.

Although laser excitation sources have a significantly smaller bandwidth compared to synchrotron and discharge sources, their fundamental spectral output is limited to between approximately 420 and 900 nm depending on the laser system. This can, however, be extended down to ~200 nm with frequency doubling and mixing techniques. The generation of VUV laser light requires a number of other techniques, such as Raman shifting via the anti-stokes lines in H₂. This results in a series of discrete VUV lines shifted toward higher energy [11] but unfortunately the intensity of these lines drops off rapidly with the number of shifts. Intense continuous VUV laser light can be generated by the tripling of visible laser light in non-linear media [12] and four-wave mixing techniques in rare gases [13-15] and metal vapours [16]. Third harmonic generation is generally achieved by focusing visible laser light into a cell or at the output of pulsed or continuous expansion of a noble gas such as xenon or argon [17,18]. However, the poor conversion efficiency of ~ 10⁶ limits the usefulness of this technique. Four-wave mixing, on the other hand, has the slightly better conversion efficiency of 10⁴ - 10⁵, but requires two laser sources. The first laser is set in resonance with an allowed two-photon transition in the rare gas or metal vapour, while the second laser is scanned. This leads to the emission of a photon with an energy which is either the sum of the three laser photons (sum frequency mixing) or the difference between the two-photon energy and the scanned photon energy (sum-difference frequency mixing). Unfortunately, all these laser based techniques for generating VUV radiation also require a monochromator to select the VUV radiation from the fundamental wavelengths employed to generate it.
3.2.1 Resonance Enhanced Multiphoton Ionisation (REMPI)

Single-photon tuneable VUV sources such as synchrotron radiation and continuum discharge lamps have been used fairly extensively to probe the highly excited neutral states of many atomic and molecular species [19]. The rovibronic structure of these neutral states being recorded via an absorption spectrum [20] or a fluorescence excitation [16] spectrum for example. There are, however, a number of limitations to single-photon VUV excitation schemes. The selection rules for single-photon transitions and in some cases Franck-Condon factors, can severely limit the number of accessible excited states. Furthermore, experimental factors such as the requirement for an evacuated optical path and LiF or MgF$_2$ optics, can also hinder the application of these VUV sources.

The availability of tuneable laser radiation from the infrared to the ultraviolet, has made it possible to explore the electronic structure of molecules using the unique selection rules arising in nonresonant multiphoton transitions. Initially these transitions were detected by direct absorption and fluorescence excitation [21] techniques. However, in the mid 1970's, an ionisation detection technique, multiphoton ionisation (MPI), was developed in which the bound state transitions of the molecule appeared as resonances in the ion yield spectrum [22]. The intense, tuneable monochromatic laser radiation is utilised to promote multiphoton transitions, involving the absorption of one or more photons, to a resonant intermediate state followed by the absorption of further photons to the ionisation continuum, in an (n + m) ionisation scheme. In this notation, n, is the number of photons of fixed energy required to access the intermediate state and m is the number of photons of the same energy required to bring about ionisation from the intermediate state. An important factor in resonant ionisation processes is the lifetime of the real intermediate state. A long lifetime means that the absorption of a second photon during the same laser pulse has a relatively high probability, unless predissociation is important [23]. The most efficient resonance enhanced multiphoton ionisation (REMPI) scheme is (1 + 1) resonant ionisation (shown in Figure 3.1(a)), in which the photons are absorbed
Three examples of multiphoton ionisation schemes; (a) a (1+1) resonant ionisation scheme, (b) a (2+1) resonant ionisation scheme and (c) a non-resonant ionisation scheme.
sequentially i.e. incoherently. The simplest of REMPI experiments therefore consists of a tuneable UV laser beam focused into a low pressure gas. The ions created by the laser pulse are collected, the current amplified and the resultant signal recorded as a function of wavelength. Whenever the laser photon energy is resonant with a bound-bound transition from the ground state of the molecule, a significant increase in the ion signal is recorded thereby revealing the electronic, vibrational and rotational structure of the molecule. A reduction in ionisation efficiency and therefore signal can, however, be observed if non-radiative processes (e.g. predissociation) deplete the population of the intermediate state. However, the population of the intermediate state with focused laser beams and nanosecond lasers is usually sufficiently rapid that some ionisation can generally be detected in all but the most extreme cases.

An alternative approach to resonance enhanced multiphoton ionisation is to use the non-linear properties of the molecules themselves to bring about simultaneous $n$ photon ($n \geq 2$) absorption to reach the real state (see Figure 3.1(b)). In this process a virtual intermediate state of the molecule is involved, which by its nature has a very short lifetime ($\sim 10^{-15}$ s). Thus, if a second photon is incident on the molecule within this timescale, both photons are absorbed simultaneously i.e. coherently. Clearly, excitation only occurs when the resonance condition $2h\nu = \Delta E$ (where $\Delta E$ is the energy difference between the ground state and the real intermediate state) is met. Higher order processes involving 3 or more photons have been observed but the cross-sections for such processes fall rapidly with $n$. Typical values for coherent two and three photon cross sections are $\sim 10^{-51}$ cm$^4$s and $\sim 10^{-42}$ cm$^6$s$^2$, respectively [24]. High laser intensities, such as those obtained with a focused laser beam, are therefore essential to promote $n$-photon resonant transitions. However, these high laser intensities can broaden spectral peaks and also produce extensive fragmentation due to the absorption of further photons by the ion.

The absorption of two or more photons without the involvement of a real intermediate state, as shown in Figure 3.1(c), can also promote ionisation. However, such non-resonant ionisation has a significantly lower probability than processes
involving real intermediate states and therefore a tightly focused laser beam is essential to achieve ionisation. Although non-resonant ionisation can be employed as an ionisation scheme it produces no spectral information on neutral excited states.

The addition of a second laser into the resonant ionisation scheme introduces the possibility of accessing a much wider range of excited states through double resonance excitation schemes. Applications of optical-optical double resonance excitation to the study of excited electronic states have been numerous and have included investigations of the ion-pair states of the halogens and interhalogens [25] which are particularly difficult to access with one colour REMPI spectroscopy. A schematic diagram of two possible excitation schemes is shown in Figure 3.2(a). A pump laser ($\omega_p$) is tuned to a rovibronic level of an intermediate state, commonly a valence state and the probe laser ($\omega_p'$) is scanned through a higher electronic state. If the intensity of the fixed frequency pump laser is kept low such that the absorption of further pump photons from the intermediate state is minimised, then the absorption of tuneable probe laser photons is maximised and a spectrum of the higher electronic state can be recorded. Two colour excitation ($n + m'$) schemes (where the prime indicates that the probe laser is a different frequency to the pump laser) have a number of advantages over the single colour REMPI scheme. Firstly, selecting a single rotational or vibrational level in the lower electronic state can dramatically simplify the spectrum of the higher excited state. For example, hot bands can be eliminated through the selective excitation of vibrational bands in the intermediate state. Secondly, by selecting a vibrational level in the intermediate electronic state which is shifted from the Franck-Condon maximum, vibrational levels in the upper electronic state can be accessed which would otherwise be weak or inaccessible in a vertical transition from the ground state.

The investigation of ionic electronic structure can be thought of as an extension of conventional neutral state REMPI to one in which the final resonant state is in the ionisation continuum. In the work presented here, the ionic structure is recorded by collecting zero kinetic energy electrons which reveal a rovibronic
Figure 3.2 Examples of excitation schemes employed in the study of: (a) intermediate neutral excited states via two colour REMPI spectroscopy and (b)-(d) ionic states, via TPES and ZEKE-PFI photoelectron spectroscopy.
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resonance in the ionisation continuum. Threshold photoelectron investigations generally employ single photon resonant ionisation schemes using synchrotron VUV radiation (see Figure 3.2(b)) [26]. ZEKE-PFI photoelectron investigations, on the other hand, have employed a number of excitation schemes. These have included 1) single photon VUV laser ionisation schemes (Figure 3.2(b)) [27,28] 2) multiphoton \((n+m')\) schemes (Figure 3.2(c)) [29-31] and 3) non-resonant multiphoton ionisation schemes (Figure 3.2(d)) [32,33]. The majority of ZEKE-PFI investigations, however, have involved a resonant intermediate state. The selection of known intermediate vibrations and rotations can assist in the identification of their counterparts in the ZEKE-PFI spectrum which is particularly useful in large molecules, such as aromatics, which have a large number of vibrational modes. Ionisation via an intermediate state can also allow minor species in molecular beams, such as van der Waals complexes, to be selectively ionised.

3.2.2 Time-of-Flight Mass Spectrometry

Initial REMPI experiments recorded neutral state rovibronic spectra by measuring the total ion current in a static cell [34]. Unfortunately, this method often leads to many unassigned spectral peaks due to the fact that the parent molecular ion is very often not the only species produced in the ionisation volume. Fragments of the parent molecular species were also often ionised and detected. The problem of identifying which atomic or molecular species was responsible for each spectral feature was resolved by mass analysing all the ions formed in the ionisation volume. This was achieved using the basic principle that ions of different mass, having been given a fixed initial acceleration take different times to travel a fixed distance. By selecting a particular time gate the REMPI spectrum of an individual atom, molecule or molecular fragment can be recorded. One difficulty with time-of-flight mass detection, which is particularly relevant to weakly bound complexes, is to identify whether a spectrum recorded for a particular mass did not in fact arise from a higher species which had fragmented either in the neutral or ionic state.
3.3 Molecular Beams

Room temperature spectra can be very complex as a result of the large number of transitions which can occur from the many rotationally and vibrationally populated levels of the ground state. In order to reduce the number of populated ground state levels, supersonic expansion techniques were developed which cooled the translational, vibrational and rotational degree’s of freedom of the molecular samples. A supersonic expansion is achieved by expanding a high pressure sample, either neat or in a carrier gas such as helium or argon, through a small orifice or nozzle into a low pressure region. The cooling achieved in this expansion arises from an approximately isentropic free expansion of the gas through the nozzle during which the random thermal motion is converted into directed mass flow with the result that the translational temperature decreases, while the velocity associated with directed flow increases. In the postnozzle region of the expansion the cold translational bath acts as a refrigerant for the other degree’s of freedom via two-body collisions. These collisions generally cool the rotational degrees of freedom more efficiently than the vibrational degrees of freedom. As the expansion proceeds, the density of the gas drops and eventually becomes too low to provide the collisions necessary to connect the internal degrees of freedom with the translational bath, leaving the system in a highly nonequilibrium state. One consequence of the fact that condensation is a much slower process (a three body collision) than rotational or vibrational relaxation is that extensive internal cooling can be achieved before condensation takes place. Supersonic expansions are generally referred to under two titles depending upon whether the flow is collimated by an aperture downstream of the nozzle in which case it is a supersonic molecular beam or not, in which case it is a supersonic free jet.

Supersonic expansions provide the means of preparing an isolated gas phase sample with low internal temperatures and are generally classified by their resultant translational, vibrational and rotational temperatures. The degree of cooling depends on the number of collisions during the expansion which in turn is proportional to the product of the beam density (i.e. reservoir backing pressure) and
nozzle diameter. However, the practical limit to the performance of a supersonic expansion is the requirement for adequate pumping capacity to handle the gas flow through the nozzle. Two techniques have been developed to partially overcome this limitation. The first was due to Campargue [35,36], who developed a method of continuously expanding gases into a relatively high pressure (0.1 – 1 Torr) expansion chamber compared with conventional chamber pressures of $10^3 – 10^4$ Torr. This approach involved the creation of a free jet shock front, where the internal free jet core is protected by a high pressure jet boundary and can undergo cooling collisions. The second approach involved pulsed nozzle sources [37]. In this case the gas flows for only a small fraction of the duty cycle which, if the expansion chamber is sufficiently large, allows the experiment to be performed before any warm background gas is produced. In spectroscopic experiments the limited duty cycle of pulsed nozzles can be a disadvantage but the requirement for pulsed lasers in many cases fixes the duty cycle. Pulsed nozzle sources also have the distinct advantage that significantly higher backing pressures can be employed with a concurrent increase in jet density.

Supersonic molecular beams and free jets have been incorporated into a wide variety of spectroscopic applications. The spectral simplification which results from the small number of populated rotational and vibrational levels can often allow the analysis of spectra (especially rotational structure) which would otherwise be hopelessly complicated in room temperature studies [38]. The ‘cold’ environment of supersonic expansions also allows the preparation and study of weakly bound or reactive species, such as van der Waals complexes, which are difficult or impossible to generate in any other way.

3.4 Conventional Photoelectron Spectroscopy

Conventional VUV photoelectron spectroscopy (PES) has long been one of the principal techniques for studying atomic and molecular ions. Its origins can be traced back to the independent efforts of the research groups of A.N. Terenin [39] in
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Leningrad and D.W. Turner [40] at Imperial College, London to develop the He(I) resonance ionisation source for an electron spectrometer. K. Siegbahn [41,42] developed a similar technique but concentrated on the study of solids using X-rays.

Conventional PES is based on the measurement of the kinetic energy imparted to a photoelectron when an atomic or molecular species is ionised with a fixed energy light source. A conventional photoelectron spectrometer consists of (1) a source of ionising radiation, (2) a means of analysing the kinetic energies of the ejected electrons, (3) an electron detecting and recording system, and (4) a vacuum chamber housing for the spectrometer. In a typical experiment the VUV monochromatic radiation is directed such that it crosses the sample vapour flowing through the chamber. The ejected electrons are then separated according to their kinetic energies and recorded, the resulting spectrum being converted by means of suitable calibrants into electron signal vs. ionisation energy $E_1$. Photoelectron kinetic energy analysers, however, are unable to precisely measure the kinetic energy of the photoelectron which almost invariably leads to a resolution limit of some 10 meV (80 cm$^{-1}$). This has, with the exception of H$_2^+$ [43], D$_2^+$ [44] and high rotational states of NO$^+$ [45], precluded the use of PES as a general technique for the investigation of the electronic structure of molecular ions with rotational resolution. On the other hand, vibrational structure is, in many cases, resolvable for small, rigid molecules with vibrational frequencies greater than $\sim$ 100 cm$^{-1}$ [46].

Conventional single photon PES is limited not only by its resolution but also by the fact that it is not a molecule selective technique. This limitation, however, was overcome with the introduction of resonance enhanced multiphoton ionisation photoelectron spectroscopy (REMPI-PES). Combining this with simpler time-of-flight electron energy analysers and pulsed supersonic molecular beams has not only improved the electron energy resolution ($\sim$ 5 meV in a study of benzene [47]) but has also allowed vibrational progressions in the photoelectron spectrum to be assigned by tuning the laser to selected intermediate vibrational states [48,49].
3.4.1 Electron Kinetic Energy Analysers

An integral component of a conventional photoelectron spectrometer is the electron kinetic energy analyser. The function of the analyser is to separate the photoelectrons according to their kinetic energies. This ideally requires an analyser with a high collection efficiency and a high resolution. Unfortunately, these are conflicting requirements and a large array of devices have therefore been explored to optimise efficiency and resolution. Electron kinetic energy analysers can be broadly classified into two categories depending upon whether or not the electrons are spatially separated. Analysers which are nondispersive include time-of-flight analysers [49-52] and the relatively simple retarding field analyser [40,53]. However, these have generally been superseded by the improved resolving capabilities of spatially dispersive or deflection analysers such as the parallel plate analyser [54] and the 127° cylindrical analyser [55,56]. These deflection analysers rely on the fact that an electron trajectory in an electrostatic or magnetic field is a function of its kinetic energy. Electrons with different kinetic energies follow different paths and can be focused onto the detector by varying the voltage on the analyser plates.

The resolution of a PE spectrometer is defined as the smallest energy difference between two groups of kinetic electrons which results in separate photoelectron bands in the spectrum. The resolving power \( \frac{E_k}{\Delta E} \) of for example, the 127° cylindrical deflection analyser [57], is given by

\[
\frac{\Delta E}{E_k} = \frac{W}{2R}
\]

where \( R \) is the radius of the electron trajectory, \( W \) is the total slit width of the analyser (entrance plus exit), \( E_k \) is the electron kinetic energy and \( \Delta E \) is the resolution. A typical analyser has a resolving power of around 1000, so an electron with 5 eV kinetic energy has a \( \Delta E_{\text{thor}} \) of 5 meV. If the kinetic energy of the photoelectron, \( E_k \), is reduced by employing a lower energy radiation source then a significant improvement
in resolution can theoretically be achieved. Unfortunately, the drop in the transmission function of the analyser for electrons of low kinetic energy tends to limit this improvement. Recently the popularity of time-of-flight (TOF) analysers has increased, partly because of their simplicity and partly because laser ionisation sources have become more common. These analysers operate on the same principle as TOF mass analysers discussed earlier. In this case the electrons flight time from the ionisation region to the detector is dependant on its initial kinetic energy. The resolution of a TOF analyser is in general improved with a longer flight tube but this also increases the risk of the electrons being scattered and lost. The minimisation of stray magnetic and electric fields along with space-charge effects is very important in both deflection analysers and time-of-flight analysers to achieve good resolution. In addition the source of the ionising radiation and the sample temperature can also affect the experimental resolution.

### 3.5 Threshold Photoelectron Spectroscopy

Threshold photoelectron spectroscopy (TPES) [58,59] was developed in the late 1960’s as an alternative approach to the study of the electronic structure of atomic and molecular ions. As its name implies, it involves the detection of very low energy, or threshold photoelectrons, produced when the energy difference between an ionic and a neutral state is exactly matched by the exciting photon energy. In contrast to conventional PES, the technique requires a tuneable VUV light source and a method of selectively collecting threshold photoelectrons. This ability to tune the excitation source over the valence ionisation region, however, can also lead to the production of a large number of kinetic energy photoelectrons. These kinetic energy electrons are produced both from autoionisation (see chapter 2) and direct photoionisation and must be discriminated against for the technique to be successful. The threshold technique has a number of advantages over conventional PES. Firstly, the energy scale is established absolutely by the photon energy and therefore does not require any calibration gases. Secondly, autoionisation can also produce threshold
electrons in addition to kinetic energy electrons in regions of the spectrum not directly accessible with direct ionisation.

Theoretically the relative intensities of ionic bands observed in TPES can be compared directly since the partial photoionisation cross section, \( \sigma(h\nu - E_i) \) (where \( E_i \) is the band ionisation energy) is constant over all the ionic bands. This is in contrast to conventional PES where the partial photoionisation cross section is dependent on the energy difference between the ionising radiation and the ionic state. In practice, however, the presence of autoionisation in some molecules can distort direct photoionisation band intensities.

3.5.1 The Development of Threshold Photoelectron Analysers

The reduction in the transmission function of conventional electron analysers, such as deflection analysers, with low kinetic energy electrons, has led to the development of several new detection techniques for threshold electrons. Villarejo and co-workers [58,60] employed a technique whereby all the electrons produced in the ionisation region were accelerated to a fixed energy (~6 eV) and directed towards a cylindrical energy analyser. Threshold electrons were then collected by choosing the analyser pass energy to equal the acceleration energy. However, this method suffered from low transmission and poor resolution (~ 100 meV), due to the detection of some electrons with kinetic energy. Later methods, such as the one developed by Spohr et al. [59], used an angular discrimination method to select only threshold electrons. The sample was ionised in a uniform electrostatic field between a pair of parallel electrodes, the positive electrode of which contained parallel tubular channels which allowed only electrons with velocities parallel to the channels to pass. The uniformity of the electron extraction field led to only electrons with near-zero kinetic energy or with an initial trajectory parallel to the channels being detected. Kinetic electrons with a component of velocity perpendicular to the accelerating field direction were discriminated against. Guyon et al. [61] employed this spectrometer to record the threshold photoelectron spectrum of HF, DF, and F\(_2\).
with an experimental resolution of \(\sim 12\) meV (FWHM) as measured on the \(\text{Kr}^+\ ^2\text{P}_{3/2}\) peak.

These early threshold electron analysers yielded spectra which were complicated by features which corresponded to the detection of electrons with some measure of kinetic energy. The problem stemmed from the existence of a straight line trajectory from the photoionisation region to the detector which led to transmission functions with tails which never went to zero. Typically, a few percent of electrons with as much as 0.05-0.10 eV energy were transmitted. Several techniques were subsequently developed to suppress these non-zero kinetic energy electrons. These arranged either for the detector and the source of the photoelectrons not to be in direct line-of-sight or employed a time-of-flight method to discriminate against the kinetic energy electrons. The approach used by Peatman et al. [62] was to apply a particular set of electrostatic fields in the ionisation chamber to extract only the threshold electrons. With this experimental set-up a threshold spectrum of \(\text{H}_2\) was recorded with an experimental resolution of 8 meV (FWHM) as measured on the \(\text{Ar}^+\ ^2\text{P}_{3/2}\) peak [63,64]. An alternative approach by Stockbauer [65] accelerated all the electrons into a drift tube and a 127° cylindrical plate analyser at the end of the drift tube was then tuned to pass electrons which only had the energy provided by the accelerating potential. Although this reduced the kinetic energy electron problem, the spectral resolution was only \(\sim 28\) meV (FWHM) on the \(\text{Kr}^+\ ^2\text{P}_{1/2}\) peak. An alternative strategy adopted both by Baer et al. [66] and Merkt et al. [26] was to combine angular discrimination with time-of-flight electron discrimination using a pulsed synchrotron excitation source and gating electronics.

A rather different approach to the detection of near-zero kinetic energy electrons is to use scavenger molecules such as \(\text{SF}_6\) and \(\text{CFCl}_3\). These molecules have a high cross section for electron attachment at near-zero energy [67,68] and when combined with a mass spectrometer tuned to the appropriate anion mass peak (\(\text{SF}_6^-\) for example) can serve as a threshold electron detector. This technique has been employed on studies of argon and nitrogen [69].
A novel method of detecting threshold photoelectrons was developed by Cvejanovic and Read in electron impact studies [70]. They incorporated a small penetrating electrostatic field which produced a saddle point in the potential distribution within the collision region. This had the effect of collecting the threshold electrons over a very large solid angle (~4πsr) and directing them towards a 90° cylindrical deflection analyser. The technique was found to be very efficient for the collection of electrons between 0 and 3 meV whilst also discriminating against those of higher energy. This basic idea has been further developed by King et al. [71] to include a 127° cylindrical deflection analyser and an electrostatic lens system to match the penetrating field stage to the cylindrical deflection analyser. A resolution of 17 meV (FWHM) was achieved on the Ar$^+$ $^2P_{3/2}$ peak, but was limited by the photon resolution [71]. This design was subsequently improved by Hall et al. [72] with the addition of a more complex electrostatic twin-lens system, yielding a resolution of ~6 meV.

3.5.2 The Threshold Photoelectron Spectrometer Based at the Daresbury Synchrotron Radiation Laboratory

A collaboration between The University of Edinburgh Chemistry Department, The Daresbury Synchrotron Radiation Laboratory and The University of Manchester Physics Department, has led to the design and construction of a threshold photoelectron spectrometer for use with synchrotron radiation. The design is based on the penetrating electrostatic field method of collecting threshold electrons, developed by Cvejanovic and Read [70] and improved by King et al. [71]. A schematic diagram of the overall experimental set-up is shown in Figure 3.3. The spectrometer containing the electron optics is housed within a cylindrical stainless steel vacuum chamber, mounted on a 3500 l/s ADP cryopump which can be isolated using a gate valve. Two layers of mu-metal within the chamber shield the spectrometer from external magnetic and electric fields. Beamline 3.2 of the Daresbury Laboratory Synchrotron Radiation Source (see section 3.5.4) provides the
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Figure 3.3

A schematic diagram of the overall experimental set-up of the threshold photoelectron spectrometer based at the Daresbury laboratory.
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VUV radiation which is wavelength dispersed by a 5 m monochromator (0.3 Å (FWHM) nominal band pass based on beamline literature). The radiation enters the spectrometer through a 2 mm inner diameter glass capillary which forms the differential pumping interface between the spectrometer and the monochromator. The spectrometer is connected to the post monochromator mirror box by a flexible evacuated bellows assembly surrounding the capillary.

A schematic diagram of the electron spectrometer is shown in Figure 3.4. The spectrometer can be separated into two sections; the first contains the interaction region, while the second contains the collection optics which direct the threshold electrons to the detector. The interaction region contains the sample gas beam, photon beam and penetrating field, all of which are directed perpendicularly. The electrically isolated platinum needle (0.8 mm internal diameter) acts as the gas nozzle, producing an effusive beam at 90 degrees to the photon beam and directed into the cryopump. The position of the needle can be externally adjusted with an X-Y-Z translator to allow the effusive beam position to be optimised with respect to the photon beam. This adjustment is also required to minimise the spurious generation of electrons from the metal surface of the nozzle. A potential can be applied to the needle, when necessary, to eliminate local patch fields and fields due to contact potentials. The glass capillary which directs the VUV radiation into the spectrometer and is coated in graphite to reduce charge build up, stops approximately 40 mm short of the interaction region. The intensity of the VUV radiation is measured by recording the current produced by a copper grid placed in the path of the photon beam. The gas sample, which generally consists of a mixture of argon and the molecule of interest, is held in a large mixing volume. The mixture is delivered into the vacuum chamber at a pressure of typically ~200-300 Torr via a needle valve which controls the flow rate and chamber pressure. Typical chamber pressures are therefore of the order of ~10^{-5} Torr as measured on an ion gauge. To counteract the radiative cooling effect of the cryopump on the gas needle, the chamber is heated to approximately 100°C. This maintains the needle at approximately 30°C as measured on a temperature probe situated approximately 3 cm from the needle opening. The
Figure 3.4 A schematic diagram of the interaction region and threshold electron collection optics within the threshold photoelectron spectrometer.
beam temperature is estimated to be of the order of 235 K based on hot-band structure found in the TPE spectrum of the $X^2\Pi_{g,3/2}$ state of bromine.

The electrostatic lens system, 127° cylindrical deflection analyser and electron detector are shown in Figure 3.4. A potential well is formed in the interaction region from the penetration of the field produced by the extraction electrode through a grounded screening electrode. Figure 3.5 shows near threshold (2 meV) electron trajectories calculated by SIMION along with the equipotential contours which demonstrate the effect of the penetrating field. The field gradient in the interaction is calculated to be approximately 150 meV/cm. The field extracts the low-energy photoelectrons over a very large solid angle (~4πsr) and focuses them onto a crossover point at the entrance to the spectrometer which then acts as a point source for the lens system. A typical voltage on the extraction electrode is ~ 40 V. The electrostatic lens system contains two, triple-aperture asymmetric lenses with a spacing to bore ratio (A:D) of 0.5 where D equals 5 mm. The first lens images the crossover point from the extraction stage onto the intermediate 1 mm aperture, while the second lens images the intermediate aperture onto the 1 mm entrance aperture of the cylindrical deflection analyser (CDA). The advantage of this twin lens system is that the transmitted electron trajectories are well defined thereby leading to the strong suppression of unwanted energetic electrons. The 127° CDA acts as a high energy electron filter, removing any fast electrons which have initial trajectories along the axis of the lens system and would otherwise lead to the production of a high energy tail on the electron signal. The CDA is generally operated with a pass energy in the region of 2 eV and the transmitted electrons detected using a channel electron multiplier (Mullard X919/BL01). The electron signal is amplified before being fed into a constant fraction discriminator to reduce background noise. The signal is then fed into a CAMAC crate on the beamline. A personal computer on the beamline is used to provide control over the experimental timing and monochromator and also to store the incident photon energy, flux and detected electron counts.
Figure 3.5

Schematic diagram demonstrating the effect of the penetrating field within the interaction region. Near threshold (2 meV) electron trajectories calculated by SIMION along with the equipotential contours are shown. Both the extraction electrodes were at 5 V.
3.5.3 Performance of the Threshold Photoelectron Spectrometer

The performance of the threshold photoelectron spectrometer was tested using argon whose threshold photoelectron spectrum is simple and has well known photoionisation cross sections. The removal of a p electron from the filled outer 3p⁶ orbital of the argon atom forms two spin-orbit ionic states, the \(^2\text{P}_{3/2}\) and \(^2\text{P}_{1/2}\) states. Converging on both ionic thresholds are a number of Rydberg series including a strong s series and a weaker d series. Various members of the ns Rydberg series converging on the \(^2\text{P}_{1/2}\) ionic threshold (specifically \(n \geq 11\)) are found above the \(^2\text{P}_{3/2}\) ionic threshold and can autoionise into the lower lying \(^2\text{P}_{3/2}\) ionic state. This leads to the emission of electrons with kinetic energies equal to the difference in energy between the Rydberg level and the \(^2\text{P}_{3/2}\) ionisation threshold (i.e. 3, 38, 62, 81 meV for the 11s, 12s, 13s and 14s Rydberg states) [73]. The TPE spectrum shown in Figure 3.6 was recorded with the threshold spectrometer tuned to collect these low kinetic energy electrons and clearly shows the presence of these autoionising Rydberg states. The ability of the spectrometer to suppress these low kinetic energy electrons is therefore a good test of its performance. The threshold spectrum shown in Figure 3.7 demonstrates the high performance of the penetrating field electron spectrometer. Threshold electrons are produced as the photon energy is scanned over the \(^2\text{P}_{3/2}\) and \(^2\text{P}_{1/2}\) states of \(\text{Ar}^+\) at 15.759 eV and 15.937 eV [73] respectively. A very weak peak at 15.797 eV is also present in Figure 3.7 which corresponds to the 12s autoionising Rydberg state. Almost no evidence of any higher energy electrons is found. The 11s autoionising state, which lies just 3 meV above the \(^2\text{P}_{3/2}\) ionic state, cannot be resolved from the direct ionisation peak by the spectrometer. Consequently, the observed \(^2\text{P}_{3/2}\) ionic state peak intensity is composed of contributions from both the 11s Rydberg state and the direct photoionisation peak which explains why the ratio of the heights of the two peaks is \(~9:1\) and not the expected statistical weight ratio of 2:1. On average, count rates of around 300,000 counts/s were observed on the \(^2\text{P}_{3/2}\) peak and a resolution of \(~11\) meV (FWHM) was measured on the \(\text{Ar}^+\ ^2\text{P}_{3/2}\) peak.
Figure 3.6 A threshold photoelectron spectrum of argon with the spectrometer tuned off threshold. The extra structure between the two ionic thresholds (shown) results from the autoionisation of neutral Rydberg states converging on the higher spin-orbit state with the subsequent production of kinetic energy electrons.
Figure 3.7 A threshold photoelectron spectrum of argon with the spectrometer tuned to collect threshold electrons. Only a weak autoionising peak at 15.779 eV is observed, demonstrating the efficiency of the spectrometer.
Optimisation of the spectrometer on the argon threshold peak is a fairly complex task. Nineteen individual potentials are required to operate the spectrometer and optimisation is therefore achieved by tuning the monochromator to the \( \text{Ar}^+ \, ^2P_{3/2} \) peak at 15.579 eV and continuously adjusting the potentials while monitoring the electron count rate. The spectrometer is successively tuned to lower photon energies until the peak intensity drops. This ensures that optimisation is occurring on the threshold electrons and not the 3 meV electrons. After each optimisation a scan is recorded to check the resolution.

The electron energy resolution of the threshold photoelectron spectrometer is ultimately limited by the photon bandwidth achieved from the 5m monochromator. All the TPE spectra were recorded with a photon bandwidth of \( \sim 0.3 \, \text{Å} \), which on the argon \( ^2P_{3/2} \) peak at 15.579 eV results in a photon bandwidth of \( \sim 6 \, \text{meV} \). The photon flux is a function of both the decay of the synchrotron current and the wavelength and as such all spectra are corrected to take account of these factors. All the threshold photoelectron spectra were energy calibrated by recording the threshold photoelectron spectrum of the lowest ionisation threshold in helium, neon, argon, krypton and xenon [73].

3.5.4 The Daresbury Synchrotron Radiation Source

The VUV radiation employed in the threshold photoelectron study of the halogens was supplied by the Synchrotron Radiation Source (SRS) located at the Daresbury Laboratory. The Daresbury Laboratory SRS was the world’s first high energy electron accelerator dedicated to the production and utilisation of synchrotron radiation. It is a 2 GeV electron storage ring which consists of dipole magnets to bend the electron orbit, quadrupole magnets to focus the electrons, and a radio frequency accelerating system to replace the energy the electrons emit as synchrotron radiation. In order to prevent the electrons being scattered out of orbit they circulate within an ultra-high vacuum system. A schematic diagram of the ring and accelerators is shown in Figure 3.8. The storage ring, booster synchrotron and injection system
Figure 3.8

Schematic diagram of the Daresbury synchrotron radiation laboratory, including booster synchrotron and beamlines. Beamline 3.2 is shown in red.
are all controlled by a computer system. The electrons for the ring are provided by an injection system comprising a linear accelerator and a booster synchrotron. The linear accelerator consists of a hot cathode which emits electrons. These are subsequently accelerated to 12 MeV in two stages before entering the booster synchrotron where they are accelerated up to 600 MeV. The storage ring accumulates electrons from the injection system, accelerates them to a peak energy of 2 GeV, and then keeps them orbiting for approximately 12 hours. The circulating electron beam is not strictly continuous. It consists of 160 discrete bunches of electrons, but since the orbital period of any electron bunch is 320 ns, for most experiments it is considered quasi-continuous. The synchrotron radiation is directed down sixteen beamlines on the storage ring to the experimental stations. The beamlines are numbered by reference to the particular magnet from which they originate and are subsequently split further to supply more experimental stations. Each beamline includes a shutter to block off the radiation when not required, and a mirror to focus the light into the station.

Beamline 3 at the Daresbury Laboratory Synchrotron Radiation Source is designed to produce radiation in the VUV and soft x-ray region. Station 3.2 is set up to carry out high resolution molecular spectroscopy and is equipped with a high resolution 5 m monochromator to achieve a narrow bandpass in the region between 9 and 35 eV. Radiation emerging from the "bending magnet" on the ring is split and focused, using two pre-monochromator mirrors, onto the entrance slit of the monochromator. The normal incidence monochromator has a 5 m radius of curvature, is vertically dispersing with a ruling density of 1200 lines/mm. This gives it a resolving power of approximately 20,000. However, in practice the experimental resolution of the monochromator is defined by the widths of the entrance and exit slits which is usually set to compromise between photon flux and photon resolution [74]. A post-monochromator mirror is attached to the exit port of the monochromator to control the beam of radiation entering the experimental apparatus. It also forms a stage of differential pumping between the experimental apparatus and the monochromator. This allows the experimental apparatus to be operated at the high pressures required for gas phase experiments whilst ensuring low pressures in the
mirror chamber and monochromator. Scanning of the monochromator is controlled by the station computer. The monochromator and its performance have been described previously by Holland et al. [75].

3.6 Zero Kinetic Energy (ZEKE) Photoelectron Spectroscopy

In 1984 Müller-Dethlefs and co-workers developed zero kinetic energy photoelectron spectroscopy (ZEKE-PES), a laser based technique [76] with a resolution almost two orders of magnitude better than conventional PES [77]. The technique is based on the collection of zero kinetic energy photoelectrons, similar to that employed in threshold photoelectron spectroscopy [58], but uses the high resolution capabilities of laser sources and a novel method of discriminating against kinetic energy electrons to obtain wavenumber resolution.

The underlying mechanism behind zero kinetic energy photoelectron spectroscopy is that a photoelectron of exactly zero kinetic energy (ZEKE) is produced when there is an exact correspondence between a photon of energy $h\nu$ and the energy separation between an ionic state and a molecular state. If, however, the energy match is not exact, i.e. the photon energy exceeds the energy separation, then the ejected (non-ZEKE) photoelectron acquires a kinetic energy. By virtue of the fact that ionisation is carried out in a field-free environment, the ZEKE electrons remain where they were formed whereas the non-ZEKE electrons, which have a kinetic energy and are formed simultaneously with the ZEKE electrons, move away. After a suitable time delay, a draw out field is applied and both the ZEKE and non-ZEKE electrons are accelerated into a field free drift tube. This transforms the spatial separation of the electrons into a time-of-flight separation and allows selective detection of the ZEKE electrons. If the delay is extended beyond a certain limit all the non-ZEKE electrons will have left the ionisation region, leaving only the ZEKE electrons to be detected when the drawout field is applied.
In an early ZEKE experiment on NO a discrepancy of 2.7 cm\(^{-1}\) was found between the ionisation energy of NO obtained from Rydberg extrapolations and that measured from the ZEKE spectrum [77]. The magnitude of the discrepancy was very small when compared with the margins of error which usually accompanied ionisation energies determined in PES, but indicated that something was wrong either in the theory behind ZEKE or in the experiment. The original mechanism involving the generation of ZEKE electrons [76] had always assumed that the lifetime of high lying Rydberg states a few wavenumbers below the ionisation threshold in molecular systems was much shorter than the field free delay time (of the order of microseconds), and therefore that the Rydberg state population would have decayed completely prior to the application of the draw-out field. However, evidence was provided by Reiser et al. [78] that there were indeed Rydberg states with long lifetimes (up to 10's of microseconds), a few cm\(^{-1}\) below the ionisation threshold. It turned out that these Rydberg states, which have very high principal quantum numbers (\(n\geq 150\)) and converge to rovibronic states of the ion, were in fact providing the major source of the observed electron signal, rather than the true ZEKE electrons. A correction therefore had to be applied to the measured ionisation energy to account for the energetic shift imposed by the pulsed field ionisation of the high-\(n\) Rydberg states. This correction was given by the classical equation \(\Delta E(cm^{-1}) = 6\sqrt{F(V/cm)}\) (where \(F\) is the applied field in V/cm) describing field ionisation [79] and allowed the true (field free) ionisation energy to be determined. The new mechanism has now been incorporated into the title of the technique; zero kinetic energy pulsed field ionisation (ZEKE-PFI) photoelectron spectroscopy. To date, these long lived Rydberg states have been found in all atoms and molecules which have been investigated using this technique [80]. The detection of true ZEKE electrons is now only being employed in photodetachment studies of anions which do not have Rydberg states [81-84].

The essential simplicity of the technique has meant that most ZEKE-PFI spectrometers are very similar in design to REMPI-TOF spectrometers. The only real difference which arises as a result of the analysis of electrons rather than ions is the
employment of mu-metal shielding around the flight tube to minimise stray electric
and magnetic fields which could disturb the path of the electrons. However, certain
groups have dispensed with this shielding altogether and with short flight tubes have
still managed to record ZEKE-PFI spectra [85]. ZEKE-PFI spectrometers generally
contain pulsed supersonic molecular beams and only differ in the length of the
electron flight tube and the ionisation scheme. A variation on this theme has recently
appeared which incorporates a magnetic bottle electron spectrometer to direct the
electrons down the flight tube [86]. This spectrometer contains a 1 T permanent
magnetic field which contrasts dramatically with the minimal stray magnetic fields
found in most ZEKE-PFI spectrometers. However, it has been shown to give results
identical to those obtained on conventional ZEKE-PFI spectrometers.

3.6.1 Mass Analysed Threshold Ion (MATI) Spectroscopy

A general disadvantage of the detection of electrons rather than ions is the
absence of mass information. Mass information can be useful in systems such as
clusters where an unambiguous identification of the ionised species is required or in
systems which fragment [87]. In 1991, Zhu and Johnson [88] developed a technique
known as mass analysed threshold ion (MATI) spectroscopy which allowed a mass
resolved ion spectrum to be recorded. It was based on the same principles as ZEKE-
PFI (i.e. the delayed pulsed field ionisation of high Rydberg states) but detected the
ions produced rather than the electrons. The problem in this case is to separate the
high-n Rydberg excited molecules from the prompt photoions produced in the laser
pulse. This is significantly more difficult than separating kinetic electrons from PFI
electrons, because the promptly formed ions cannot escape from the ionisation region
during the delay prior to the application of the extraction pulse. The solution to this
problem was to apply a small electric field directly after the laser excitation pulse to
spatially separate the high-n neutral Rydberg excited molecules from the promptly
formed photoions. In the experiments of Zhu and Johnson a series of four grids with
individual potentials were employed. These served to 1) separate the prompt ions
from the high-n neutral Rydberg excited molecules, 2) field ionise the spatially
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separated long lived Rydberg excited molecules and 3) accelerate all the ions into an in line time-of-flight mass spectrometer. Selective detection of the pulsed field ionised high-\(n\) Rydberg molecules could then take place by gating on a specific ion signal in the time-of-flight spectrum. As in ZEKE-PFI experiments the individual fields employed to separate the prompt photoions and Rydbergs had to be taken into account when correcting for field ionisation shifts. The observed resolution achieved by Zhu and Johnson in a study of pyrazine was between 5 and 10 cm\(^{-1}\). However, since then Dietrich et al. [89] have improved the resolution such that it is now comparable to that achieved when detecting electrons. Alternative methods of separating the prompt photoions from the long lived Rydberg excited molecules have also been developed, including the employment of magnetic fields by Nemeth et al. [90] and a method based on energy selection in the reflecting electrostatic field of a linear reflectron mass spectrometer [91].

The MATI technique is therefore the first technique which allows the unambiguous assignment of the ionic spectrum of an individual molecule or atom. It also has the advantage that in a single colour ionisation scheme it is capable of recording simultaneously an ionic spectrum of not only the parent molecule but also its complexes.

3.6.2 The Field Ionisation Mechanism

Both the ZEKE-PFI and MATI techniques rely on the field ionisation of long lived Rydberg states which as we have seen necessitates a correction to be made to the measured ionisation energy to take account of the applied field. Initially, the shift \(\Delta E(\text{cm}^{-1}) = 6\sqrt{F(V/cm)}\) was applied universally to obtain the field free ionisation energy. However, interest has recently been focused on whether this adiabatic classical description of field ionisation is correct in the high-\(n\) \((n\gtrsim 150)\) region or whether a diabatic mechanism would be more appropriate.
The ionisation of Rydberg excited atoms by means of an externally applied electric field has for a long time attracted considerable theoretical and experimental interest [92]. Field ionisation in atoms is now fairly well understood and has become an invaluable experimental technique for the detection and study of atomic Rydberg states up to approximately n=100 [93-95]. However, the field ionisation of Rydberg states in molecules is far more complex and has only recently been considered [96,97]. In principle, there are two mechanisms through which Rydberg states can field ionise; an adiabatic and a diabatic mechanism [92]. However, the electric field dependence of each mechanism is different and it is therefore important to define the mechanism applicable to individual molecules to allow an accurate extrapolation of the ionisation threshold to the field free limit.

The classical way of considering field ionisation is the simple “saddle point” model. In the absence of an external field, the long-range potential for a Rydberg electron is Coulombic. This is shown schematically in Figure 3.9 and can be expressed as

\[ V(z) = \frac{e}{4\pi e_0 z} \quad 3.2 \]

where \( z \) describes the distance of the Rydberg electron from the core. The introduction of a uniform external electric field, \( F \), in the direction \( z \), adds an additional term to the long-range potential such that the new potential, shown schematically in Figure 3.9, is expressed by

\[ V_F(z) = \frac{e}{4\pi e_0 z} + Fz \quad 3.3 \]

\( V_F \) has a maximum on the applied field axis at \( z = \frac{e}{\sqrt{4\pi e_0 F}} \) which is actually a saddle point and occurs at an energy
Figure 3.9 A schematic diagram of the pulsed field ionisation process in which high principle quantum number Rydberg states are field ionised by an applied potential. The shift in the ionisation energy is shown.
below the asymptotic field free ionisation threshold. Classically ionisation of a Rydberg electron in a specific orbital will only occur if the applied field is large enough to lower the saddle point below the electrons binding energy resulting in a sharp ionisation threshold that is shifted from the field free value by the amount

\[ \Delta E(\text{cm}^{-1}) = -6\sqrt{F(\text{V/cm})} \]

The result of the classical model is equivalent to the shift expected from the adiabatic field ionisation mechanism and has been verified in a number of studies involving different atoms and molecules [79, 98, 99].

In practice when an atom or molecule is subjected to an electric field, every Rydberg state, \( n \), is split into \( \sim n^2 \) Stark states, which are individually defined by their quantum numbers [92]. As the applied field is increased, the separation between individual Stark states increases as shown in Figure 3.10. When individual Rydberg states are energetically well separated as is the case for low \( n \) Rydberg states, the Stark manifolds associated with each Rydberg state do not overlap unless very large electric fields are applied. In this diabatic description of field ionisation the initial Rydberg state can evolve along a number of paths to the classical field ionisation limit. Two critical electric fields, \( E_L \) and \( E_U \), (as shown in Fig. 3.10) are required to take account of the lowest and highest energy members of the Stark manifold [100] and the corrections required to account for the shifts in the ionisation threshold have been calculated to be in the range \( 4.6\sqrt{F(\text{V/cm})} \) to \( 3.1\sqrt{F(\text{V/cm})} \). In principle, this means that the diabatic process does not have a sharp threshold. Chupka [100], however, noted that the critical fields for the different members of a given Stark manifold are clustered together resulting in a field dependence of
Figure 3.10 The Stark states of the $n=5$ and $n=6$ Rydberg states of a hypothetical molecule, indicating the increased Stark splitting with increasing field. The classical field ionisation limit is indicated along with the two field strengths ($E_L$ and $E_U$) required to take account of the two extreme field ionisation paths in the $n=6$ Stark manifold.
If, on the other hand, Rydberg Stark manifolds overlap, as is found in the region of high-\( n \) Rydberg states populated in ZEKE-PFI, then there is the possibility that individual Stark states from the different manifolds can form avoided crossings. The magnitude of these avoided crossings then controls the field ionisation mechanism. The magnitude is dependant on the quantum defect of the Rydberg level (the higher the quantum defect the larger the avoided crossing) and the rise time of the extraction pulse. In general a slowly rising extraction pulse will cause the initially prepared Rydberg state to traverse the avoided crossings adiabatically before field ionisation occurs. This is consistent with the simple classical formulation of \( \Delta E (\text{cm}^{-1}) = -6\sqrt{F(V/cm)} \). In contrast a fast rise time and/or a very small or zero avoided crossing results in a diabatic passage and a field ionisation shift of \( \Delta E (\text{cm}^{-1}) = -4\sqrt{F(V/cm)} \).

These two possible mechanisms are shown schematically in Figure 3.11.

It is impossible to predict which field ionisation mechanism will apply to individual molecules and it is therefore essential that a plot of the observed peak position vs. \( \sqrt{F(V/cm)} \) is made to allow the relevant shift to be determined. A diabatic ionisation mechanism will be characterised by a significantly smaller slope than an adiabatic ionisation mechanism. Ideally a series of ZEKE-PFI spectra should be recorded under identical experimental conditions for a range of extraction fields. However, identical experimental conditions are very difficult to achieve and only recently has a solution to this problem been found by Lindner et al. [101]. They employed an extraction pulse with a multi-step "staircase slope", in which the measured ZEKE-PFI signals correlate with the different field strengths in each step thereby allowing the field ionisation shift to be determined in a single scan.
A fast rising extraction pulse and/or a very small or zero avoided crossing results in diabatic field ionisation.

A slowly rising extraction pulse forces the Stark state to follow the avoided crossing and results in adiabatic field ionisation.

Figure 3.11 A schematic diagram of the two possible paths Stark states can take when they reach an avoided crossing. Which of these paths is taken depends on the rise time of the extraction pulse and the magnitude of the avoided crossing and dictates the field ionisation mechanism.
3.6.3 The Determination of the Field Ionisation Shift Applicable to I₂

In order to determine the field free adiabatic ionisation energy of molecular iodine, the field ionisation shift has to be calculated. The excitation scheme, which is discussed in more detail in chapter 5, involves a two-photon transition into \( v=1 \) of the \( [2\Pi_{3/2}]c_7s; 2_g \) Rydberg state and then one further photon into \( v^+=1 \) of the \( X \, 2\Pi_{3/2,8} \) state of the ion. To evaluate the field ionisation shift, ZEKE-PFI spectra of the \( v^+=1 \) band were recorded with extraction potentials ranging from \(-7 \text{ V/cm} \) to \(-1 \text{ V/cm} \) with a delay of 580 ns. All the ZEKE-PFI spectra of the \( v^+=1 \) band are shown in Figure 3.12. As expected, the spectra show different peak positions and intensities depending on the extraction potential employed. The spectrum of the \( v^+=1 \) band of the \( X \, 2\Pi_{4,3/2} \) state of \( I₂^+ \) recorded with the largest pulse amplitude (\(-7 \text{ V/cm} \)) shows a broad peak centred to the red of the field free ionisation threshold (indicated by the dotted vertical line). As the magnitude of the potential is reduced, the width of the \( v^+=1 \) band is reduced and its position shifts towards the field free ionisation limit. These changes in the peak are understood when it is realised that the magnitude of the extraction potential controls the depth of Rydberg states below the field free ionisation limit, from which electrons are detected. The larger the potential, the greater the depth of Rydberg states field ionised and the wider and more intense the ZEKE-PFI band. The vibrational band peak positions measured in Figure 3.12 were plotted against \( \sqrt{F(V/cm)} \), as shown in Figure 3.13. A linear fit of this data resulted in a slope of \(-1.6 \pm 0.3 \) which is significantly lower than either the diabatic value of \(-4 \), or the adiabatic value of \(-6 \). The quoted error in the peak positions for \( I₂ \) in chapter 5 are \( \pm 2 \text{ cm}^{-1} \). However, in this case the pump laser was fixed throughout all the scans and the same region of the ionic spectrum was recorded as the potential was varied. It is therefore felt that an error of this magnitude is inappropriate in this situation. It should however be noted that there are errors present, in for example the exact measurement of the extraction potentials, although it is very difficult to quantify them.
Field free ionisation potential of $v^+ = 1$ of the $X^2 \Pi_{g,3/2}$ state of $I_2$.

Figure 3.12 ZEKE-PFI spectra of $v^+ = 1$ of the $X^2 \Pi_{g,3/2}$ state of $I_2^*$ recorded with different extraction potentials. These spectra were all recorded via $v=1$ of the $[^3 \Pi_{g2}]_e 7s; 2_g$ Rydberg state.
Figure 3.13 A plot of the peak position of the v^+ = 1 of the X^2\Pi_{g,3/2} state of I_2^+ vs. the square root of the applied extraction potential.
The exact reason for this large difference between the expected value and the experimentally determined value is unknown. However, a number of possible ideas can be suggested. The first of these is related to the fact that our calculation of the field ionisation shift was based on transitions to $v^* = 1$ of the $X^2\Pi\delta_{3/2}$ ionic state rather than the more usual ionic state band origin measurements. The reason for this was the low Franck-Condon transition intensity of the $v=0$ band in the intermediate $[^2\Sigma_{3/2}]_{7s; 2s}$ Rydberg state which would have made small extraction field measurements, significantly more difficult. It seems doubtful that the field ionisation mechanism taking place within Rydberg states converging to higher vibronic thresholds is any different to that for the band origin. If, however, different mechanisms did apply to individual rovibronic thresholds then it would not be possible to apply a blanket field ionisation shift to a ZEKE-PFI spectrum. Autoionisation, which is shown in chapter 5 to perturb the experimental vibrational band intensities in the $X^2\Pi_{\delta_{3/2}}$ ionic state, is another possibility. Unfortunately, autoionisation only affects the intensity of ionic rovibronic bands in ZEKE-PFI spectra (discussed in chapter 2) and not the band positions, so it would seem unlikely that this is the cause.

A final point concerns the fact that many of the experimentally measured $\sim 4\sqrt{F(V/cm)}$ or $\sim 6\sqrt{F(V/cm)}$ field ionisation shifts have been determined in investigations of atomic species or rotationally resolved molecular species. This contrasts dramatically with the rather broad, vibrationally resolved bands which are observed for molecular iodine and for which, the identification of the peak maximum is much more difficult.

A simple explanation for this discrepancy is therefore not forthcoming. However, the question has to be put forward as to whether it is appropriate to extrapolate the field ionisation shifts found for atoms and small molecules, to a heavy diatomic and still expect a value of $\sim 4\sqrt{F(V/cm)}$ or $\sim 6\sqrt{F(V/cm)}$? Until a better understanding of the lifetime lengthening and field ionisation mechanisms in these high-$n$ Rydberg states is found, the only way of determining a specific molecular field ionisation shift, is experimentally.
3.6.4 Factors Affecting the Resolution Achievable in ZEKE-PFI Photoelectron Spectroscopy

In principle, the resolution achievable in ZEKE-PFI experiments is ultimately laser limited. However, in practice there are two other main factors which determine the resolution of a ZEKE-PFI spectrum:-

1) According to equations 3.5 and 3.6, the magnitude of the pulsed electric field(s) determines the field ionisation range (i.e. the energy range below the field-free ionisation threshold) over which electrons are released. In general the smaller the applied pulsed potential, the narrower the band (δn) of high-n Rydberg states which are pulse field ionised and the better the resolution [102]. However, most spectrometers are limited to a minimum value of electric field because of the dramatic reduction in signal intensity found when reducing the extraction pulse below a certain limit. One solution to this problem is to use two pulsed potentials of different magnitudes and at different delays. The first pulse removes prompt electrons and field ionises the Rydberg states down to a depth defined by equation 3.5 or 3.6. A second delayed pulse then field ionises those Rydbergs which are left to a depth dependent on the pulse magnitude. In this way a slice of the Rydberg manifold can be sampled, thereby improving the resolution. In some cases, where large extraction potentials have been employed (10's of V/cm), the resolution is very often much better than expected [103,32]. This has been ascribed to the fact that Rydberg states below a certain limit decay before the application of the pulsed field (as discussed in Chapter 2). The minimum resolution in this case depends on the Rydberg state lifetimes within the Rydberg manifold. Those which have not decayed prior to the application of the extraction potential will determine the resolution.

2) Slowly rising or staircase style extraction fields ionise the higher lying Rydberg states before the lower lying states. By gating the electron signal it is possible to discriminate between electrons released at different times and hence achieve a
resolution that is higher than that predicted by equations 3.5 and 3.6 and in the end comparable with the laser bandwidth [101].

3.6.5 The ZEKE-PFI Spectrometer

The spectrometer used in the present work was designed and built in Edinburgh to record both mass resolved ion spectra and ZEKE-PFI electron spectra. A schematic diagram of the spectrometer is shown in Figure 3.14. The spectrometer consists of two differentially pumped vacuum chambers, the smaller of which (the expansion chamber) houses the pulsed nozzle (300 μm) assembly (General Valve Corporation). The nozzle produces a pulsed supersonic jet (of duration 300μs and repetition rate 10 Hz) which is skimmed (Beam Dynamics, diam. 0.49 mm) downstream before entering the main ionisation chamber. The alignment of the nozzle and skimmer is achieved by varying the nozzle position with an X-Y translator and monitoring the molecular beam on an in-line VG SX200 quadrupole mass spectrometer as shown in Figure 3.14. The expansion chamber is pumped by a 700 ls⁻¹ Edwards 160-700 diffusion pump fitted with a liquid nitrogen trap and backed by an Edwards ED200 rotary pump. The gas inlet system to the nozzle contains a sample holder and a sample bypass line. The sample along with the gas inlet lines could be heated to approximately 100 °C although the nozzle remained at room temperature. The sample is generally seeded in an argon carrier gas at pressures ranging from 300 Torr up to 6 atmospheres. A typical operating pressure of 600 Torr led to a pressure of approximately 8 x 10⁻⁵ Torr in the expansion chamber.

The main ionisation chamber contains the ion/electron collection optics, a 40 cm time-of-flight mass spectrometer (as measured from the point of ionisation) and a dual micro-channel plate (Galileo) detector with matched anode. The chamber is pumped by a Balzers TPU 510S 500 ls⁻¹ turbomolecular pump backed by Maruyama CP-80 rotary pump and has a typical background pressure of 1-2 x 10⁻⁷ Torr. With the nozzle operating the main chamber pressure can rise to 2 x 10⁻⁶ Torr. The time-of-flight tube incorporating the ion/electron optics and detector are enclosed in a
Figure 3.14 A schematic diagram of the spectrometer employed to record ZEKE-PFI electron spectra and mass resolved ion spectra.
single layer of 2 mm thick mu-metal magnetic shielding as shown in Figure 3.14. The ion/electron collection optics consist of two copper mesh grids mounted 3 cm apart such that the molecular beam and laser beams intersect perpendicularly midway between the grids. The ions and electrons are both extracted perpendicularly down the flight tube to the detector. The potential biasing of the grids and detector depends on the photoionisation product being detected. In the case of ions, 1.9 kV is applied to the upper grid to extract the ions and a potential of approximately 400 V is applied to the lower grid to improve the ion signal at the detector. The time-of-flight mass spectrum is monitored on a Lecroy 9310 oscilloscope and processed unamplified by a Stanford Research Systems SRS250 boxcar integrator. The resulting spectrum is recorded on an IBM XT microcomputer and a chart recorder. With molecular iodine, flight times of around 18 μs were normally observed for the parent ion, I₂⁺. For ZEKE-PFI electron detection, the grids are grounded during the laser excitation and after a time delay ranging from 500 ns to 4 μs (extendible up to 10 μs) a negative repeller potential is applied to the top grid, and a positive extraction potential is applied to the bottom grid. In general the extraction potential applied to the lower grid was up to ~2.5 V whereas the repeller potential applied to the top grid varied between ~2 V and 20 V. The repeller potential is supplied by a home built, variable output, pulsed voltage unit which ranges from 0.6 - 21 V with the delay controlled by an EG&G digital delay generator. The delay and magnitude (30 mV to 10 V) of the extraction pulse are controlled by a Farnell pulse generator. The two pulsed potentials field ionise the long-lived Rydberg states and accelerate the electrons onto the microchannel plate detector. The electrons produced by PFI are readily distinguished from photoelectrons arising from direct ionisation as the arrival of the former depends on the pulse delay and voltage. The electron time-of-flight signals are monitored on the Lecroy 9310 oscilloscope and processed unamplified by a Stanford Research Systems SRS250 boxcar integrator. The resulting spectra are recorded on an IBM XT microcomputer and a chart recorder. An example of an electron time-of-flight spectrum is shown in Figure 3.15. The ringing in the spectrum is an experimental artifact which has since been improved by using a matched anode in the detector. The laser Q-switch trigger controls all the experimental timing except for
Figure 3.15 An example of an electron time-of-flight spectrum for iodine recorded with a 1 μs delay.
the General Valve nozzle which is triggered from the laser oscillator trigger. A home built delay circuit is employed within the General Valve control unit to adjust the overlap between the gas pulse and laser pulses. An experimental timing diagram is shown in Figure 3.16.

The laser system consists of a Q-switched Nd:YAG laser (Quanta Ray DCR2A, pulse duration ~10 ns) operating at 10 Hz which pumps two tuneable dye lasers (A Quanta Ray PDL-2 and a PDL-3A). The PDL-2 dye laser has a resolution of ~0.5 cm\(^{-1}\) whereas the PDL-3A dye laser has a resolution of ~0.1 cm\(^{-1}\). A schematic diagram of the laser set-up is shown in Figure 3.17. The Nd:YAG laser produces 1064 nm radiation which can be both frequency doubled to 532 nm and tripled to 355 nm in a frequency mixing module to pump the two dye lasers [104]. A wide range of Exciton and Lambda Physik dyes were employed to produce radiation from ~420-900 nm [105]. Ultraviolet radiation (215-420 nm) is produced in doubling and mixing crystals, which were mounted in a wavelength extender module (Quanta Ray) [106]. Scanning the dye lasers is controlled by a home built stepper motor triggered by the IBM XT computer. In the case of the (2+1') ZEKE-PFI experiments, both laser beams were directed into the spectrometer from opposite sides and focused to intersect the molecular beam with adjustable 7.6 cm focal length lenses. The probe laser pulse was delayed with respect to the pump by increasing its path length prior to entering the spectrometer. None of the spectra recorded were corrected to take account of variations in laser intensity. Calibration of wavelengths above 355 nm was obtained from a neon optogalvanic spectrum and below 355 nm from the I\(_2\) B\(\rightarrow\)X fluorescence excitation spectrum, using the dye fundamental. Circular polarisation of the frequency doubled output was achieved by passage through a Steeg & Reuter Soleil Babinet polariser.

An early one-colour two-photon non-resonant ZEKE-PFI spectrum of NO, recorded using the PDL-2 dye laser, is shown in Figure 3.18 to demonstrate the rotational resolution of the ZEKE-PFI technique. The rotational assignment is based on Refs. [32] and [107].
Figure 3.16 The general timing sequence employed in the ZEKE-PFI investigations of molecular iodine and iodine-argon.
Figure 3.17 A schematic diagram of the Nd:YAG pumped dye laser set-up employed with the spectrometer. The two colour ZEKE-PFI investigations required the use of the second dye laser indicated by the dotted line.
Figure 3.18 A one colour nonresonant ZEKE-PFI spectrum of NO demonstrating the wavenumber resolution of the technique. The rotational bands with quantum number $J^\prime$ are drawn as a function of $J''$. 
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Chapter 4

Threshold Photoelectron Spectroscopy
of Cl₂, Br₂ and I₂

4.1 Introduction

The spectroscopic properties of the diatomic homonuclear halogens, fluorine, chlorine, bromine and iodine, have been extensively studied over the past 50 years [1]. Much of the spectroscopic interest in these molecules has arisen as a result of their use in rare-gas halide lasers and through their potential value as laser systems in their own right [2,3].

The ground state molecular orbital configuration of the diatomic homonuclear halogens consists of the ten valence electrons (five from each halogen np atomic orbital), distributed amongst the four highest valence molecular orbitals in the form \((\sigma_\gamma)^2(\pi_u)^4(\sigma_u^*)^4(\sigma_u^*)^0\). In this description the superscripts represent the molecular orbital (MO) occupation numbers which are often given in the notation \([2440]\) and the symbol within the brackets represents the molecular orbital. The neutral ground state of the halogens is therefore classified as a \(^1\Sigma_u^+\) state. The removal of an electron from each of the filled valence molecular orbitals in turn leads to three positive ionic states. The ground ionic \(X\ ^2\Pi_g\) state is the result of removing an electron from the highest occupied molecular orbital of the \(^1\Sigma_u^+\) ground state, namely the \(\pi_u\) MO, whereas the higher energy \(A\ ^2\Pi_u\) and \(B\ ^2\Sigma_g^+\) ionic states arise from the removal of an electron from the \(\pi_u\) and \(\sigma_u\) MO's, respectively. A schematic diagram of the relative positions of the
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Ionic potential energy curves of the halogens is shown in Figure 4.1. The removal of an electron from a fully occupied degenerate molecular orbital (a π₉ or πₙ MO in the case of the homonuclear halogens) leaves the corresponding molecular ion in an orbitally degenerate doublet state. However, this degeneracy is lifted as a result of the coupling of the spin and orbital angular momenta of the molecule. In the case of the halogens, this angular momentum coupling is representative of Hund's case (a) coupling as described in Chapter 2. Both the X [2430] and A [2340] ionic states of the halogens have a total orbital angular momentum (Λ) of 1 and a total spin angular momentum (Σ) of ± ½ which can couple to give two 2Π states; the 2Π₃/₂ and the 2Π₁/₂ states. The ground X state is therefore split into a 2Π₈,3/₂ and a 2Π₈,1/₂ state whereas the first excited A state is split into a 2Π₉,3/₂ and a 2Π₉,1/₂ state.

The magnitude of this coupling and therefore the energetic splitting between the two states (spin-orbit splitting) is controlled by the spin-orbit interaction parameter, ζ. The magnitude of this interaction parameter is dependent on the molecular orbital in which the unpaired electron is found and the atomic orbitals which constitute the molecular orbital. In the case of the atomic halogens the interaction parameter is approximately given by

\[ ζ = 2β^2 \left( \frac{Z_{\text{EFF}}}{r_e} \right) \]

where β is the Bohr magneton, and Z_{\text{EFF}} is the screened nuclear charge [4,5]. This expression is just equal to 2/3 of the atomic spin-orbit splitting for the same effective nuclear charge and mean radius [6]. In fact the molecular spin-orbit splitting is approximately equal to the atomic interaction parameter which increases from fluorine to iodine [7] as shown in Table 4.1. The energies of individual molecular spin-orbit states are therefore given by

\[ E = E_0 + ζΛΣ \]
Figure 4.1

A schematic diagram of the relative positions of the ionic potential energy curves of the halogens. The positions of the potentials are based on chlorine in this case.
where $E_0$ is the energy of the degenerate state in the absence of spin-orbit coupling, $\Lambda$ is the total orbital angular momentum of the degenerate state and $\Sigma$ is the total spin angular momentum of the degenerate state.

Table 4.1 Atomic halogen interaction parameters, $\xi$, and spin-orbit splittings

<table>
<thead>
<tr>
<th>Atomic orbital</th>
<th>Halogen atom</th>
<th>Atomic interaction parameter $\xi$ / cm$^{-1}$</th>
<th>Atomic spin-orbit splitting ($2P_{1/2} - 2P_{3/2}$) / cm$^{-1}$ [8]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2p</td>
<td>Fluorine</td>
<td>269</td>
<td>404</td>
</tr>
<tr>
<td>3p</td>
<td>Chlorine</td>
<td>587</td>
<td>881</td>
</tr>
<tr>
<td>4p</td>
<td>Bromine</td>
<td>2457</td>
<td>3685</td>
</tr>
<tr>
<td>5p</td>
<td>Iodine</td>
<td>5068</td>
<td>7603</td>
</tr>
</tbody>
</table>

4.2 Spectroscopic Investigations of the Electronic Structure of the Homonuclear Diatomic Halogen Cations

The electronic structure of the homonuclear diatomic halogen cations has been extensively investigated using a wide variety of techniques. However, there is still a great deal of uncertainty in the precise spectroscopic character of many of these ionic states. From a spectroscopic perspective, the small vibrational frequencies and unfavourable band origin Franck-Condon factors in the excited ionic states of the halogens, especially the heavier halogens have made spectral assignments very difficult. The perturbed nature of some halogen electronic states has also complicated matters. From an experimental viewpoint, the reactive and corrosive nature of these species also makes their study particularly challenging. Conventional photoelectron spectroscopy [9] and optical emission spectroscopy [7] have been the two main techniques employed to investigate the diatomic halogen cations. However, the poor resolution of conventional photoelectron investigations allied with the density of information produced in optical emission studies has made the spectroscopic characterisation of the electronic states of the ion particularly difficult.
The early characterisation of the electronic structure of the diatomic homonuclear halogen cations employed electron [10] and photon impact [11,12] techniques to measure ionisation potentials. A conventional photoelectron study by Frost et al. [13] managed to improve the accuracy of these ionisation potentials using a He(I) source and a retarding field energy analyser. However, the incorporation of a spherical electrostatic monochromator improved the resolution significantly (~30 meV) [14] and enabled vibrational structure and spin-orbit splittings to be resolved in the ground \( \text{X}^2\Pi_{g,i} \) ionic states of all the halogens along with approximate values for the spin-orbit splittings in the \( \text{A}^2\Pi_{u,i} \) ionic states of \( \text{Br}_2 \) and \( \text{I}_2 \). A weakly resolved vibrational progression in the \( \text{A}^2\Pi_{u,i} \) ionic state of chlorine was also observed in a separate study by Potts and Price [15]. The early experiments on \( \text{I}_2 \), with its low vibrational frequencies, were unsuccessful in resolving any vibrational structure in the \( \text{X}^2\Pi_{g,i} \) ionic state due to the assumed presence of hot band structure [15]. To reduce the hot band contributions, a variable temperature study was undertaken by Higginson et al. [16] in which the adiabatic ionisation potentials of the two spin-orbit components of the \( \text{X}^2\Pi_{g,i} \) ionic state were established. A high resolution photoelectron study of the first four diatomic halogens by van Lonkhuyzen and de Lange [17] some 14 years later, improved the resolution and resulted in resolved vibrational structure and spin-orbit splittings in each of the \( \text{X}^2\Pi_{g,i} \) and \( \text{A}^2\Pi_{u,i} \) ionic states of \( \text{F}_2 \), \( \text{Cl}_2 \) and \( \text{Br}_2 \) along with vibrational structure in the \( 2^2\Sigma^+_g \) ionic state of \( \text{F}_2 \) and \( \text{Cl}_2 \).

Optical emission spectroscopy is another technique which has been applied to investigate the halogen cations \( \text{F}_2 \) [18], \( \text{Cl}_2 \) [19,20] and \( \text{Br}_2 \) [21]. Unfortunately, although much of the emission could be attributed to the \( \text{A}^2\Pi_{u,i} \rightarrow \text{X}^2\Pi_{g,i} \) ionic transition and useful information about the rotational structure was obtained, the high rotational temperatures meant that detailed vibrational data was unreliable. However, Tuckett and co-workers have overcome the early problems of the blending of rotational and vibrational structure in emission spectra by observing the fluorescence emitted from rotationally cooled ions in a crossed molecular beam / electron beam
experiment. This has enabled them to extend known experimental data on the $X^2\Pi_{g,i}$ and $A^2\Pi_{u,i}$ ionic states of $F_2$ [22], $Cl_2$ [23], $Br_2$ [24] and $I_2$ [25]. Theoretical work on the cationic states of $F_2$ [26], $Cl_2$ [23,27], $Br_2$ [28,29] and $I_2$ [30] has also kept pace with the experimental findings and in many cases has aided the interpretation of spectroscopic results.

The results obtained in a threshold photoelectron investigation of the valence ionic states of the three diatomic halogens, $Cl_2$, $Br_2$ and $I_2$, employing a penetrating field electron spectrometer at the Daresbury synchrotron radiation source are presented in the following sections. The spectra recorded for both chlorine and bromine cover the ionisation energy range from the onset of ionisation up to 35 eV whereas that recorded for iodine extends up to 14 eV. The only diatomic halogen to have been studied using threshold photoelectron spectroscopy previously is $F_2$, and in that study only the $X^2\Pi_{g,i}$ ionic state was investigated [31].

4.3 The Threshold Photoelectron (TPE) Spectrum of $Cl_2$

The complete valence ionisation threshold photoelectron (TPE) spectrum of $Cl_2$ (11-17 eV) is shown in Figure 4.2. The spectrum contains vibrational bands, as identified in the figure, which are typical of those observed in conventional He(I) photoelectron studies [14,15,17,32], together with the $Ar^+$ doublet lines. The three main ionic bands contain resolved vibrational structure and are associated with the ground $X^2\Pi_{g,i}$ ionic state, and the first two excited, $A^2\Pi_{u,i}$ and $B^2\Sigma^+_{g'}$ ionic states. In addition, there is a significant amount of vibrational structure between the main $X$ and $A$ vibrational bands and to a lesser extent between the $A$ and $B$ vibrational bands, which has not been previously observed in any conventional photoelectron investigation. This extra structure can be attributed to autoionisation processes producing vibrationally excited ions in regions where the Franck-Condon overlap
Figure 4.2 The threshold photoelectron spectrum of the valence ionisation region of $\text{Cl}_2$ showing the $X^2\Pi_{g,i}$, $A^2\Pi_{u,i}$ and $B^2\Sigma^+_g$ bands of $\text{Cl}_2^+$. The vibrational structure between the X and the A bands is due to autoionisation processes. The bracketed regions J, K, L and M are discussed in the text.
between the neutral ground state and ionic states is very poor. All of the features observed in the valence ionisation region are described in detail below.

4.3.1 The TPE Spectrum of Cl\textsubscript{2} between 11.4 and 12.0 eV

The TPE spectrum of the low vibrational bands of the X \(^2\Pi_{g,i}\) ionic state of Cl\textsubscript{2} is shown in Figure 4.3. The resolution as measured on the (0,0) band of the X \(^2\Pi_{g,3/2}\) state is 11 meV. Clear evidence of two vibrational progressions associated with the two spin-orbit components of the X \(^2\Pi_{g,i}\) ionic state is observed. This is particularly noticeable between the (2,0) band of X \(^2\Pi_{g,3/2}\) spin-orbit component and the (1,0) band of the X \(^2\Pi_{g,1/2}\) spin-orbit component. The similarity between the vibrational frequency and the spin-orbit splitting of the X \(^2\Pi_{g,i}\) ionic state, coupled with poor resolution (> 25 meV) has up until now, always led to the observation of a single vibrational progression \cite{17}. The measured adiabatic ionisation potential of the X \(^2\Pi_{g,3/2}\) ionic state is 11.481 ± 0.003 eV, whereas overlapping vibrational bands necessitate the adiabatic ionisation potential of the X \(^2\Pi_{g,1/2}\) ionic state to be calculated from a third order Dunham fit of the X \(^2\Pi_{g,1/2}\) vibrational bands (see below). This leads to a value of 11.576 ± 0.003 eV for the adiabatic ionisation potential of the X \(^2\Pi_{g,1/2}\) ionic state and gives a spin-orbit splitting in the X \(^2\Pi_{g,i}\) ionic state of 95 ± 6 meV (766 ± 48 cm\(^{-1}\)). The value of 766 cm\(^{-1}\) is over 100 cm\(^{-1}\) larger than the measured vibrational frequencies of the two spin-orbit components (see Table 4.8). This agrees in principle with the findings of van Lonkhuyzen and de Lange \cite{17} who required a spin-orbit splitting of 725 cm\(^{-1}\) to model their He(I) photoelectron spectrum of the X \(^2\Pi_{g,i}\) ionic state when their measured vibrational frequency was ~645 cm\(^{-1}\). The assignment shown in Figure 4.3 is based on fitting a third order Dunham expression to the individually resolved vibrational bands of each spin-orbit component in the energy range shown in Figure 4.3 and in the region between the X and A vibrational bands (see sections 4.3.2 and 4.3.3). The vibrational constants derived from the fits are given in Table 4.8. The experimental and
Figure 4.3 A high resolution (~11 meV at 11.5 eV) threshold photoelectron spectrum of Cl₂ covering the low vibrational bands of the two spin-orbit components of the $X^2\Pi_{\text{g,i}}$ ionic state.
calculated transition energies are shown in Table 4.3. The predicted vibrational band positions agree very well with the experimental spectral features shown in Figure 4.3.

The relative vibrational intensities of the first six vibrational bands shown in Figure 4.3 are given in Table 4.2. These can be compared with those found in the He(I) photoelectron spectrum [17] and those calculated from Franck-Condon factors for the transition between \( \text{Cl}_2^+ (X \, ^2\Pi_{g,i}) \) \( \rightarrow \) \( \text{Cl}_2 (X \, ^1\Sigma_g^+) \) which are also given in Table 4.2. From the relative intensity distribution, it would seem as though autoionisation plays some role in populating the lower vibrational levels of the \( X \, ^2\Pi_{g,i} \) ionic state in the TPE spectrum. Although the appearance of the overall band is significantly different in the threshold spectrum compared with the conventional PE spectrum [17] and would seem to suggest a larger role, this can be accounted for in the difference in resolution achieved in the two studies.

4.3.2 The TPE Spectrum of Cl₂ between 12.25 and 13.25 eV

The TPE spectrum of Cl₂ in the 12.25 - 13.25 eV range is shown in Figure 4.4. It consists of a series of triplet peaks which have been assigned to partially resolved vibrational bands of the two spin-orbit components of the \( X \, ^2\Pi_{g,i} \) ionic state of the \(^{35,35}\text{Cl}_2\) isotopomer of chlorine along with the weaker \(^{35,37}\text{Cl}_2\) isotopomer. The vibrational band assignments were made by fitting the observed peak positions for the two spin-orbit components of the \(^{35,35}\text{Cl}_2\) isotopomer to third order Dunham expressions (see Table 4.8) and then introducing the reduced mass dependence into the Dunham expression to generate the \(^{35,37}\text{Cl}_2\) isotopomer peak positions. The observed and calculated peak positions for the \(^{35,37}\text{Cl}_2\) isotopomer are shown in Table 4.4 with the observed and calculated peak positions for the \(^{35,35}\text{Cl}_2\) isotopomer shown in Table 4.3. The observation of \( X \, ^2\Pi_{g,i} \) vibrational bands in this region of the spectrum, where Franck-Condon factors are of the order of \(10^{-10}\) or less, implies that autoionisation processes must be involved. The origin of this vibrational structure and the neutral excited Rydberg states involved will be discussed in section 4.3.5. Although the overall profile of the vibrational structure in this figure is approximately
Figure 4.4 The extended vibrational structure of the two spin-orbit components of the $X^2\Pi_{g}$ ionic state which arises as a result of autoionisation.
gaussian, the relative intensities of the individual vibrational bands are complicated by a number of factors. These include the natural abundance's of the molecular chlorine isotopomers, $^{35,35}\text{Cl}_2$ ($\sim56\%$), $^{35,37}\text{Cl}_2$ ($\sim38\%$) and $^{37,37}\text{Cl}_2$ ($\sim6\%$), the overlapping vibrational bands and the efficiency of autoionisation from the different isotopomer Rydberg states.

Table 4.2 A comparison of the experimentally determined relative vibrational intensities in the $X^2\Pi_{\delta,i}$ ionic band of Cl$_2$ from TPES and He(I) PES with the calculated Franck-Condon factors (FCF) between Cl$_2$ ($X^1\Sigma^+_g$, $v''=0$) and Cl$_2^+$ ($X^2\Pi_{\delta,i}$, $v'$)

<table>
<thead>
<tr>
<th>Vibrational band $(v', v'')$ of $X^2\Pi_{\delta,i}$</th>
<th>Relative vibrational intensities</th>
<th>FCF $^b)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TPES $^c)$</td>
<td>He(I) PES $^d)$</td>
</tr>
<tr>
<td>(0,0)</td>
<td>82</td>
<td>37</td>
</tr>
<tr>
<td>(1,0)</td>
<td>100</td>
<td>89</td>
</tr>
<tr>
<td>(2,0)</td>
<td>77</td>
<td>100</td>
</tr>
<tr>
<td>(3,0)</td>
<td>46</td>
<td>60</td>
</tr>
<tr>
<td>(4,0)</td>
<td>19</td>
<td>23</td>
</tr>
<tr>
<td>(5,0)</td>
<td>9</td>
<td>8</td>
</tr>
</tbody>
</table>

$^a$ Vibrational bands after the (0,0) band of the $X^2\Pi_{\delta,3/2}$ state are blended with vibrational bands of the $X^2\Pi_{\delta,1/2}$ state.

$^b$ Sum of the relative Franck-Condon factors calculated for both spin-orbit states using known spectroscopic constants [1] and assuming that the spin-orbit splitting equals one vibrational quantum and equal weighting is taken for both spin-orbit components.

$^c$ Measured band intensities of superimposed spin-orbit components.

$^d$ Band intensities (areas) of unresolved spin-orbit components determined from Figure 4 of Reference [17].
Table 4.3 Experimental and calculated transition energies for the $X^2\Pi_{g,3/2}$ and $X^2\Pi_{g,1/2}$ ionic states of $^{35,35}\text{Cl}_2$.

<table>
<thead>
<tr>
<th>$\nu'$</th>
<th>$^{35,35}\text{Cl}<em>2^+ \ X^2\Pi</em>{g,3/2}$ transition energy / eV</th>
<th>$^{35,35}\text{Cl}<em>2^+ \ X^2\Pi</em>{g,1/2}$ transition energy / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Experimental $^{a)}$ 11.481</td>
<td>Calculated $^{b)}$ 11.483</td>
</tr>
<tr>
<td>1</td>
<td>–</td>
<td>11.562</td>
</tr>
<tr>
<td>2</td>
<td>11.644</td>
<td>11.641</td>
</tr>
<tr>
<td>3</td>
<td>–</td>
<td>11.719</td>
</tr>
<tr>
<td>4</td>
<td>–</td>
<td>11.796</td>
</tr>
<tr>
<td>5</td>
<td>–</td>
<td>11.873</td>
</tr>
<tr>
<td>6</td>
<td>–</td>
<td>11.948</td>
</tr>
<tr>
<td>7</td>
<td>–</td>
<td>12.023</td>
</tr>
<tr>
<td>8</td>
<td>–</td>
<td>12.098</td>
</tr>
<tr>
<td>9</td>
<td>–</td>
<td>12.171</td>
</tr>
<tr>
<td>10</td>
<td>–</td>
<td>12.244</td>
</tr>
<tr>
<td>11</td>
<td>–</td>
<td>12.316</td>
</tr>
<tr>
<td>12</td>
<td>–</td>
<td>12.387</td>
</tr>
<tr>
<td>13</td>
<td>–</td>
<td>12.458</td>
</tr>
<tr>
<td>14</td>
<td>12.528</td>
<td>12.528</td>
</tr>
<tr>
<td>15</td>
<td>12.597</td>
<td>12.597</td>
</tr>
<tr>
<td>16</td>
<td>12.666</td>
<td>12.666</td>
</tr>
<tr>
<td>17</td>
<td>12.736</td>
<td>12.733</td>
</tr>
<tr>
<td>18</td>
<td>12.801</td>
<td>12.800</td>
</tr>
<tr>
<td>19</td>
<td>12.869</td>
<td>12.867</td>
</tr>
<tr>
<td>20</td>
<td>12.933</td>
<td>12.932</td>
</tr>
<tr>
<td>27</td>
<td>13.369</td>
<td>13.370</td>
</tr>
<tr>
<td>31</td>
<td>13.606</td>
<td>13.604</td>
</tr>
<tr>
<td>37</td>
<td>13.932</td>
<td>13.932</td>
</tr>
<tr>
<td>38</td>
<td>13.981</td>
<td>13.984</td>
</tr>
<tr>
<td>39</td>
<td>14.040</td>
<td>14.036</td>
</tr>
<tr>
<td>40</td>
<td>–</td>
<td>14.086</td>
</tr>
<tr>
<td>41</td>
<td>14.136</td>
<td>14.136</td>
</tr>
</tbody>
</table>

$^{a)}$ Uncertainty $\pm 0.003$ eV.

$^{b)}$ Calculated from a third order Dunham fit of the experimental vibrational band positions, uncertainty $\pm 0.003$ eV.
Table 4.4 Experimental and calculated transition energies for the \( X^2\Pi_{g,3/2} \) and \( X^2\Pi_{g,1/2} \) ionic states of \(^{35,37}\)Cl\(_2\).

<table>
<thead>
<tr>
<th>( \nu' )</th>
<th>(^{35,37})Cl(<em>2^+) ( X^2\Pi</em>{g,3/2} ) transition energy / eV</th>
<th>(^{35,37})Cl(<em>2^+) ( X^2\Pi</em>{g,1/2} ) transition energy / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experimental (^{a)})</td>
<td>Calculated (^{b)})</td>
</tr>
<tr>
<td>13</td>
<td>12.445</td>
<td>12.530</td>
</tr>
<tr>
<td>14</td>
<td>12.516</td>
<td>12.514</td>
</tr>
<tr>
<td>15</td>
<td>12.579</td>
<td>12.583</td>
</tr>
<tr>
<td>16</td>
<td>12.651</td>
<td>12.650</td>
</tr>
<tr>
<td>18</td>
<td>12.784</td>
<td>12.783</td>
</tr>
<tr>
<td>19</td>
<td>12.850</td>
<td>12.849</td>
</tr>
<tr>
<td>20</td>
<td>12.915</td>
<td>12.914</td>
</tr>
<tr>
<td>21</td>
<td>12.980</td>
<td>12.978</td>
</tr>
<tr>
<td>23</td>
<td>13.101</td>
<td>13.104</td>
</tr>
<tr>
<td>24</td>
<td>13.165</td>
<td>13.166</td>
</tr>
</tbody>
</table>

\(^{a)}\) Uncertainty ± 0.003 eV.

\(^{b)}\) The \(^{35,37}\)Cl\(_2^+\) \( X^2\Pi_{g,3/2} \) vibrational bands overlay the \(^{35,35}\)Cl\(_2^+\) \( X^2\Pi_{g,3/2} \) vibrational bands and some uncertainty is therefore present in these values.

\(^{c)}\) These values are calculated from the \(^{35,35}\)Cl\(_2^+\) \( X^2\Pi_{g,1/2} \) Dunham expressions by introducing the reduced mass dependence.

### 4.3.3 The TPE Spectrum of Cl\(_2\) between 13.15 and 15.0 eV

The TPE spectrum of Cl\(_2\) in the 13.15-15.0 eV range, shows two highly structured vibrational band systems, the higher energy one of which is associated with the first excited \( A^2\Pi_{u,i} \) ionic state of Cl\(_2\), as identified in Figure 4.5. The vibrational structure below the \( A^2\Pi_{u,i} \) ionic state can again be assigned to high vibrational levels associated with the two spin-orbit components of the \( X^2\Pi_{g,i} \) ionic state. The simplified appearance of this vibrational structure compared to the triplet structure observed to lower energy arises through the complete overlap of the two spin-orbit components of the \(^{35,37}\)Cl\(_2\) isotopomer with the two spin-orbit components of the more intense \(^{35,35}\)Cl\(_2\) isotopomer. The \(^{35,35}\)Cl\(_2\) isotopomer vibrational band positions of the two spin-orbit components of the \( X^2\Pi_{g,i} \) ionic state in this region are tabulated in
Figure 4.5 The threshold photoelectron spectrum of Cl₂ showing the $A^2\Pi_{\lambda\mu}$ band system of Cl₂* and high vibrational bands of the $X^2\Pi_{\lambda\mu}$ ionic state.
Table 4.3 along with the calculated peak positions from a third order Dunham fit of all the vibrational data. The third order Dunham fits generate $\alpha$ values of 80.1 meV (646.0 cm$^{-1}$) for the $X 2\Pi_{g,3/2}$ spin-orbit component and 78.7 meV (634.8 cm$^{-1}$) for the $X 2\Pi_{g,1/2}$ spin-orbit component. These vibrational constants, along with all the other spectroscopic constants derived from the analysis of the vibrational data for the $X 2\Pi_{g,i}$ ionic states are given in Table 4.8. A summary of relevant spectroscopic data from optical emission studies and previous photoelectron studies is also included in Table 4.8.

The TPE spectrum of the $A 2\Pi_{u,i}$ vibrational band shown in Figure 4.5 has very similar vibrational structure to that observed in both He(I$\alpha$) and Ne(I$\beta$) photoelectron investigations of Cl$_2$ [17]. The band can be split into two sections; the lower energy side of which consists of congested irregular vibrational structure whereas the higher energy side seemingly consists of a single vibrational progression. This has been attributed by de Lange and van Lonkhuyzen [17] to the overlapping vibrational progressions of the $2\Pi_{a,3/2}$ and $2\Pi_{a,1/2}$ spin-orbit components, whose spin-orbit splitting coincides closely with an integral number of vibrational quanta. A high resolution optical emission study of the $A 2\Pi_{u,i} - X 2\Pi_{g,i}$ transition by Tuckett and Peyerimhoff [23] resulted in the construction of Deslandres tables for both spin-orbit components. However, they were unable to assign vibrational quantum numbers due to the irregularity of the vibrational spacings. A very early emission study of Cl$_2^+$ by Huberman [20] had also found the vibrational structure to be irregular, even though the rotational structure was characteristic of a pure $\Pi - \Pi$ transition. Huberman suggested that ionic states arising from the configuration ($\sigma_g^2(\pi_u)^4(\pi_g^*)^2(\sigma_u^*)^1$ i.e. $^2\Sigma_u^+$ and $^2\Delta_u$ states, could be responsible for the extensive vibrational perturbations. Further detailed calculations by Tuckett and Peyerimhoff [23] and Boerrigter et al. [28] have shown that the $A 2\Pi_u$ ionic state is crossed near its origin by some states arising from the configuration above and that the localised spin-orbit interactions between the crossing states was likely to be vibrational in nature.
Van Lonkhuyzen and de Lange, in a conventional photoelectron study of Cl$_2$ [17], were successful in assigning vibrational quantum numbers to Tuckett and Peyerimhoff’s Deslandres tables [23] using a knowledge of the term values, $T_e$, for both emission components. Their assignment placed the first row of Tuckett and Peyerimhoff’s 2$^2\Pi_{u,3/2}$ Deslandres table equal to $v' = 4$ and the first row of the 2$^2\Pi_{u,1/2}$ Deslandres table equal to $v' = 2$, with a possible error of one in each of the quantum numbers. These assignments placed the band origin of the A 2$^2\Pi_{u,3/2}$ spin-orbit component very near the onset of their photoelectron band, at 14.049 eV. Although the high resolution threshold photoelectron spectrum shown in Figure 4.5, is very similar to van Lonkhuyzen and de Lange’s photoelectron spectrum and the vibrational assignments agree, it also includes a very narrow vibrational peak at 14.008 eV which does not fit into an extension of either of the two X 2$^2\Pi_{u,1/2}$ ionic state vibrational progressions. Assigning this as the new band origin of the X 2$^2\Pi_{u,3/2}$ ionic state would necessitate an increase of one in the vibrational numbering compared with that suggested by van Lonkhuyzen and de Lange [17]. With this new vibrational assignment, a second order Dunham expression was fitted to the emission data of Tuckett and Peyerimhoff [23] as tabulated in Table 4.5. Although the threshold experimental data could have been used in a vibrational fit, it was decided that the limited number of resolved vibrational bands ($v'=$0-7) in the threshold spectrum would reduce the accuracy of the fit compared with the wavenumber resolution and wide range of vibrational levels ($v'=$5-20) available in the emission data. The vibrational perturbations present in the system, however, do add some uncertainty to the constants. Table 4.5 shows the vibrationally reassigned emission data belonging to Tuckett and Peyerimhoff along with the resolved threshold vibrational band positions and the calculated band positions from the constants obtained from the second order Dunham fit (see Table 4.8). The new vibrational assignment results in an experimental adiabatic ionisation potential of $14.008 \pm 0.003$ eV for the A 2$^2\Pi_{u,3/2}$ spin-orbit component and a calculated $\omega_b$ of 48.1 meV (388 cm$^{-1}$). These spectroscopic constants are listed along with the other derived constants for this state in Table 4.8. The calculated vibrational band positions have been used to make the vibrational band assignment in the A 2$^2\Pi_{u,3/2}$ spin-orbit component, as shown in Figure 4.5.
### Chapter 4. Threshold Photoelectron Spectroscopy of Cl₂, Br₂ and I₂

**Table 4.5 Experimental and calculated transition energies of the A^{2}Π_{u,3/2} ionic state of Cl₂.**

<table>
<thead>
<tr>
<th>ν'</th>
<th>Tuckett and Peyerimhoff's emission transition energies / eV (^a)</th>
<th>Calculated transition energies / eV</th>
<th>Threshold transition energies / eV (^b) (^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>14.002</td>
<td>14.008</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>14.049</td>
<td>14.058</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>14.096</td>
<td>14.101</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>14.142</td>
<td>14.145</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>14.188</td>
<td>14.196</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>14.235</td>
<td>14.238</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>14.272</td>
<td>14.276</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>14.328</td>
<td>14.320</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>14.366</td>
<td>14.364</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>14.403</td>
<td>14.407</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>14.455</td>
<td>14.448</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>14.491</td>
<td>14.490</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>14.528</td>
<td>14.531</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>14.576</td>
<td>14.571</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>14.612</td>
<td>14.610</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>14.646</td>
<td>14.649</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>14.692</td>
<td>14.687</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>14.72</td>
<td>14.725</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>-</td>
<td>14.762</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>14.802</td>
<td>14.798</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>14.836</td>
<td>14.834</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Tuckett and Peyerimhoff's reassigned emission transition energies are combined with the calculated term values of the vibrational levels of the X^{2}Π_{u,3/2} spin-orbit component given in Table 4.3 to generate the values shown here.

\(^b\) The vibrational bands of the A^{2}Π_{u,3/2} spin-orbit component after ν'=7 are blended with the vibrational bands of the A^{2}Π_{u,1/2} spin-orbit component.

\(^c\) Uncertainty ± 0.003 eV.
The overlapping vibrational progressions in the $A^2\Pi_{u,i}$ band and the fact that the spin-orbit splitting is not well known, means that the band origin of the $A^2\Pi_{u,1/2}$ spin-orbit vibrational progression is impossible to identify in the threshold spectrum shown in Figure 4.5. It is therefore not clear whether a similar reassignment of the vibrational numbering is required. However, by comparing the spin-orbit splitting in the $A^2\Pi_{u,i}$ ionic state calculated using the two possible vibrational assignments for the $A^2\Pi_{u,1/2}$ spin-orbit component, with the 766 cm$^{-1}$ spin-orbit splitting in the $X^2\Pi_{g,i}$ ionic state of $Cl_2$ determined in this study, it may be possible to shed some light on the possible origin. Using the original vibrational quantum number assignment of van Lonkhuyzen and de Lange [17] for the $A^2\Pi_{u,1/2}$ spin-orbit component and our new vibrational assignment in the $A^2\Pi_{u,3/2}$ spin-orbit component, the spin-orbit splitting is calculated to be 790 cm$^{-1}$, an increase of 3 % compared with the ground state. Alternatively, if the vibrational numbering of the $A^2\Pi_{u,1/2}$ spin-orbit component is increased by +1 in accord with the lower spin-orbit component, the spin-orbit splitting is calculated to be 476 cm$^{-1}$, a decrease of 38 % compared with the ground state. These results can be compared with the spin-orbit splittings and percentage changes in the $X^2\Pi_{g,i}$ and $A^2\Pi_{u,i}$ ionic states of the other halogen systems shown in Table 4.6 to see if a trend is exhibited.

<table>
<thead>
<tr>
<th></th>
<th>Spin-orbit splitting in</th>
<th>Spin-orbit splitting in</th>
<th>% change</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>the $X^2\Pi_{g,i}$ ionic state</td>
<td>the $A^2\Pi_{u,i}$ ionic state</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iodine</td>
<td>5130 cm$^{-1}$</td>
<td>6694 cm$^{-1}$ $a)$</td>
<td>$\sim +30%$</td>
<td>This work</td>
</tr>
<tr>
<td>Bromine</td>
<td>2815 cm$^{-1}$</td>
<td>3420 cm$^{-1}$</td>
<td>$+21%$</td>
<td>This work</td>
</tr>
<tr>
<td>Chlorine</td>
<td>766 cm$^{-1}$</td>
<td>790 cm$^{-1}$</td>
<td>$+3%$</td>
<td>This work</td>
</tr>
<tr>
<td></td>
<td>476 cm$^{-1}$</td>
<td>476 cm$^{-1}$</td>
<td>$-38%$</td>
<td>This work</td>
</tr>
<tr>
<td>Fluorine</td>
<td>337 cm$^{-1}$</td>
<td>252 cm$^{-1}$</td>
<td>$-25%$</td>
<td>[22]</td>
</tr>
</tbody>
</table>

$a)$ Spin-orbit splitting measured between vertical ionisation energies.
The overall trend suggests a spin-orbit splitting of 790 cm\(^{-1}\) in the A\(^2\Pi_{u,i}\) ionic state of Cl\(_2\), favouring the original vibrational numbering of van Lonkhuyzen and de Lange [17]. This therefore makes the spin-orbit splitting approximately equal to two vibrational quanta of the A\(^2\Pi_{u,i}\) ionic state in agreement with previous predictions. Based on the above discussion and using the same method as outlined above for the A\(^2\Pi_{u,3/2}\) spin-orbit component, a second order Dunham fit generated an adiabatic ionisation potential of 14.106 ± 0.003 eV along with an \(\omega_v\) of 52.2 meV (421 cm\(^{-1}\)) for the A\(^2\Pi_{u,1/2}\) ionic state. These spectroscopic vibrational constants are given in Table 4.8. However, it should be noted that the vibrational perturbations present in the system do add some uncertainty to the vibrational Dunham constants derived from the fit.

### 4.3.4 The TPE Spectrum of Cl\(_2\) between 15.0 and 17.0 eV

The TPE spectrum between 15 and 17 eV shown in Figure 4.6 shows a broad band with resolved vibrational structure in the region of the band maximum which represents the B\(^2\Sigma_g^+\) ionic state of Cl\(_2^+\). The most recently reported He(I) photoelectron study [17] included a very similar band profile for this state. Theory indicates that this state arises from an avoided crossing of two \(^2\Sigma_g^+\) diabatic potentials [27] and it is therefore possible that the appearance of this band may result from a superposition of the vibrational bands of both states. Approximately seven vibrational levels are identified around the band maximum with an average vibrational spacing of 30 meV (242 cm\(^{-1}\)). No attempt to identify the vibrational numbering was made and the transition energies are tabulated in Table 4.7. The adiabatic ionisation energy of 15.70 eV, determined by van Lonkhuyzen and de Lange [17], appears to lie in a region of the TPE spectrum which has an underlying background connected to an extension of the A\(^2\Pi_{u,i}\) ionic state (see Figure 4.2). This background signal is the result of the autoionisation of Rydberg states converging on the B\(^2\Sigma_g^+\) ionic state which populate high vibrational levels of the A\(^2\Pi_{u,i}\) ionic state. Evidence for the presence of these autoionising Rydberg states is discussed below. The spectroscopic constants for this state are given in Table 4.8.
Figure 4.6 The threshold photoelectron spectrum of Cl$_2$ showing the B $^2\Sigma_g^+$ ionic band of Cl$_2$ with resolved vibrational structure. The Ar$^+$ lines were used for calibration.
Table 4.7 Experimental vibrational transition energies for the B \(^2\Sigma_g^+\) ionic state of Cl\(_2\).

<table>
<thead>
<tr>
<th>Vibrational peak No.</th>
<th>Experimental B (^2\Sigma_g^+) state</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15.961</td>
</tr>
<tr>
<td>2</td>
<td>15.992</td>
</tr>
<tr>
<td>3</td>
<td>16.024</td>
</tr>
<tr>
<td>4</td>
<td>16.054</td>
</tr>
<tr>
<td>5</td>
<td>16.084</td>
</tr>
<tr>
<td>6</td>
<td>16.114</td>
</tr>
<tr>
<td>7</td>
<td>16.145</td>
</tr>
</tbody>
</table>

\(^0\) Uncertainty \(\pm 0.004\) eV.

4.3.5 The Origin of the Observed Autoionising Structure between 11.4 and 17 eV

The main autoionising structure in the valence ionisation region of Cl\(_2\) occurs between the main X \(^2\Pi_g,\text{i}\) and A \(^2\Pi_u,\text{i}\) ionic bands and involves the population of high vibrational levels of the ground X \(^2\Pi_g,\text{i}\) ionic state of Cl\(_2\). Vibrational structure has previously been observed in this region of the spectrum by Reddish et al. [33] in a photoelectron investigation utilising synchrotron excitation radiation between 13.6-15.0 eV. From the appearance of the band structure in Figure 4.2, there is a clear indication of the presence of several band systems. Since this structure is believed to arise through both vibrational and spin-orbit autoionisation of neutral Rydberg states coupled to the ionisation continuum, it is possible to make an attempt to identify the Rydberg states responsible. The intensity profile of the autoionising vibrational structure indicates the Franck-Condon factors for the autoionising Rydberg states, which are in general very similar to those of the ionic state to which the Rydberg converges. The vibrational peak positions within the profile, on the other hand, yield the term values for the final vibrational states of the X \(^2\Pi_g,\text{i}\) ionic state. From an inspection of the autoionising vibrational structure lying between the main X \(^2\Pi_g,\text{i}\) and A \(^2\Pi_u,\text{i}\) ionic bands, there appears to be four visible band profiles which have been
Table 4.8 Summary of the spectroscopic constants for the valence ionic states of Cl₂.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>AIE (eV)</th>
<th>VIE (eV)</th>
<th>(\omega_x) (cm(^{-1}))</th>
<th>(\omega_{x'}) (cm(^{-1}))</th>
<th>(\omega_{y'x'}) (\times 10^3) (cm(^{-1}))</th>
<th>(r_\varepsilon) (Å)</th>
<th>Spin-orbit splitting (cm(^{-1}))</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl₂ ((X^1\Sigma^+_x))</td>
<td>-</td>
<td>-</td>
<td>559.72</td>
<td>-2.675</td>
<td>-</td>
<td>1.9879</td>
<td>-</td>
<td>[1]</td>
</tr>
<tr>
<td>((X^2\Pi_{3/2,1/2}))</td>
<td>11.481 ± 0.003</td>
<td>11.481 ± 0.003</td>
<td>646.0</td>
<td>-2.9</td>
<td>-0.9</td>
<td>-</td>
<td>766±48 b)</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>11.480 ± 0.005</td>
<td>11.559 ± 0.005</td>
<td>-645</td>
<td>-~3</td>
<td>-</td>
<td>1.890</td>
<td>725±25 [17]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11.49</td>
<td>-</td>
<td>645.61</td>
<td>-3.015</td>
<td>-</td>
<td>1.8917</td>
<td>-</td>
<td>[20]</td>
</tr>
<tr>
<td></td>
<td>11.51 ± 0.01</td>
<td>11.59 ± 0.01</td>
<td>645±20</td>
<td></td>
<td>-</td>
<td>1.892</td>
<td>645±40 [14] a)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11.490</td>
<td>-</td>
<td>639</td>
<td>2.7</td>
<td>-</td>
<td>1.8910</td>
<td>-</td>
<td>[15]</td>
</tr>
<tr>
<td>((X^2\Pi_{3/2,1/2}))</td>
<td>11.576 ± 0.003</td>
<td>11.559 ± 0.005</td>
<td>644.77</td>
<td>-2.988</td>
<td>-</td>
<td>1.8910</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11.577</td>
<td>-</td>
<td>639</td>
<td>2.7</td>
<td>-</td>
<td>1.8910</td>
<td>-</td>
<td>[33]</td>
</tr>
<tr>
<td>((A^2\Pi_{3/2,1/2}))</td>
<td>14.008 ± 0.003</td>
<td>14.393 ± 0.003</td>
<td>388</td>
<td>-2.5</td>
<td>-</td>
<td>-</td>
<td>550±100 [17]</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>14.04 ± 0.05</td>
<td>14.393 ± 0.003</td>
<td>-370</td>
<td>-~2</td>
<td>-</td>
<td>2.21</td>
<td>550±100 [17]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>310</td>
<td></td>
<td>-</td>
<td>-2.25</td>
<td>-</td>
<td>[20]</td>
</tr>
<tr>
<td></td>
<td>14.0 ± 1)</td>
<td>-</td>
<td>-</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>[14]</td>
</tr>
<tr>
<td></td>
<td>13.96 ± 0.02</td>
<td>14.40 ± 0.02</td>
<td>323±20</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-645 [15] a)</td>
<td></td>
</tr>
<tr>
<td>((A^2\Pi_{3/2,1/2}))</td>
<td>14.106 ± 0.003</td>
<td>-</td>
<td>-310</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-645 [15] a)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-645 [15] a)</td>
<td></td>
</tr>
<tr>
<td>((B^2\Sigma^{+}_x))</td>
<td>-</td>
<td>15.70 ± 0.02</td>
<td>16.082</td>
<td>-~280</td>
<td>-</td>
<td>2.30</td>
<td>-</td>
<td>[17]</td>
</tr>
<tr>
<td></td>
<td>15.72 ± 0.02</td>
<td>16.08 ± 0.01</td>
<td>-</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-645 [15] a)</td>
<td></td>
</tr>
</tbody>
</table>

a) Experimental adiabatic ionisation energy. b) Spin-orbit splitting measured between \(v'=0\) bands.

c) Average values over both spin-orbit components. d) Calculated value from Dunham expression, see text. e) Band onset. f) Average value.
labelled J, K, L and M in Figure 4.2. The labelling is based on similar labelling of identified \([(\sigma_g^2(\pi_u)^3(\pi_g^-)^4)]_{n}^{s} \Pi_{u} \) Rydberg states converging on the A \(^2\Pi_{u,i}\) ionic state of Cl\(_2\) which were detected in a Cl\(_2\) energy loss spectrum by Stubbs et al. [34].

An investigation of the photoionisation spectrum of Cl\(_2\) by monitoring both ion-pair mass channels (Cl\(^+\)-Cl\(^-\)) and the molecular ion (Cl\(_2^+\)) mass channel, revealed band profiles which closely resembled those exhibited in the threshold spectrum between 12.3 and 14.0 eV [35]. The close correlation between the structural features in the photoionisation spectra recorded by Berkowitz et al. [35] and the autoionising structure in the threshold photoelectron spectrum suggests that the Rydberg states responsible for these features are the same as the Rydberg states detected in the energy loss spectrum. However, there is not an exact correlation between the peak positions within the overall band profiles of the threshold spectrum and the other spectra. This is because the peaks in the threshold spectra reflect the term values of vibrational levels of the ground state of the molecular ion, whereas those in the energy loss spectrum and molecular ionisation yield spectrum, for example, represent the term values of the vibrational levels of the neutral Rydberg states converging on the A \(^2\Pi_{u,i}\) ionic state of Cl\(_2\).

With this information it is now possible to attempt an assignment of the Rydberg states detected indirectly in our TPE spectrum with those observed directly by other methods. A schematic potential energy diagram of the X and A ionic states of Cl\(_2\) along with the Rydberg states based on the analysis of Stubbs et al. is shown in Figure 4.7. The A \(^2\Pi_{u,i}\) ionic state potential is described by a Morse potential with an assumed dissociation energy of \(-1.85\text{ eV}\) and an \(\omega_e\) of 388 cm\(^{-1}\) (see Table 4.8) whereas the X \(^2\Pi_{g,i}\) ionic state potential was derived from the data of Huberman [20]. The A state Rydberg potentials are identical to the A state ionic potential but with \(T_e\) values defined by Stubbs et al. [34]. The vibrational J, L and M-series, in the energy loss spectra, were identified by Stubbs et al. [34] as the 5, 6 and 7\(s\sigma_g^1\Pi_{u} \) Rydberg states converging on the A \(^2\Pi_{u,i}\) ionic state through their average vibrational spacings and quantum defects. This assignment was later confirmed by Berkowitz et al. [35]
Figure 4.7

A schematic potential energy diagram of some of the $ns\sigma_g$ $^1\Pi_u$ Rydberg states converging on the $A^2\Pi_u$ ionic state of Cl$_2$. The 5s, 6s and 7s Rydbergs are proposed to be involved in producing the autoionising structure observed in the threshold spectrum between the X and A ionic states.
using the higher resolution photoelectron data of van Lonkhuyzen and de Lange [17]. The vibrational K-series, which was not assigned in the energy loss study [34], was proposed by Berkowitz et al. [35] to be related to the J-series. The fact that there are Rydberg series converging on both the \( A^2\Pi_{u,3/2} \) and \( A^2\Pi_{u,1/2} \) spin-orbit states suggests that the K-series represents a Rydberg state converging on the \( A^2\Pi_{u,1/2} \) state of the ion, while the J-series represents a Rydberg converging on the lower \( A^2\Pi_{u,3/2} \) spin-orbit component. It is interesting to note that the K-series is weaker in intensity than the J-series in both the energy loss spectrum and the threshold spectrum (see Figure 4.2), reflecting the differences in transition probabilities for excitation of the individual Rydberg states.

The intensity profile and width of the J-series in the energy loss spectrum of Stubbs et al. [34], raises two additional points. Firstly, the most intense peak in the J-series in the energy loss spectrum occurs at 12.834 eV, while the maximum in the threshold photoelectron profile occurs at 12.736 eV. Secondly, the band onset in the energy loss spectrum profile (12.565 eV), which is assigned as the band origin, is significantly higher than the band onset in the threshold photoelectron profile (~12.24 eV). If the assignment of the J-series to the \( 5s\sigma^+_g \Pi_u \) Rydberg state is assumed to be correct, then the \( 4s\sigma_g \Pi_u \) Rydberg state which would have a band maximum at ~10.08 eV can be discounted as causing the observed differences. With Berkowitz et al. [35] having already questioned the Rydberg vibrational assignments of Stubbs et al. and the fact that there is this large discrepancy between the band onset in the threshold spectrum and the band onset in the energy loss spectrum, it is suggested that the onset of the Rydberg series is shifted to 12.244 eV. This is the onset of the threshold photoelectron band and is equivalent to a shift of approximately seven vibrational quanta from that reported by Stubbs et al. [34]. With an adiabatic ionisation potential of the \( A^2\Pi_{u,3/2} \) ionic state of 14.008 eV and the suggested value for the onset of the J-series Rydberg state, an effective quantum number of 2.777 can be calculated. For a principal quantum number of 5 this yields a quantum defect of 2.223, which is reasonable for an s-type Rydberg electron. Therefore the “extended” J-series and K-series can be assigned to the Rydberg states, \([(\sigma_g)^2(\pi_u)^3(\pi_u^*)^4)]_{3/2} 5s\sigma_g\).
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\((^1\Pi_u)\) and \(((\sigma_{g})^2(\pi_{u})^3(\pi_{g}^{*})^4)^{1/2}\) 5s\(\sigma_{g}\) \((^1\Pi_u)\), respectively. A possible reason for the incorrect assignment of the vibrational progression by Stubbs et al. is the low anharmonicity constant of the progression which makes it very difficult to determine accurate vibrational numbering. It is very probable that vibrational assignments given by Stubbs et al. for the K, L and M Rydbergs also require to be shifted. However, a reassignment is impossible due to the fact that the band onsets for these series cannot be determined from the threshold spectrum. The L- and M-series have been assigned by both Berkowitz et al. and Stubbs et al. to the 6s\(\sigma_{g}\) \((^1\Pi_u)\) and the 7s\(\sigma_{g}\) \((^1\Pi_u)\) Rydberg states, respectively. However, based on the similar intensity profiles between the J- and K-series and between the L- and M-series and the similar overall width compared with the \(^2\Pi_{u,1}\) band, it is tempting to suggest that the L- and M-series in both the energy loss spectrum and the TPE spectrum are related in the same sense as the J- and K-series, i.e. the same type of Rydberg state (6s\(\sigma_{g}\)) with differing core configurations (3/2 and 1/2, respectively).

The origin of the background signal in the threshold photoelectron spectrum between the A and B bands appears to be connected with Rydberg states converging on the B \(^2\Sigma^+_g\) state. In the study of ion-pair formation [35], a broad feature was observed with some structure superimposed on it at the peak maximum (-16.1-16.2 eV), reminiscent of the B state band in the He(I) study of van Lonkhuyzen and de Lange [17]. However, the ion-pair spectrum also exhibited a very long tail to lower energy which extended down to and merged with the high-energy tail of the structured region at \(~14.4\) eV. The similarity between the ion-pair spectrum and the threshold spectrum again points to the involvement of the same Rydberg states even though the species detected are quite different. The broad nature of the signals in both types of spectra precludes any identification of the Rydberg states, except that they would necessarily be of \(^1\Sigma^+_g\) or \(^1\Pi_g\) symmetry.

A wide variety of autoionising Rydberg states could be involved in enhancing the low vibrational bands of the X \(^3\Pi_{8,1}\) ionic state in the 11.4-12.0 eV range. However, the obvious candidate by analogy with the series producing the
extensive structure between the X and A bands would be the $4s\sigma_g (^1\Pi_u)$ Rydberg state converging on the $A^2\Pi_{u,3/2}$ ionic state. With an adiabatic ionisation potential of 14.008 eV for the $A^2\Pi_{u,3/2}$ state and a quantum defect of 2.223, the band origin of the $4s\sigma_g (^1\Pi_u)$ Rydberg state is calculated to be 9.699 eV, well below the energy region under consideration. However, theory [27] predicts that this $^1\Pi_u$ Rydberg state interacts strongly with a $^1\Pi_u$ ion-pair state with a $(\sigma_g)^3(\pi_u)^2(\pi_g)^4(\sigma_u)^2$ configuration, resulting in an avoided crossing. At higher energy this mixed Rydberg/ion-pair potential experiences a further avoided crossing with a $5p\sigma_g$ Rydberg state and the p-character of the mixed Rydberg/ion-pair state in the energy region of the $X^2\Pi_{g,1}$ ionic state of Cl$_2$ might well be responsible for it's role in producing autoionising structure. Alternatively, $np$ and $nf$ Rydberg states converging on the $X^2\Pi_{g,1}$ ionic state could be involved. These Rydberg states have very similar potentials to the $X^2\Pi_{g,1}$ ionic state which means that only their low vibrational levels will be populated. Autoionisation into the low vibrational levels ($\nu=0,1$ and 2) of the ion, as observed experimentally (see the vibrational band intensities shown in Table 4.2), would therefore require the low Rydberg vibrational levels to be isoenergetic with the low vibrational levels in the ion. This of course places restrictions on the Rydbergs involved and as a result of Franck-Condon factors, implies that only Rydberg states with band origins, one or two vibrational quanta below the adiabatic ionisation limit would be involved in the autoionisation process. In fact the most likely Rydbergs involved are those converging on the higher $^2\Pi_{g,1/2}$ spin-orbit component which spin-orbit autoionise into low vibrational levels of the $X^2\Pi_{g,3/2}$ ionic state. One possible Rydberg state converging on the ionisation threshold was observed in the energy loss study of Stubbs et al. [34] and assigned to the $[\sigma_g]^2(\pi_u)^4(\pi_g^*)^3$ $8p\sigma_u (^1\Pi_u)$ Rydberg state. However, energetically it was deemed to be too far below the ionisation limit to be involved in the autoionisation process.

A comparison of the relative intensities of the three main ionic bands in this threshold photoelectron study (see Figure 4.2) with those recorded in a He(I) photoelectron study [32] reveals that the relative intensity of the $X^2\Pi_{g,1}$ band is dramatically increased, compared with the two higher energy bands in the threshold
study. However, this can probably be put down to the effects of autoionisation
enhancing the X band. This is supported by the fact that the intensity of the
autoionising structure between the X and A bands is almost as intense as the A $^2\Pi_{u,i}$
band. However, this is not easily verified when the He(I) PES and threshold
techniques have different photoionisation cross sections $\sigma(hv-E_p)$.

4.4 The Threshold Photoelectron Spectrum of Br$_2$

In many respects, the TPE spectrum of Br$_2$ parallels that of Cl$_2$, as might be
expected. The complete valence ionisation threshold photoelectron spectrum of Br$_2$
(10.3-15.0 eV) is shown in Figure 4.8. The X $^2\Pi_{g,i}$, A $^2\Pi_{u,i}$, and B $^2\Sigma^+_g$ bands, familiar
from conventional He(I) PE spectra [14,17,32] are labelled in the figure. The larger
spin-orbit splitting in Br$_2$ allows the individual spin-orbit components of the X $^2\Pi_{g,i}$
ionic state to be well separated compared with Cl$_2$. One of the most striking features
of the band structure in this spectrum is the well-resolved vibrational structure
associated with the A $^2\Pi_{u,i}$ band compared to the very weak structure observed in the
Ne(I$\beta$) photoelectron spectrum of van Lonkhuyzen and de Lange [17]. In addition,
there is the clear presence of resolved autoionising structure running from the X $^2\Pi_{g,i}$
band into the onset of the A $^2\Pi_{u,i}$ band as found in Cl$_2$. However, the individual band
profiles (I and II) are not as pronounced as in Cl$_2$. To a lesser extent, there also
appears to be some contribution to the photoelectron signal between the A $^2\Pi_{u,i}$ and B
$^2\Sigma^+_g$ bands due to autoionisation. A detailed analysis of all features found in the
valence ionisation region of Br$_2$ are described below.

4.4.1 The TPE Spectrum of Br$_2$ between 10.3 and 12.4 eV

Figure 4.9 shows the high-resolution (~ 8 meV) TPE spectrum of Br$_2$ in the
10.3-12.4 eV range. The two well resolved vibrational progressions associated with
the direct excitation of the two spin-orbit components of the X $^2\Pi_{g,i}$ state of Br$_2^+$ are
Figure 4.8 The threshold photoelectron spectrum of the valence ionisation region of Br₂ showing the $X^2\Pi_{g,i}$, $A^2\Pi_{u,i}$ and $B^2\Sigma_g^+$ bands of Br₂⁺. The vibrational structure, identified by the bracketed regions I and II, is due to autoionisation processes and is discussed in the text.
Figure 4.9 The high resolution (~8 meV at 10.6 eV) threshold photoelectron spectrum of Br$_2$ showing the assignment of the vibrational bands in the X $^2\Pi_g$ ionic state of Br$_2$, including the higher vibrational bands produced through autoionisation processes. The solid lines are based on Dunham expressions, while the dashed lines are based on observed peak positions.
very similar to those found in conventional photoelectron studies [17] although their intensities are reversed. The adiabatic ionisation energy of the lower $X^2\Pi_{g,3/2}$ spin-orbit state is measured as $10.518 \pm 0.003$ eV whereas it is $10.867 \pm 0.003$ eV for the higher $X^2\Pi_{g,1/2}$ spin-orbit state. From these values the spin-orbit splitting is determined to be $0.349 \pm 0.006$ eV ($2815 \text{ cm}^{-1}$). Above these two bands, in the Franck-Condon region where the probability for direct transitions into vibrational levels of the $X^2\Pi_{g,i}$ ionic state is exceedingly small, is found extended vibrational structure associated with the $X^2\Pi_{g,i}$ ionic state. This extra vibrational structure arises through autoionisation processes, similar to those found in Cl$_2$. The assignments given in Figure 4.9 (solid lines) are based on fitting a third order Dunham expression to the resolved vibrational bands, $\nu' = 0-6, 15-21$ in the $X^2\Pi_{g,3/2}$ spin-orbit component and a second order Dunham expression to the resolved vibrational bands $\nu' = 0-14$ in the $X^2\Pi_{g,1/2}$ spin-orbit component. These two fits give rise to very similar vibrational frequencies in the two spin-orbit components; 46.2 meV ($372.6 \text{ cm}^{-1}$) for the $X^2\Pi_{g,3/2}$ state and 45.7 meV ($368.6 \text{ cm}^{-1}$) for the $X^2\Pi_{g,1/2}$ state. The measured and calculated peak positions for the two spin-orbit components are given in Table 4.9.

The autoionising structure between ~11.1 and 11.8 eV can be identified as consisting of two bands as indicated in Figure 4.8. These are not as pronounced as in Cl$_2$ but can still be assigned to two Rydberg states converging on the $A^2\Pi_{u,i}$ ionic state. The first band between ~11.1 and ~11.4 eV contains two resolved vibrational progressions from which the $X^2\Pi_{g,1/2}$ spin-orbit component can be identified as being the more intense. Beyond ~11.4 eV (i.e. at the start of the second band), no clear indication of the individual spin-orbit vibrational progressions can be found. Based on the dominance of the $X^2\Pi_{g,1/2}$ spin-orbit component at lower energies it is felt that the vibrational bands beyond this point can be assigned predominantly to the higher spin-orbit component. The assignment of the extended $X^2\Pi_{g,1/2}$ spin-orbit component vibrational bands ($\nu' = 15-40$) in Figure 4.9 (dashed lines), is based on the position of the peak centroids. In contrast to the TPE spectrum of Cl$_2$, isotopic splitting is not
Table 4.9 Experimental and calculated transition energies for the \( \text{X}^2\Pi_{g,3/2} \) and \( \text{X}^2\Pi_{g,1/2} \) ionic states of \( \text{Br}_2 \).

<table>
<thead>
<tr>
<th>( \nu' )</th>
<th>( \text{Br}<em>2^+ \times \text{X}^2\Pi</em>{g,3/2} ) transition energy / eV</th>
<th>( \text{Br}<em>2^+ \times \text{X}^2\Pi</em>{g,1/2} ) transition energy / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experimental</td>
<td>Calculated</td>
</tr>
<tr>
<td>0</td>
<td>10.518</td>
<td>10.518</td>
</tr>
<tr>
<td>1</td>
<td>10.563</td>
<td>10.564</td>
</tr>
<tr>
<td>2</td>
<td>10.608</td>
<td>10.609</td>
</tr>
<tr>
<td>3</td>
<td>10.654</td>
<td>10.654</td>
</tr>
<tr>
<td>4</td>
<td>10.698</td>
<td>10.699</td>
</tr>
<tr>
<td>5</td>
<td>10.741</td>
<td>10.743</td>
</tr>
<tr>
<td>6</td>
<td>10.786</td>
<td>10.786</td>
</tr>
<tr>
<td>7</td>
<td>–</td>
<td>10.830</td>
</tr>
<tr>
<td>8</td>
<td>–</td>
<td>10.873</td>
</tr>
<tr>
<td>9</td>
<td>–</td>
<td>10.915</td>
</tr>
<tr>
<td>10</td>
<td>–</td>
<td>10.957</td>
</tr>
<tr>
<td>11</td>
<td>–</td>
<td>10.999</td>
</tr>
<tr>
<td>12</td>
<td>–</td>
<td>11.041</td>
</tr>
<tr>
<td>13</td>
<td>–</td>
<td>11.082</td>
</tr>
<tr>
<td>14</td>
<td>–</td>
<td>11.123</td>
</tr>
<tr>
<td>15</td>
<td>11.164</td>
<td>11.164</td>
</tr>
<tr>
<td>16</td>
<td>11.202</td>
<td>11.204</td>
</tr>
<tr>
<td>17</td>
<td>11.244</td>
<td>11.244</td>
</tr>
<tr>
<td>18</td>
<td>11.280</td>
<td>11.284</td>
</tr>
<tr>
<td>19</td>
<td>11.322</td>
<td>11.324</td>
</tr>
<tr>
<td>20</td>
<td>11.364</td>
<td>11.363</td>
</tr>
<tr>
<td>21</td>
<td>11.400</td>
<td>11.402</td>
</tr>
<tr>
<td>22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( \text{a)} \) Uncertainty ± 0.003 eV.

\( \text{b)} \) Uncertainty ± 0.003 eV (\( \nu'=0-14 \)); ± 0.005 eV (\( \nu'=15-40 \)).

\( \text{c)} \) Only \( \nu'=0-14 \) of the experimental \( \text{X}^2\Pi_{g,1/2} \) ionic state are used in the second order Dunham fit.
observed in the vibrational bands due to the extremely small rotational constant in this state [24]. The three isotopomer bands in bromine therefore merge together and the peaks become broadened, especially at higher v', making an exact assignment difficult. The spectroscopic constants derived from the vibrational structure in this region are given in Table 4.11. The origin of the extended vibrational structure and the neutral excited Rydberg states involved is discussed in section 4.4.4.

4.4.2 The TPE Spectrum of Br2 between 12.2 and 13.8 eV

The threshold photoelectron spectrum of Br2 in Figure 4.10 shows the A $^2\Pi_{u,i}$ band of Br$_2^+$ in which, unlike the ground state, the two spin-orbit vibrational bands are partially overlapped. Besides the obvious extended vibrational structure compared with Ne(Iβ) photoelectron spectrum [17], two intensity dips can also be observed in the vibrational progression. The second dip at ~13 eV, coincides with an abrupt change in vibrational frequency and peak width. Such a vibrational spacing anomaly has been previously noted in the analysis of the A $^2\Pi_{u,i}$ - X $^2\Pi_{g,i}$ emission spectrum of Br$_2^+$ [24] where the A $^2\Pi_{u,1/2}$ spin-orbit component was found to have a vibrational frequency ~25% lower than that measured in the A $^2\Pi_{u,3/2}$ spin-orbit component. Recent theoretical calculations on the electronic states of Br$_2^+$, in which spin-orbit interactions were included, have backed up the experimental findings [28,29]. The calculations show that an avoided crossing between the A $^2\Pi_{u,1/2}$ state and the $^4\Sigma_{u,1/2}^-$ state is the explanation for the reduced vibrational frequency in the A $^2\Pi_{u,3/2}$ state, compared with that in the A $^2\Pi_{u,3/2}$ state. The calculations also show that the interaction results in a reduction in the internuclear equilibrium distance in the A $^2\Pi_{u,1/2}$ state by 0.02 Å, compared with the A $^2\Pi_{u,3/2}$ state.

Based on the appearance of the vibrational peaks on the low-energy side of the A $^2\Pi_{u,i}$ band shown in Figure 4.10, and in light of the findings in the analysis of the same system in Cl$_2^+$, the band origin of the A $^2\Pi_{u,3/2}$ spin-orbit component is placed at 2.444 eV. There are two reasons for this assignment. Firstly, this peak is the first in
Figure 4.10 The threshold photoelectron spectrum of the $A^2\Pi_u$ ionic band of Br$_2$ showing the assignment of the vibrational bands. The solid lines are derived from Dunham expressions, while the dashed lines are based on observed peak positions.
the discernible vibrational structure at the onset of the band system with the approximate vibrational spacing of peaks to higher energy and secondly, it's intensity profile is similar to the peaks directly following. This assignment differs substantially from that given by Harris et al. [24] in their analysis of the high-resolution $A^2Π_{u,i} - X^2Π_{g,i}$ emission spectrum of Br$_2^+$. Their assignment would place the band origin of the $A^2Π_{u,3/2}$ spin-orbit component midway up the low-energy side of the $A^2Π_{u,i}$ band system at 12.568 eV, as illustrated in Figure 7 of reference [17]. Van Lonkhuizen and de Lange [17] attributed the ~0.2 eV difference between their photoelectron band onset and the adiabatic ionisation potential of Harris et al. to hot band contributions. However, this is not supported by their stated neutral ground state vibrational populations which would give them a band onset ~0.08 eV below the adiabatic ionisation potential of Harris et al.

The large difference in the position of the band origins can be largely reconciled if the assignment by Harris et al. [24] of the band origins of the two $A^2Π_{u,i} - X^2Π_{g,i}$ emission systems is reversed. The band origins were derived from the intercepts of two parallel lines generated by plotting the isotopic splitting dependence against transition energy. If these band origin assignments of Harris et al. are reversed, then the term value of the band origin of the $A^2Π_{u,3/2}$ spin-orbit component would be 12.489 eV necessitating a change of +4 in the vibrational numbering of Harris et al.'s Deslandres table for the (3/2-3/2) emission system. A further shift in the vibrational numbering of +2 is also suggested such that it coincides with our assigned band origin. If the vibrationally reassigned ($v' = 11-41$) $A^2Π_{u,3/2} \rightarrow X^2Π_{g,3/2}$ transition energies in Harris et al.'s Deslandres table are then combined with the experimental transition energies for the vibrational levels of the $X^2Π_{g,3/2}$ spin-orbit component shown in Table 4.9, the threshold spectral peak positions are regenerated to within ± 3 meV, as shown in Table 4.10. A third order Dunham expression was then fitted to Harris et al.'s vibrationally reassigned, $v' = 11-41$, transition energies which generated an $ω_e$ of 27.2 meV (219.4 cm$^{-1}$). The calculated peak positions are tabulated in Table 4.10 and were used to determine the peak positions for the vibrational assignment (solid lines) in the $A^2Π_{u,3/2}$ spin-orbit component, as shown in
the upper portion of Figure 4.10. The threshold data for \( \nu' = 0-10 \) was not included in the Dunham fit for two reasons. Firstly, it would have had a very low weighting to take account of the large uncertainty in the vibrational band energies compared with the emission data and secondly, from the fit of Harris et al.'s data it was found that these peak positions were increasingly perturbed as \( \nu' \rightarrow 0 \), as can be seen by comparing the measured and calculated peak positions given in Table 4.10. The origin of this perturbation is at present unknown, but from Franck-Condon calculations for the \( \text{X} \, ^1\Sigma_g^+ \rightarrow \text{A} \, ^2\Pi_{u,3/2} \) transition, the first observable vibrational band in the \( \text{A} \, ^2\Pi_{u,3/2} \) spin-orbit component would be expected to be \( \nu' = 4 \). The \( \text{A} \, ^2\Pi_{u,1/2} \) spin-orbit component is already known to be perturbed from both theory [29] and experiment [24] (see above), but theory [29] also suggests that there is a weak interaction in the \( \text{A} \, ^2\Pi_{u,3/2} \) spin-orbit component with a \( ^4\Sigma_{u,3/2} \) state, and it may be this interaction which is causing the observed energy perturbations found in this spin-orbit component. The dashed lines in the vibrational assignment (\( \nu'=0-7 \)) of the \( \text{A} \, ^2\Pi_{u,3/2} \) spin-orbit component in Figure 4.10 therefore indicate the experimentally determined peak positions rather than the calculated peak positions.

The reversal of the band origin assignments in the emission spectra of Harris et al. requires the vibrational progression in the higher spin-orbit component to also be reassigned. Unfortunately the band origin of the \( \text{A} \, ^2\Pi_{u,1/2} \) spin-orbit component is hidden within the \( \text{A} \, ^2\Pi_{u,3/2} \) vibrational progression. Therefore, the approximate spin-orbit splitting determined by Harris et al. of 0.429 eV is applied to our experimental \( \text{A} \, ^2\Pi_{u,3/2} \) band origin to generate a band origin for the \( \text{A} \, ^2\Pi_{u,1/2} \) spin-orbit component of 12.873 eV. To assign Harris et al.'s data to this new band origin necessitated a vibrational numbering change of \(-2\), with a possible error of \( \pm1 \). A third order Dunham fit of this reassigned vibrational data was then carried out using the same procedure as employed for the lower spin-orbit component i.e. using the new vibrational assignment in the Deslandres table (\( \nu' = 3-31 \)) and Harris et al.'s
Table 4.10 Experimental and calculated transition energies for the $^2\Pi_{u,3/2}$ and $^2\Pi_{u,1/2}$ ionic states of Br$_2$.

| $v'$ | Br$_2^+$ $^2\Pi_{u,3/2}$ transition energy / eV | | | Br$_2^+$ $^2\Pi_{u,1/2}$ transition energy / eV | 
|-----|---------------------------------|-----|-----|---------------------------------|-----|
|     | Exp. a) | Calc. b) | Harris et al. | Exp. a) | Calc. b) | Harris et al. |
| 0   | 12.444 | 12.412 | - | - | 12.868 | - |
| 1   | 12.466 | 12.439 | - | - | 12.887 | - |
| 2   | 12.489 | 12.466 | - | - | 12.906 | - |
| 3   | 12.510 | 12.492 | - | - | 12.925 | 12.924 |
| 4   | 12.532 | 12.518 | - | - | 12.944 | 12.943 |
| 5   | 12.553 | 12.543 | - | - | 12.963 | 12.968 |
| 6   | 12.574 | 12.569 | - | - | 12.981 | 12.980 |
| 27  | 13.032 | - | - | 13.344 | 13.343 | |

a) Uncertainty ± 0.003 eV. b) The calculated transition energies are generated from a third order Dunham fit of the data presented in the column of Harris et al. c) Harris et al.'s emission transition energies combined with the calculated term values of the vibrational levels of the $X^2\Pi_u$ spin-orbit component given in Table 4.9.
transition energies combined with our \(X^2\Pi_{u,1/2}\) vibrational band positions. From this fit an \(\omega_0\) of 19.1 meV (154.1 cm\(^{-1}\)) was derived which agrees well with theory and is presented along with all the other spectroscopic data in Table 4.11. The calculated band positions shown in Table 4.10 were used to determine the peak positions of the \(A^2\Pi_{u,1/2}\) spin-orbit component shown in the upper portion of Figure 4.10.

The reassignment of the band origins of the (3/2-3/2) and (1/2-1/2) emission bands has the effect of changing the spin-orbit splitting within the \(A^2\Pi_{u,i}\) state of \(\text{Br}_2^+\). Based on the re-evaluation of the emission data of Harris et al. and the threshold data, the spin-orbit splitting is now determined to be 0.424 eV (3420 cm\(^{-1}\)), which can be compared with the splitting measured for the \(X^2\Pi_{g,i}\) state of 0.349 eV (2815 cm\(^{-1}\)). These two values are in reasonable accord with the calculated splittings of 3308 cm\(^{-1}\) in the \(A^2\Pi_{u,i}\) state and 3030 cm\(^{-1}\) in the \(X^2\Pi_{g,i}\) state, based on vertical transition energies [29].

The discussion and spectral assignments made above were primarily based on the reassignment of the band origins of the (3/2-3/2) and (1/2-1/2) emission spectra calculated by Harris et al. [24]. The reasoning behind their incorrect assignment must now be addressed. Harris et al. employed argon metastables to produce ground state \(\text{Br}_2^+\) ions by Penning ionisation. These were then excited using several lines of an \(\text{Ar}^+\) laser, and the laser induced fluorescence (LIF) from the \(A^2\Pi_{u,i}\) state detected. They argued that, due to relaxation processes in the relatively high pressure \(\text{Br}_2/\text{Ar}^+\) afterglow system, the emission bands they observed using LIF "must belong to the lower ionic ground-state component." [24]. This, of course, implies that spin-orbit relaxation occurs between both spin-orbit components produced by the Penning ionisation process, an argument explicitly made by Hamilton [36] in his laser excitation study of \(\text{Br}_2^+\). However, there is considerable experimental evidence [37-42] to suggest that spin-orbit relaxation is not a particularly fast process in either atomic or molecular systems with large spin-orbit splittings. For example, a rate constant for the quenching of HTe (\(X^2\Pi_{1/2}\)) to its ground state (\(X^2\Pi_{3/2}\)) by argon is \(k = 2.1 \times 10^{-15} \text{ cm}^3\text{molecule}^{-1}\text{s}^{-1}\), while the quenching rate constants for Br (\(4^2\Pi_{1/2}\) and I
(5^2P_{1/2}) atoms by argon are two and three orders of magnitude slower, respectively [37].

In an attempt to reconcile the LIF results of Harris et al., the following explanation is offered. It is well known that Penning ionisation is a highly efficient collision process [43], but there are always competing processes that must be considered in the overall quenching of metastable rare gas atoms. For example, excitation transfer, which is a resonance process, can effectively compete with Penning ionisation, as has been recently demonstrated in the Penning ionisation investigations of HCl [44], HBr [45] and HI [46]. Based on results presented here for the autoionisation of Rydberg states lying within the energy range of the X^2Π_g,i ionic state of Br_2^+ (see above), it is clear that Rydberg states of Br_2 can readily be populated. In fact, at the energies of the argon metastables, (^3P_2, 11.548 eV and ^3P_0, 11.723 eV), autoionisation structure is evident in the TPE spectrum of Br_2 (see Figure 4.9 and Table 4.9). Thus, there are clearly Rydberg states present in Br_2 that are resonant or in near resonance with both argon metastables. Furthermore, autoionisation structure has been identified in this energy region as arising from the formation of vibrationally excited Br_2^+ in the X^2Π_g,1/2 state. It is therefore postulated, that when argon metastables collide with bromine molecules, the following collision-induced quenching processes are important:

\[
\begin{align*}
\text{Br}_2 + \text{Ar} (^3P_{2,0}) & \rightarrow \text{Br}_2^* (\text{Ryd}) + \text{Ar} \quad \text{resonant excitation transfer} \quad 4.3 \\
\text{Br}_2^* (\text{Ryd}) & \rightarrow \text{Br}_2^+ (X^2Π_{g,1/2}, \nu') + e^- \quad \text{autoionisation} \quad 4.4
\end{align*}
\]

where both excitation transfer (Equation 4.3) and autoionisation (Equation 4.4) are highly probable processes, effectively competing with Penning ionisation (Equation 4.5):

\[
\begin{align*}
\text{Br}_2 + \text{Ar} (^3P_{2,0}) & \rightarrow \text{Br}_2^+ (X^2Π_{g,3/2,1/2}, \nu') + e^- \quad \text{Penning ionisation} \quad 4.5
\end{align*}
\]
If this is the case, then the formation of Br$_2^+$ in the X$^2\Pi_{\delta,1/2}$ spin-orbit ionic state may well be the dominant (although not necessarily the exclusive) spin-orbit component species present in the Br$_2$/Ar$^*$ afterglow probed in the LIF study of Harris et al.

4.4.3 The TPE Spectrum of Br$_2$ between 13.7 - 15.0 eV

Figure 4.11 shows the TPE spectrum of Br$_2$ in the 13.7-15.0 eV range. A broad band representing the B$^2\Sigma_g^+$ ionic state of Br$_2$, with some weakly resolved vibrational structure at the band maximum ($\omega_0 \sim 12$ meV) is observed. As was found in the TPE spectrum of the B$^2\Sigma_g^+$ ionic state of Cl$_2$, this band in Br$_2$ also exhibits a long, low energy tail which connects to the high-energy tail of the A$^2\Pi_{\epsilon,1/2}$ band (see Figure 4.8). This tail arises through autoionisation processes and obstructs the true onset of the B$^2\Sigma_g^+$ band. An apparent difference between the B$^2\Sigma_g^+$ bands of Br$_2^+$ and Cl$_2^+$ is the appearance in the former of a pronounced broad shoulder on the low energy side of the band at $\sim$14.3 eV. This feature along with the long low energy tail will be discussed further below.

4.4.4 Origin of the Observed Autoionising Structure between 10.3 - 15.0 eV

In contrast to the situation in chlorine, very much less is known about the Rydberg states of bromine above the lowest ionisation potential. Therefore, to analyse the autoionising features within the TPE spectrum of Br$_2$ we must rely upon our knowledge of these states in Cl$_2$. Since the number and type of Rydberg states residing in the energy region beyond the lowest ionisation potential in Br$_2$ are many, only the ns$\sigma$ Rydberg states that appear to be important in Cl$_2$ will be considered. The adiabatic ionisation potentials of the A$^2\Pi_{\epsilon,3/2}$, A$^2\Pi_{\epsilon,1/2}$ and B$^2\Sigma_g^+$ states of Br$_2^+$ will be employed along with a quantum defect of 2.2, characteristic of an ns Rydberg electron. From Table 4.11 the ionisation potentials of the A$^2\Pi_{\epsilon,3/2}$ and A$^2\Pi_{\epsilon,1/2}$ components are 12.444 and 12.868 eV, respectively whereas the ionisation potential of the B$^2\Sigma_g^+$ is taken as the onset peak value of 14.3 eV [14]. It is well known that
Figure 4.11 The threshold photoelectron spectrum of Br₂ showing the $B^2\Sigma_g^+$ band system with resolved vibrational structure. The pronounced shoulder at $-14.3$ eV and the long tail extending to lower energy are due to autoionisation processes and obscure the onset of the $B^2\Sigma_g^+$ ionic state.
Table 4.11 A summary of the spectroscopic constants for the valence ionic states of \( \text{Br}_2 \).

<table>
<thead>
<tr>
<th>Molecule ( \text{Br}_2 )</th>
<th>AIE (eV)</th>
<th>VIE (eV)</th>
<th>( \omega_c ) (cm(^{-1}))</th>
<th>( \omega_x ) (cm(^{-1}))</th>
<th>( \omega_y \times 10^3 ) (cm(^{-1}))</th>
<th>( r_e ) (Å)</th>
<th>Spin-orbit splitting (cm(^{-1}))</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(( X^1 \Sigma_u^+ ))</td>
<td>-</td>
<td>-</td>
<td>325.321</td>
<td>-1.0774</td>
<td>-</td>
<td>2.2810</td>
<td>-</td>
<td>[1]</td>
</tr>
<tr>
<td>(( X^2 \Pi_{u,1/2} ))</td>
<td>10.518(^b) ±0.003</td>
<td>10.563 ±0.003</td>
<td>372.6</td>
<td>-1.8</td>
<td>14.6</td>
<td>-</td>
<td>2815±48(^b) this work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.515 ±0.005</td>
<td>-</td>
<td>-64</td>
<td>-1.13</td>
<td>-0.03</td>
<td>2.18</td>
<td>-</td>
<td>2822±81 [17]</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>366.020 ±0.084</td>
<td>-1.2176 ±0.010</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>- [36]</td>
</tr>
<tr>
<td></td>
<td>10.51 ±0.01</td>
<td>10.56 ±0.01</td>
<td>360-40</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2820±40 [14]</td>
<td></td>
</tr>
<tr>
<td>(( X^2 \Pi_{u,3/2} ))</td>
<td>10.867(^b) ±0.003</td>
<td>10.911 ±0.003</td>
<td>368.6</td>
<td>-1.7</td>
<td>-</td>
<td>-</td>
<td>2815±48(^b) this work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.865 ±0.005</td>
<td>-</td>
<td>-64</td>
<td>-1.10</td>
<td>-0.03</td>
<td>2.18</td>
<td>-</td>
<td>2822±81 [17]</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>361.2 ±0.2</td>
<td>-1.10</td>
<td>-0.03</td>
<td>2.18</td>
<td>-</td>
<td>- [24]</td>
</tr>
<tr>
<td>(( A^2 \Pi_{u,3/2} ))</td>
<td>12.444(^b) ±0.003</td>
<td>-</td>
<td>219.7</td>
<td>-1.4</td>
<td>6.0</td>
<td>-</td>
<td>3420±48 this work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-180</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>- [17]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>204.0 ±0.2</td>
<td>-1.31</td>
<td>6.5</td>
<td>2.54</td>
<td>-</td>
<td>- [24]</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>207.225 ±0.200</td>
<td>-1.3997 ±0.009</td>
<td>87.595 ±0.022</td>
<td>-</td>
<td>-</td>
<td>2100±100 [14](^d)</td>
</tr>
<tr>
<td></td>
<td>12.5(^e)</td>
<td>13.08 ±0.02</td>
<td>-987</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-2742 [15](^d)</td>
<td></td>
</tr>
<tr>
<td>(( A^2 \Pi_{u,1/2} ))</td>
<td>12.868(^b) ±0.003</td>
<td>-</td>
<td>153.9</td>
<td>-0.2</td>
<td>-7.2</td>
<td>-</td>
<td>3420±48 this work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>154.1 ±0.4</td>
<td>-0.13</td>
<td>8.1</td>
<td>2.56</td>
<td>-</td>
<td>- [24]</td>
</tr>
<tr>
<td>(( B^2 \Sigma_u^+ ))</td>
<td>-</td>
<td>14.597(^b) (-97)(^b)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>14.3(^e)</td>
<td>14.60 ±0.02</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>[14]</td>
</tr>
<tr>
<td></td>
<td>14.28 ±0.03</td>
<td>14.56</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>- [15]</td>
</tr>
</tbody>
</table>

\(^a\) Experimental adiabatic ionisation energy. \(^b\) Spin-orbit splitting measured between \( v'=0 \) bands. \(^c\) Band onset. \(^d\) Average values over both spin-orbit components. \(^e\) Calculated value from Dunham expression. \(^f\) Average value.
the oscillator strength (I) for transitions to Rydberg states declines very steeply with increasing principal quantum number (i.e. \( I = 1/n^3 \))\(^{47}\) due to the increasingly diffuse nature of the electronic wavefunction and the resulting poor overlap with the ground state wavefunction. Rydberg states with the lowest possible value of principal quantum number (\( n \)) are therefore strongly favoured and as such our calculations are restricted to \( n = 5, 6, \) and \( 7 \). The results of these calculations are given in Table 4.12, and clearly indicate that these Rydberg states could account for the autoionising structure found in the TPE spectrum of \( \text{Br}_2 \), as shown in Figure 4.8. In visualising the profiles of these Rydberg states, it must be kept in mind that the maximum in the Franck-Condon envelope will lie to a higher energy than the values quoted in Table 4.12 and that these are only tentative calculations based on a quantum defect taken from \( \text{Cl}_2 \). In particular, the double band profile in the autoionising structure located between 11 and 12 eV is well positioned for being due to \( 5s\sigma \) and \( 6s\sigma \) Rydberg states converging on the \( A^2\Pi_{u,3/2} \) spin-orbit component and a \( 5s\sigma \) Rydberg state converging on the \( A^2\Pi_{u,1/2} \) spin-orbit component. The stepped band profile at about 12.2 eV, on the other hand, may be due to the \( 6s\sigma \) Rydberg state converging on the \( A^2\Pi_{u,1/2} \) spin-orbit component. The unusual double dip within the \( A^2\Pi_{u,1} \) ionic band and its long tail to higher energy can be assigned to the \( 5s\sigma, 6s\sigma, \) and \( 7s\sigma \) Rydberg states converging on the \( B^2\Sigma^+_g \) ion state.

Table 4.12 Calculated adiabatic term values, in eV, for \( ns\sigma \) Rydberg states of \( \text{Br}_2 \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( [((\sigma_g)^3(\pi_u)^2(\sigma_u)^*4)<em>{3/2} ns\sigma_g]</em>{1/2}^{1\Pi_u} )</th>
<th>( [((\sigma_g)^3(\pi_u)^2(\sigma_u)^*4)<em>{1/2} ns\sigma_g]</em>{1/2}^{1\Pi_u} )</th>
<th>( [((\sigma_g)^3(\pi_u)^2(\sigma_u)^*4)<em>{1/2} ns\sigma_g]</em>{1/2}^{1\Sigma_g} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10.71</td>
<td>11.13</td>
<td>12.56</td>
</tr>
<tr>
<td>6</td>
<td>11.50</td>
<td>11.93</td>
<td>13.36</td>
</tr>
<tr>
<td>7</td>
<td>11.85</td>
<td>12.28</td>
<td>13.71</td>
</tr>
</tbody>
</table>
The observation of two dips in the vibrational structure on top of the A $^2\Pi_u$, ionic band shown in Figure 4.10 is intriguing. No double-dip feature is observed in the Ne(Iα) photoelectron spectrum of the A $^2\Pi_u$ band shown in figure 7 of Ref. [17] and the overall profile is significantly different with the intensities of the two spin-orbit components reversed. The first dip in the threshold spectrum at ~12.81 eV occurs amongst vibrational bands that all appear to belong to the A $^2\Pi_u,3/2$ spin-orbit component, whereas the second dip at ~12.98 eV marks the separation between vibrational bands belonging to the A $^2\Pi_u,3/2$ spin-orbit component and those belonging to the A $^2\Pi_u,1/2$ spin-orbit component. From Franck-Condon factor calculations based on Harris et al.'s spectroscopic constants, excitation from the neutral ground state would populate the vibrational levels, $v' = 4-22$, in the A $^2\Pi_u,3/2$ spin-orbit component. However, $v' = 0-25$ are clearly observed and it is therefore suggested that the origin of the unusual double-dip feature is a result of the enhancement of high vibrational levels ($v' = 17-25$) via autoionisation (e.g., by the 5sσ Rydberg state converging on the B $^2\Sigma_g^+$ ion state, see Table 4.12). It is also very likely that the low ($v' = 0-4$) perturbed vibrational bands of the A $^2\Pi_u,3/2$ spin-orbit component are also enhanced through autoionisation. In this case the neutral Rydberg state involved could be the 7sσ$_g$ converging on the A $^2\Pi_u,1/2$ spin-orbit component, enhancement occurring through spin-orbit autoionisation.

The broad shoulder in Figure 4.11 with its long tail extending to lower energy occurs in the energy region just preceding the onset of the B $^2\Sigma_g^+$ band. These autoionising features are likely to be due to Rydberg states of high principal quantum numbers converging on the B $^2\Sigma_g^+$ state and by virtue of the high density of these states have a finite transition probability.
4.5 The Two-Electron Excitation Region between ~17 and 35 eV in \( \text{Cl}_2 \) and \( \text{Br}_2 \)

4.5.1 General Considerations

The ground state electron configuration of the diatomic halogens is \((\sigma_g)^2(\sigma_u)^2(\pi_u)^4(\pi_u^*)^4\) and in the energy region between the end of valence ionisation and the start of double ionisation, e.g., between approximately 17 eV and 30 eV in chlorine and bromine, core ionisation processes can occur. Core ionisation results in the removal of an electron from the \(\sigma_g\) or \(\sigma_u\) molecular orbitals which are largely localised on one of the halogen atoms. However, the independent-particle model approximation which is applicable to valence electron ionisation, breaks down when core electrons are removed and requires correlation effects to be taken into account. This breakdown of the independent-particle model leads to the formation of satellite states, in which one or more valence electrons are simultaneously excited in the core ionisation process, in addition to the pure core ionisation band. Although these satellite ionic states involve two or more electron promotion schemes, their band intensities can be comparable to that of the main core electron band. This has been observed, for example, in the ionisation of the inner valence electron (s\(\sigma\))^1 in HCl [48] and HBr [49]. In fact, in some cases the main core ionisation band may not even be detected [50], all of the intensity being shared amongst the satellite bands. The fact that both of the core sigma orbitals are largely nonbonding in a molecular orbital sense, might lead one to expect that many ionic states based on these hole configurations would have bound, stable potentials and hence discrete band structure. In the context of the present work, the importance of these ionic states is due, firstly, to their direct photoionisation cross sections, and secondly, to their participation in the autoionisation of highly-excited Rydberg states of the neutral molecule. These Rydberg states may of course involve convergence to any singly- or doubly-charged ionic state in the general energy range being studied. Because of the method of detecting the presence of such Rydberg states in this study, namely threshold photoelectron spectroscopy, a severe restriction is placed on the Rydberg states
undergoing autoionisation, although as was found in the valence ionisation region, this does not seem to limit the resultant structure. In addition, the Rydberg states must survive long enough for autoionisation to occur, and, of course, the Rydberg states must lie within the Franck-Condon region for excitation from the lowest vibrational level of the ground state of the molecule.

4.5.2 The TPE Spectrum of \( \text{Cl}_2 \) between 17 and 35 eV

The TPE spectrum of \( \text{Cl}_2 \) in the energy range 17.0-35.0 eV is shown in Figure 4.12 and consists of several broad but defined peaks. It should be noted that the intensity scale shown in Figure 4.12 was multiplied by a factor of 200 compared to the intensity scale of the TPE spectrum shown in Figure 4.2. Theoretical calculations [51] show that in this energy range the \((\sigma_u)^{-1}\) and \((\sigma_g)^{-1}\) core ionic states are expected at 23.15 eV and 31.17 eV, respectively, together with several associated satellite states which are listed in Table 4.13. The spectrum has been divided into six regions roughly corresponding to the broad peak regions observed in the \((3s\sigma)^{-1}\) inner-valence ionisation spectrum of \( \text{HCl} \) [48], which on an electron-structural basis, may be considered as a corollary system to \((\sigma_u)^{-1}\) ionisation in \( \text{Cl}_2 \). These regions, with their mid-energy values, together with observed peak energy positions, are listed in Table 4.13. From Figure 4.12, all of the observed peaks precede the onset of double ionisation at 31.13 eV, recently measured in a threshold photoelectron coincidence study [52]. It should be noted that the intensity of the peaks in Figure 4.12 are considerably below what might be expected for \( \sigma \)-core electron ionisation [48]. In spite of this, the most intense regions in Figure 4.12 are believed to represent direct photoionisation of a \( \sigma_u^* \) core electron. The peak structure in Figure 4.12 is not believed to correspond to vibrational structure because the magnitude of vibrational frequencies in chlorine are much smaller than the resolution available to us in this region (~190 meV at 25 eV). By analogy with \( \text{HCl} \) [53], peak 1 of region B is assigned to the main \((\sigma_u^*)^{-1}\) band, with the peaks in region A due to direct ionisation processes involving repulsive ionic states. Regions C, D, E, and F may then be
Figure 4.12 The threshold photoelectron spectrum of Cl₂ in the core ionisation region between 17 and 35 eV. The regions A-F and the peak numbers are described in the text.
associated with satellite states of the \((\sigma_u^*)^{-1}\) ionisation. Individual peaks contained within the regions most likely represent the influence of resonant autoionising processes involving Rydberg states of the neutral Cl\(_2\) molecule. The identity of these Rydberg states is unknown and must await a comprehensive theoretical treatment of the highly excited states of Cl\(_2\).

Table 4.13 Experimental band energies and peak positions for the \((\sigma_u^*)^{-1}\) core ionisation region of the TPE spectrum of Cl\(_2\) as identified in Figure 4.12. The calculated binding energies for core ionisation in Cl\(_2\) are also given.

<table>
<thead>
<tr>
<th>Hole state</th>
<th>Experiment / eV (^{a)})</th>
<th>Theory / eV (^{b)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>((\sigma_u^*)^{-1})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>18.88</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>17.16</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>18.23</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>18.93</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>20.30</td>
</tr>
<tr>
<td>B</td>
<td>22.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>22.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23.15</td>
</tr>
<tr>
<td>C</td>
<td>24.43</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>23.87</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>24.25</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>24.61</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>24.87</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>25.51</td>
</tr>
<tr>
<td>D</td>
<td>26.72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>26.47</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>26.74</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>27.08</td>
</tr>
<tr>
<td>E</td>
<td>28.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>27.83</td>
</tr>
<tr>
<td>F</td>
<td>30.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>29.24</td>
</tr>
<tr>
<td>((\sigma_d)^{-1})</td>
<td>\textbf{31.17}</td>
<td>\textbf{39.18}</td>
</tr>
</tbody>
</table>

\(^{a)}\) This work.

\(^{b)}\) Reference [48].
4.5.3 The TPE Spectrum of Br₂ between 15 and 35 eV

Figure 4.13 shows the TPE spectrum of Br₂ in the high-energy region (15-35 eV). As was the case in Cl₂, extensive structure is also found, but in contrast the spectrum is more congested and the peaks less well defined. The intensity scale in this figure was also multiplied by a factor of 200 compared with the TPE spectrum of the valence ionisation region shown in Figure 4.8. Following the procedure used in interpreting the high energy TPE spectrum of Cl₂, the peaks in this energy range have been divided up into six band regions corresponding roughly to the main broad bands observed in the XPS of HBr [49]. The mid-energy value of these band regions and the peak energy positions contained within them are given in Table 4.14 together with calculated values for $(\sigma_u)^{-1}$ and $(\sigma_g)^{-1}$ core ionisation in Br₂ and associated satellite states [51]. The estimated double ionisation onset in Br₂ (~28.7 eV) derived from similar values known for HBr, HCl, and Cl₂ is shown in Figure 4.13. It is not clear whether the main $(\sigma_u)^{-1}$ band is located in region A or B, but based on the fact that the calculated core ionisation values in Cl₂ appear at a greater energy than found experimentally, peak 2 in region A is assigned to the main $(\sigma_u)^{-1}$ core ionisation band. The more intense peaks in band region D and E may indicate the presence of $(\sigma_g)^{-1}$ core ionisation. Again, as was found in Cl₂, the peak structure within a band region, in particular in band region B, is believed to represent the influence of autoionising Rydberg states of neutral Br₂. Further analysis of the structure in Figure 4.13 must await a higher resolution TPE study and in depth theoretical calculations of both neutral and ionic states of Br₂ in this energy region.
Figure 4.13 The threshold photoelectron spectrum of Br₂ in the core ionisation region between 15 and 35 eV. The regions A-F and the peak numbers are described in the text.
Table 4.14 Experimental band energies and peak positions for the \((\sigma_u^*)^{-1}\) core ionisation region of the TPE spectrum of Br\(_2\) as identified in Figure 4.13. The calculated binding energies for core ionisation in Br\(_2\) are also given.

<table>
<thead>
<tr>
<th>Hole state</th>
<th>Experiment / eV (^{a)})</th>
<th>Theory / eV (^{b)})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Band region</td>
<td>energy</td>
</tr>
<tr>
<td>((\sigma_u^*)^{-1})</td>
<td>A</td>
<td>19.19</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>22.23</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>24.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>25.25</td>
</tr>
<tr>
<td>((\sigma_d^{-1}))</td>
<td>E</td>
<td>26.52</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>28.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^{a)}\) This work.

\(^{b)}\) Reference [48].
4.6 The Threshold Photoelectron Spectrum of I\textsubscript{2}

The threshold photoelectron spectrum of I\textsubscript{2} spanning the valence ionisation region (9.2 - 13.75 eV) is shown in Figure 4.14. It consists of five distinct bands, in contrast to the number of bands observed in chlorine and bromine, due to the increased spin-orbit splitting. The main band contours are very similar to those observed in conventional He(I) photoelectron investigations [14,15,32], with the exception that there appears to be an intensity reversal in the two spin-orbit components of the X \textsuperscript{2}Π\textsubscript{g,i} ionic state. In addition there is a significant amount of extra vibrational structure to the blue of each of the X \textsuperscript{2}Π\textsubscript{g,i} spin-orbit bands that has not been observed previously in any He(I) photoelectron investigation. Vibrational structure is also resolved for the first time on each of the A \textsuperscript{2}Π\textsubscript{u,i} spin-orbit bands. All these features will be discussed in detail below.

4.6.1 The TPE Spectrum of I\textsubscript{2} between 9.2 and 10.6 eV

The threshold photoelectron spectrum of I\textsubscript{2} in the range 9.2-10.6 eV covering the two spin-orbit components of the X \textsuperscript{2}Π\textsubscript{g,i} ionic state is shown in Figure 4.15. Additional vibrational structure is also observed on the high energy side of each of the direct ionisation bands which, as in Cl\textsubscript{2} and Br\textsubscript{2}, can be assigned to a continuation of the spin-orbit vibrational progressions as indicated in the figure. The vibrational band at 9.311 ± 0.002 eV is assigned as the adiabatic ionisation potential of the X \textsuperscript{2}Π\textsubscript{g,3/2} ionic state of I\textsubscript{2} which is in exact agreement with the value reported by Higginson et al. [16] in their vibrationally resolved Ne(I) PE spectrum. However, the value for the adiabatic ionisation potential of the X \textsuperscript{2}Π\textsubscript{g,1/2} ionic state of 9.947 ± 0.003 eV, differs slightly from Higginson et al.'s value of 9.953 eV. The vibrational band positions of both spin-orbit vibrational progressions shown in Figure 4.15 are detailed in Table 4.15. The vibrational anharmonicity constants of both X \textsuperscript{2}Π\textsubscript{g,i} vibrational progressions are so small that only average vibrational spacings have been determined. These are calculated to be 27.3 meV (220 cm\textsuperscript{-1}) for the X \textsuperscript{2}Π\textsubscript{g,3/2} spin-orbit component.
Figure 4.14 The threshold photoelectron spectrum of the valence ionisation region of I₂ showing the $X^2\Pi_{g,i}$, $A^2\Pi_{u,i}$, and $B^2\Sigma^+_g$ bands of I₂⁺. The vibrational structure identified by the bracketed regions I - IV is due to autoionisation processes and is discussed in the text.
Figure 4.15 The high resolution (-6 meV at 9.7 eV) threshold photoelectron spectrum of I₂ indicating the vibrational assignment of the two spin-orbit components of the $X^2\Pi_g$ ionic state.
and 26.5 meV (214 cm\(^{-1}\)) for the \(X^2\Pi_{g,3/2}\) spin-orbit component. The spectroscopic constants derived from the threshold spectrum are shown in Table 4.17.

Some well defined peaks are also observed on the high energy side of each of the (0,0), (1,0) and (2,0) vibrational bands of the \(X^2\Pi_{g,3/2}\) spin-orbit component, displaced by 10, 6 and 4 meV, respectively. An initial assignment of these features to sequence bands was discounted because the difference in the vibrational frequency of the neutral ground state (214 cm\(^{-1}\)) [1] and the ground ionic state is so small that the sequence bands would not have been resolvable with the experimental electron resolution. A possible explanation for these features is that they arise from the autoionisation of an underlying Rydberg state yielding an enhanced rotational branch within the individual vibrational bands. The presence of an underlying Rydberg state in the region of the \(X^2\Pi_{g,3/2}\) spin-orbit component is supported by the spin-orbit branching ratio found in the threshold investigation compared with that found in conventional He(I) PES [14,15,32].

4.6.2 The TPE Spectrum of I\(_2\) between 10.6 and 12.3 eV

The threshold photoelectron spectrum of I\(_2\) between 10.6 and 12.3 eV containing the two spin-orbit bands of the \(A^2\Pi_{u,i}\) valence ionic state is shown in Figure 4.16. Low frequency vibrational structure is resolved on both spin-orbit components, although to varying degrees. Although vibrational resolution has been achieved in the \(A^2\Pi_{u,i} - X^2\Pi_{g,i}\) emission spectrum of I\(_2^+\) [25,54], this is the first time it has been observed in a photoelectron investigation. Unfortunately a vibrational number assignment was not possible in the emission spectrum, partly because the emission was very weak and partly because the spectrum was complicated by
Figure 4.16 The threshold photoelectron spectrum of I₂ incorporating the band structure associated with the two-spin-orbit components of the A²Π_u ionic state. The assignment is based on peak number rather than vibrational quantum number.
Table 4.15 Experimental transition energies for the $X^2\Pi_{g,3/2}$ and $X^2\Pi_{g,1/2}$ ionic states of I$_2$.

<table>
<thead>
<tr>
<th>$\nu'$</th>
<th>I$<em>2^+$ $X^2\Pi</em>{g,3/2}$ transition energy / eV</th>
<th>I$<em>2^+$ $X^2\Pi</em>{g,1/2}$ transition energy / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9.311</td>
<td>9.947</td>
</tr>
<tr>
<td>1</td>
<td>9.335</td>
<td>9.976</td>
</tr>
<tr>
<td>2</td>
<td>9.363</td>
<td>10.004</td>
</tr>
<tr>
<td>3</td>
<td>9.394</td>
<td>10.032</td>
</tr>
<tr>
<td>4</td>
<td>9.426</td>
<td>10.060</td>
</tr>
<tr>
<td>5</td>
<td>9.451</td>
<td>10.088</td>
</tr>
<tr>
<td>6</td>
<td>–</td>
<td>10.115</td>
</tr>
<tr>
<td>7</td>
<td>9.508</td>
<td>10.140</td>
</tr>
<tr>
<td>8</td>
<td>9.536</td>
<td>10.116</td>
</tr>
<tr>
<td>9</td>
<td>9.562</td>
<td>10.196</td>
</tr>
<tr>
<td>10</td>
<td>9.590</td>
<td>10.222</td>
</tr>
<tr>
<td>11</td>
<td>9.619</td>
<td>10.248</td>
</tr>
<tr>
<td>12</td>
<td>9.648</td>
<td>10.275</td>
</tr>
<tr>
<td>13</td>
<td>9.674</td>
<td>10.300</td>
</tr>
<tr>
<td>14</td>
<td>9.700</td>
<td>10.328</td>
</tr>
<tr>
<td>15</td>
<td>9.729</td>
<td>10.352</td>
</tr>
<tr>
<td>16</td>
<td>9.756</td>
<td>10.376</td>
</tr>
<tr>
<td>17</td>
<td>9.782</td>
<td>10.398</td>
</tr>
<tr>
<td>18</td>
<td>9.808</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>9.834</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>9.861</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>9.887</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>9.913</td>
<td></td>
</tr>
</tbody>
</table>

$a^a$ Uncertainty ± 0.002 eV.

overlapping vibrational bands. This inability to vibrationally assign the structure in the two $A^2\Pi_{u1}$ spin-orbit bands is also applicable to the threshold spectrum. The lack of a discernible band origin in both spin-orbit bands makes it impossible to assign vibrational quantum numbers. For convenience, therefore, peak numbers have been assigned, beginning with the band identified by the arrow in Figure 4.16, which correspond to the transition energies given in Table 4.16. The average vibrational spacing over both spin-orbit components is measured to be 14.8 meV (120 cm$^{-1}$). The prominence of some vibrational bands clustered together is reminiscent of similar
structure found in the TPE spectrum of bromine. In that case the enhanced vibrational behaviour was attributed to the autoionisation of neutral Rydbergs, the underlying main bands being due to direct ionisation processes. The possible neutral autoionising Rydberg states involved in enhancing the vibrational structure in the $^2\Pi_{u,i}$ spin-orbit components is discussed below.

4.6.3 The TPE Spectrum of $\text{I}_2$ between 12.3 and 13.7 eV

The region of the threshold spectrum containing the $B\ ^2\Sigma_g^+$ state of $\text{I}_2^+$ is shown in Figure 4.17. The broad band has a band maximum of 12.95 eV, although there is a hint of vibrational structure on the low energy side of this band with a vibrational spacing of $\sim16$ meV. The resolution, however, is insufficient to positively identify this structure. The onset of the band is obscured by the presence of broad autoionising features with band maxima at $\sim12.48$ eV and $\sim12.63$ eV. These probably arise from the population of high vibrational levels of the $A\ ^2\Pi_{u,i}$ state through autoionisation of Rydberg states converging on the $B\ ^2\Sigma_g^+$ state. These features are similar to those observed in $\text{Cl}_2$ and $\text{Br}_2$.

4.6.4 Origin of the Observed Autoionising Structure between 9.2 - 13.7 eV

The vibrational structure appearing to the blue of the main spin-orbit component bands can, as in $\text{Cl}_2$ and $\text{Br}_2$, be explained by the autoionisation of neutral Rydberg states. Two distinctive autoionisation vibrational band profiles appear above each main $X\ ^2\Pi_{g,i}$ spin-orbit band, labelled I and II for the $X\ ^2\Pi_{g,3/2}$ spin-orbit component and III and IV for the $X\ ^2\Pi_{g,1/2}$ spin-orbit component as shown in Figure 4.14. The vibrational structure in bands I and II could arise from neutral Rydberg states converging on the $X\ ^2\Pi_{g,1/2}$ spin-orbit component, the $A\ ^2\Pi_{u,i}$ state, or a higher energy state. If it arose from Rydberg states converging on the $A\ ^2\Pi_{u,3/2}$ ionic state, then the most likely candidate would be the 7s Rydberg state (see Table 4.19). However, the similarity between the profiles of bands I and II and that of the main
Figure 4.17 The threshold photoelectron spectrum of I$_2$ showing the B $^2\Sigma^+_g$ band system. The pronounced shoulder at –12.5 eV and the long tail extending to lower energy are due to autoionisation processes and obscure the onset of the band.
Table 4.16 Experimental transition energies for the $A^2\Pi_{u,3/2}$ and $A^2\Pi_{u,1/2}$ ionic states of $I_2$.

<table>
<thead>
<tr>
<th>Peak No. $^a$</th>
<th>$I_2^+ A^2\Pi_{u,3/2}$ transition energy / eV $^b$</th>
<th>$I_2^+ A^2\Pi_{u,1/2}$ transition energy / eV $^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.691</td>
<td>11.608</td>
</tr>
<tr>
<td>2</td>
<td>10.713</td>
<td>11.630</td>
</tr>
<tr>
<td>3</td>
<td>10.727</td>
<td>11.649</td>
</tr>
<tr>
<td>4</td>
<td>10.736</td>
<td>11.668</td>
</tr>
<tr>
<td>5</td>
<td>10.756</td>
<td>11.679</td>
</tr>
<tr>
<td>6</td>
<td>10.770</td>
<td>11.695</td>
</tr>
<tr>
<td>7</td>
<td>10.785</td>
<td>11.710</td>
</tr>
<tr>
<td>8</td>
<td>10.800</td>
<td>11.727</td>
</tr>
<tr>
<td>9</td>
<td>10.816</td>
<td>11.742</td>
</tr>
<tr>
<td>10</td>
<td>10.828</td>
<td>11.757</td>
</tr>
<tr>
<td>11</td>
<td>10.844</td>
<td>11.768</td>
</tr>
<tr>
<td>12</td>
<td>10.858</td>
<td>11.777</td>
</tr>
<tr>
<td>13</td>
<td>10.874</td>
<td>11.791</td>
</tr>
<tr>
<td>14</td>
<td>10.886</td>
<td>11.807</td>
</tr>
<tr>
<td>15</td>
<td>10.902</td>
<td>11.822</td>
</tr>
<tr>
<td>16</td>
<td>10.916</td>
<td>11.837</td>
</tr>
<tr>
<td>17</td>
<td>10.930</td>
<td>11.853</td>
</tr>
<tr>
<td>18</td>
<td>10.946</td>
<td>11.867</td>
</tr>
<tr>
<td>19</td>
<td>10.962</td>
<td>11.880</td>
</tr>
<tr>
<td>20</td>
<td>10.976</td>
<td>11.893</td>
</tr>
<tr>
<td>21</td>
<td>10.990</td>
<td>11.905</td>
</tr>
<tr>
<td>22</td>
<td>11.006</td>
<td>11.917</td>
</tr>
<tr>
<td>23</td>
<td>11.020</td>
<td>11.929</td>
</tr>
<tr>
<td>24</td>
<td>11.035</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>11.050</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>11.066</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>11.081</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>11.096</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>11.109</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>11.127</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ See the text.

$^b$ Uncertainty ± 0.002 eV.
Table 4.17 Summary of the spectroscopic constants for the valence ionic states of $I_2$.

<table>
<thead>
<tr>
<th>Molecule $I_2$</th>
<th>AIE (eV)</th>
<th>VIE (eV)</th>
<th>$\omega_a$ (cm$^{-1}$)</th>
<th>$\omega_x$ (cm$^{-1}$)</th>
<th>$r_e$ (Å)</th>
<th>Spin-orbit splitting (cm$^{-1}$)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>($X^1\Sigma_u^+$)</td>
<td>-</td>
<td>-</td>
<td>214.502</td>
<td>0.6147</td>
<td>2.666</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>($X^2\Pi_{u,3/2}$)</td>
<td>9.311$^a$ ±0.002</td>
<td>9.335 ±0.002</td>
<td>220$^b$</td>
<td>-</td>
<td>-</td>
<td>5130±32$^a$</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>9.311 ±0.002</td>
<td>9.34 ±0.01</td>
<td>240</td>
<td>-</td>
<td>-</td>
<td>5178±32$^a$</td>
<td>[16]</td>
</tr>
<tr>
<td></td>
<td>9.22 ±0.01</td>
<td>9.35 ±0.01</td>
<td>-236</td>
<td>-</td>
<td>-</td>
<td>5243±40</td>
<td>[15]</td>
</tr>
<tr>
<td>($X^2\Pi_{u,1/2}$)</td>
<td>9.947$^a$ ±0.002</td>
<td>9.976 ±0.002</td>
<td>214$^b$</td>
<td>-</td>
<td>-</td>
<td>5130±32$^a$</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>9.953 ±0.002</td>
<td>9.98 ±0.01</td>
<td>220±10</td>
<td>-</td>
<td>-</td>
<td>5178±32$^a$</td>
<td>[16]</td>
</tr>
<tr>
<td></td>
<td>9.953 ±0.002</td>
<td>9.97</td>
<td>-220</td>
<td>-</td>
<td>-</td>
<td>5125±40</td>
<td>[14]</td>
</tr>
<tr>
<td>($A^2\Pi_{u,3/2}$)</td>
<td>-</td>
<td>10.98 ±0.01</td>
<td>-120$^d$</td>
<td>-</td>
<td>-</td>
<td>6694±160$^a$</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-130$^d$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>[54]</td>
</tr>
<tr>
<td></td>
<td>10.8$^b$</td>
<td>11.03</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>~6400</td>
<td>[14]</td>
</tr>
<tr>
<td></td>
<td>10.74</td>
<td>11.01</td>
<td>-125</td>
<td>-</td>
<td>-</td>
<td>6452±160</td>
<td>[15]</td>
</tr>
<tr>
<td>($A^2\Pi_{u,1/2}$)</td>
<td>-</td>
<td>11.81 ±0.01</td>
<td>-120$^d$</td>
<td>-</td>
<td>-</td>
<td>6694±160$^a$</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>11.6$^b$</td>
<td>11.82</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>~6400</td>
<td>[14]</td>
</tr>
<tr>
<td>($B^2\Sigma_u^+$)</td>
<td>-</td>
<td>12.95 ±0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>12.7$^b$</td>
<td>12.95</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>[14]</td>
</tr>
<tr>
<td></td>
<td>12.66 ±0.02</td>
<td>12.95 ±0.02</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>[15]</td>
</tr>
</tbody>
</table>

$^a$ Experimental adiabatic ionisation energy, uncertainty. $^b$ Average vibrational spacing.

$^d$ Spin-orbit splitting measured between $v=0$ bands. $^d$ Average values over both spin-orbit components. $^e$ Vertical I.P. spin-orbit splitting. $^f$ Band onset.
X^2Π_g,1/2 spin-orbit component, suggests that Rydbergs converging on this state are responsible. The most likely candidates are therefore the np and nf Rydberg states. However, since exact quantum defects for these Rydberg series are unknown, averaged, atomic np (3.58) and nf (0.1) quantum defect values [55] are used, along with a value of 9.947 eV for the adiabatic ionisation potential of the X^2Π_g,1/2 ionic state, to calculate the Rydberg band origins shown in Table 4.18. From the calculations, the most likely candidates for the two band profiles, labelled I and II, are the 9p and 10p Rydberg states. Based on the identification of these Rydbergs series in autoionisation structure found in the molecular ion excitation function at approximately the same energies [56], these Rydbergs are likely to be ππ* in character rather than πσ. Table 4.18 also suggests that the 8p Rydberg may be responsible for the reversed spin-orbit branching ratio’s observed in the main X^2Π_g,1/2 bands. Similar Rydberg states have been identified as resulting in the formation of free pairs of ions in this energy range [57] and it is therefore fairly clear that autoionisation and ion-pair formation can occur in competition from the same Rydberg state [58] as was found in the threshold study of Cl₂.

Table 4.18 Calculated adiabatic term values in eV for np and nf Rydberg states of I₂ converging on the X^2Π_g,1/2 spin-orbit component.

<table>
<thead>
<tr>
<th>n</th>
<th>[(σg)^2(πo)^4(π₈^*)^3]_1/2 np</th>
<th>[(σg)^2(πo)^4(π₈^*)^3]_1/2 nf</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>7.62</td>
<td>9.56</td>
</tr>
<tr>
<td>7</td>
<td>8.78</td>
<td>9.66</td>
</tr>
<tr>
<td>8</td>
<td>9.25</td>
<td>9.73</td>
</tr>
<tr>
<td>9</td>
<td>9.48</td>
<td>9.78</td>
</tr>
<tr>
<td>10</td>
<td>9.62</td>
<td>9.81</td>
</tr>
</tbody>
</table>
The extended vibrational structure in the $X^2 \Pi_{\sigma,1/2}$ spin-orbit component suggests that Rydberg states converging on the $A^2 \Pi_{\delta,i}$ ionic state or a higher energy state are likely to be responsible. However, the profile of band III in Figure 4.14 and its breadth is more in line with that of bands I and II. Hence band III is likely to arise from autoionisation of a Rydberg state whose electronic character is very similar to that of the $X^2 \Pi_{\delta,1/2}$ ionic spin-orbit component, although at present the exact identity of this state remains a mystery. In contrast, the shape and width of band IV has the general appearance of one of the $A^2 \Pi_{\nu,i}$ spin-orbit band profiles. A tentative identification of this band can be made in a similar manner to above. As was the case in Cl$_2$ and Br$_2$, only the $n\sigma\sigma$ Rydberg states converging on the $A^2 \Pi_{\nu,i}$ ionic bands will be considered. The exact quantum defect is unknown so an average atomic $n\sigma$ quantum defect of 4.04 [55] is used in the calculation. Due to the uncertainty in the adiabatic ionisation potentials for the $A^2 \Pi_{\nu,i}$ spin-orbit states, the vertical ionisation potentials are employed (see Table 4.17) to calculate the Rydberg band maximums shown in Table 4.19. These calculations suggest that either the $9s\sigma$ Rydberg state converging on the $A^2 \Pi_{\nu,3/2}$ spin-orbit component or the $7s\sigma$ Rydberg state converging on the $A^2 \Pi_{\nu,1/2}$ spin-orbit component may be responsible for band IV.

Table 4.19 Calculated adiabatic term values in eV for $n\sigma\sigma$ Rydberg states of I$_2$

<table>
<thead>
<tr>
<th>n</th>
<th>$[\sigma_g^2(\pi_u)^3(\pi_g^*)^4]_{3/2} n\sigma$</th>
<th>$[\sigma_g^2(\pi_u)^3(\pi_g^*)^4]_{1/2} n\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>7.44</td>
<td>8.27</td>
</tr>
<tr>
<td>7</td>
<td>9.43</td>
<td>10.25</td>
</tr>
<tr>
<td>8</td>
<td>10.11</td>
<td>10.94</td>
</tr>
<tr>
<td>9</td>
<td>10.43</td>
<td>11.26</td>
</tr>
</tbody>
</table>
The enhanced vibrational structure within both spin-orbit components of the $A^2\Pi_{u,1}$ ionic band is very likely to be due to Rydbergs converging on higher states. By analogy with the calculations carried out for the $X^2\Pi_{6,2}$ band, it would seem likely that the enhanced structure in the $A^2\Pi_{u,3/2}$ spin-orbit component arises from autoionisation of a Rydberg converging on the $A^2\Pi_{u,1/2}$ spin-orbit component. Using the results of the Rydberg calculations shown in Table 4.19, it would seem as though the vibrationally enhanced structure could arise through the $8s\sigma$ Rydberg state which is predicted to have a band maximum at 10.94 eV. This fits in very nicely with the almost symmetric vibrational structure around the band maximum (10.98 eV) of the $A^2\Pi_{u,3/2}$ spin-orbit band. This band also contains a very long tail which continues into the higher spin-orbit component and which could arise from the $9s\sigma$ Rydberg state which is predicted to be found at 11.26 eV. The most likely candidate, on the other hand, to explain the enhanced structure on the $A^2\Pi_{u,1/2}$ spin-orbit band is probably a Rydberg state converging to the $B^2\Sigma_g^+$ state. However, the identification of this Rydberg will have to await further work.
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Chapter 5

The Gerade Rydberg States and Ground Ionic State of I₂

5.1 Introduction

Spectroscopic interest in the diatomic halogens has been ongoing ever since the dense manifold of electronic states predicted to be present in these molecules [1,2] were discovered experimentally [3]. Optical spectroscopic techniques, such as fluorescence and REMPI spectroscopy have proven to be the best methods of investigating the many Rydberg and ion-pair states found in the UV and VUV regions of these halogens. However, the presence of both Rydberg and ion-pair states (see below) in the same spectral regions can induce many spectral perturbations and although an explicit understanding of these interactions is still to be established, progress is being made in certain cases [4-5,6].

5.2 Rydberg and Ion-pair States

Rydberg states are a distinct group of electronically excited states in which an electron with angular momentum \( l \), is promoted to an orbital with a principal quantum number, \( n \), greater than that characteristic of the valence shell (i.e. \( n>5 \) for I₂) [7]. Excitation of the electron to progressively larger \( n \) constitutes a Rydberg series and as \( n \to \infty \) the series converges to the limit of the atomic/molecular ion core, corresponding to the complete removal of the Rydberg electron. To a first approximation the Rydberg electron experiences an isotropic Coulomb attraction and
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is largely unaffected by the rotational and vibrational motion of the molecular ion core. Molecular Rydberg series for an individual $l$ are described by

$$T_{nl} = \text{I.P.}[\text{core}^+] - \frac{R}{(n-\delta(l))^2}$$

5.1

where \( \text{I.P.}[\text{core}^+] \) is the energy of the ionic core to which the Rydberg series converges, $n$ is the principle quantum number of the Rydberg electron, $R$ is the Rydberg constant (109737.3 cm\(^{-1}\)) and $\delta$ is the quantum defect associated with a particular Rydberg electron. The quantum defect, $\delta(l)$, measures the departure of the orbitals of such electrons from hydrogenic orbitals, for which $\delta(l)=0$. This arises because the presence of core electrons means the Rydberg electron experiences a shielded Coulomb potential that falls off more rapidly with distance than the pure Coulomb potential. The magnitude of $\delta(l)$ is mainly dependent on how deeply the Rydberg electrons radial wavefunction penetrates the core region as a function of $nl$. For a given $n$, $\delta$ for different $l$ values increases in the order $s>p>d>f$. However, $\delta(l)$ is found to experimentally remain nearly constant with increasing $n$. It has been shown for many molecules that the quantum defect of an electron in a particular Rydberg orbital is virtually the same whether the orbital is associated with a molecular core or an atomic core [8]. A knowledge of atomic quantum defect values can therefore be used to assign Rydberg electronic band origins in molecular species. An infinite number of Rydberg states converging on every ionisation limit can lead to many problems in identifying individual states. However, low $n$ Rydberg states tend to be energetically well separated making them relatively easy to identify. In contrast, the fact that the intensity of transitions to high-$n$ states falls off as $n^3$ [9] and the fact that the energetic separation between individual high-$n$ Rydberg states reduces can make the identification of high-$n$ Rydberg states increasingly difficult.

In contrast to Rydberg states, whose potentials are very similar to the ionic state to which they converge, ion-pair state potentials are essentially Coulombic in nature [10,11]. They are characterised by deeply bound potentials with large
internuclear separations which can support a high density of vibrational levels. The spectroscopic characteristics of ion-pair states, such as large dissociation energies and small vibrational and rotational constants are therefore unusual compared with conventional valence states. As the name suggests ion-pair states correlate at dissociation with two oppositely charged ions, which in the diabatic approximation corresponds to the closed shell ground state $^1S_0$ of the halide anion and a low lying cationic state; $^3P_2$, $^3P_1$, $^3P_0$, $^1D_2$ and $^1S_0$. Since the halogen cation has several spectroscopic states, the potentials correlating with each ionic asymptote run parallel to each other giving rise to clusters (or tiers) of ion-pair states. In $I_2$, because of the strong spin-orbit coupling in the cation, there is a clear clustering of the $T_e$ values at $R_e$ into three groups with spacings similar to those between the corresponding cationic states, as shown in Table 5.1. The molecular orbital configuration of an ion-pair state is generally characterised by the fact that the number of electrons present in the antibonding $\sigma_u$ orbital is equal to or greater than the number of bonding $\sigma_g$ electrons, such as [1441], [2332] and [1432].

5.2.1 The Rydberg Excited States of $I_2$

The spectroscopic study of the Rydberg states of the homonuclear diatomic halogens has been focused on those Rydberg states which converge on the positive molecular ion in its lowest electronic configuration, $[\sigma_g^2 \pi_u^4 \pi_u^3 \sigma_u^5]$ ($X \ 2\Pi_{g,3/2}$, $X \ 2\Pi_{g,1/2}$). One of the first studies of the Rydberg states of $I_2$ was by Venkateswarlu in which the $np$ and $nf$ Rybergs were investigated using high resolution vacuum ultraviolet absorption spectroscopy [12]. More recently, however, the one colour (2+1) REMPI excitation scheme has become the main technique employed to investigate the Rydberg states of $I_2$ [13-19]. In contrast to Venkateswarlu's single photon excitation scheme, a two photon transition from the totally symmetric ground state of $I_2$ can only access the ns and nd gerade Rydberg states. This arises due to the fact that the promotion of an electron from a gerade (anti-bonding) $\pi$ orbital to a Rydberg orbital leaves the ionic core with gerade symmetry. To maintain the overall
Gerade symmetry after a two photon transition, the Rydberg electron must be s or d in character.

Table 5.1 A summary of the principle spectroscopic constants for the ion-pair states of molecular iodine.

<table>
<thead>
<tr>
<th>Ion-Pair state</th>
<th>$T_e$/ cm$^{-1}$</th>
<th>$\omega_e$/ cm$^{-1}$</th>
<th>$R_e$/ Å</th>
<th>Dissociation limits</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First Tier</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D 0$_u^+$</td>
<td>41028.6</td>
<td>95.0</td>
<td>3.58</td>
<td>$^1S_0 + ^3P_2$</td>
<td>[20,21]</td>
</tr>
<tr>
<td>E 0$_g^+$</td>
<td>41411.8</td>
<td>101.4</td>
<td>3.65</td>
<td>$^1S_0 + ^3P_2$</td>
<td>[22]</td>
</tr>
<tr>
<td>$\gamma$ 1$_u$</td>
<td>41621.3</td>
<td>95.0</td>
<td>3.67</td>
<td>$^1S_0 + ^3P_2$</td>
<td>[23]</td>
</tr>
<tr>
<td>$\beta$ 1$_g$</td>
<td>40821.0</td>
<td>105.0</td>
<td>3.61</td>
<td>$^1S_0 + ^3P_2$</td>
<td>[24]</td>
</tr>
<tr>
<td>$\delta$ 2$_u$</td>
<td>41689</td>
<td>100.2</td>
<td>(4.0)</td>
<td>$^1S_0 + ^3P_2$</td>
<td>[25,23]</td>
</tr>
<tr>
<td>D' 2$_g$</td>
<td>40388.3</td>
<td>104.0</td>
<td>3.60</td>
<td>$^1S_0 + ^3P_2$</td>
<td>[26,27]</td>
</tr>
<tr>
<td><strong>2nd Tier</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F 0$_g^+$</td>
<td>47217.4</td>
<td>96.3</td>
<td>3.60</td>
<td>$^1S_0 + ^3P_0$</td>
<td>[28,29]</td>
</tr>
<tr>
<td>f 0$_g^+$</td>
<td>47025.9</td>
<td>104.2</td>
<td>3.57</td>
<td>$^1S_0 + ^3P_0$</td>
<td>[30]</td>
</tr>
<tr>
<td>g 0$_g^-$</td>
<td>(47070)</td>
<td>(105.7)</td>
<td>(3.55)</td>
<td>$^1S_0 + ^3P_1$</td>
<td>[31]</td>
</tr>
<tr>
<td>G 1$_g$</td>
<td>47559.1</td>
<td>106.6</td>
<td>3.53</td>
<td>$^1S_0 + ^3P_1$</td>
<td>[32]</td>
</tr>
<tr>
<td>H 1$_u$</td>
<td>48280.3</td>
<td>107.7</td>
<td>3.63</td>
<td>$^1S_0 + ^3P_1$</td>
<td>[33]</td>
</tr>
<tr>
<td><strong>3rd Tier</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1$_s$</td>
<td>53216.3</td>
<td>106.9</td>
<td>3.52</td>
<td>$^1S_0 + ^1D_2$</td>
<td>[34]</td>
</tr>
<tr>
<td>f' 0$_g^+$</td>
<td>55409.9</td>
<td>97.0</td>
<td>3.83</td>
<td>$^1S_0 + ^1D_2$</td>
<td>[5]</td>
</tr>
<tr>
<td>F' 0$_g^+$</td>
<td>51706.2</td>
<td>131.0</td>
<td>3.48</td>
<td>$^1S_0 + ^1D_2$</td>
<td>[35,36]</td>
</tr>
</tbody>
</table>
of the Rydberg electron, \( \omega_{\text{Ry}} \), and the total angular momentum of the ionic core, \( \Omega_c \), is a good quantum number.

\[
\Omega_g = \Omega_c + \omega_{\text{Ry}}
\]

However, \( \Omega_c \) and \( \omega_{\text{Ry}} \) may additionally be taken as good quantum numbers in \( I_2 \), as the coupling between the core and the Rydberg electron through electron exchange is fairly small compared with spin-orbit coupling within the core. Furthermore, the separation of the valence 5p\( \sigma \) and 5p\( \pi \) orbitals in \( I_2 \) is sufficiently large for the dominant configuration of the ground state of \( I_2^+ \), \( \left[ \sigma_g^2 \pi_u^4 \pi_g^3 \sigma_u^0 \right] \), to contribute over 90\% [37] with configurations such as \( \left[ \sigma_g^0 \pi_u^4 \pi_g^3 \sigma_u^2 \right] \) playing very little part. In the (2+1) REMPI spectrum, four Rydberg series are expected to converge on the positive molecular ion; \( ^2\Pi_{3/2} \text{c} \ ns, \ ^2\Pi_{1/2} \text{e} \ ns, \ ^2\Pi_{3/2} \text{e} \ nd \) and \( ^2\Pi_{1/2} \text{e} \ nd \). As a result of the coupling between the Rydberg electron and the ionic core, each Rydberg state is split into a number of components. The \( ^2\Pi_{3/2} \text{c} \ ns \) term splits into two states yielding \( \Omega=2,1 \) components while each \( ^2\Pi_{1/2} \text{c} \ ns \) has three components \( \Omega=0^+,0^-,1 \). The \( ^2\Pi_{3/2} \text{c} \ nd \) series is split into 12 components having \( \Omega=4(1), 3(2), 2(2), 1(3), 0^+(2) \) and \( 0^-(2) \) and the \( ^2\Pi_{1/2} \text{c} \ nd \) is similarly split into 12 states \( \Omega=3(1), 2(3), 1(4), 0^+(2) \) and \( 0^-(2) \)). For a single \( n \) this amounts to a total of 29 Rydberg states. However, only Rydberg states with \( \Omega \leq 2 \) can be accessed in a two photon transition from the totally symmetric \( ^1\Sigma_{0^+} \) ground state of \( I_2 \). With the electric dipole selection rules also forbidding \( \Omega=0^- \) states, the actual spectrum is significantly simpler than the density of states would suggest.

The application of the (2+1) REMPI technique to \( I_2 \) by Dalby et al in 1977 provided the first coherent two-photon transitions to gerade Rydberg states [14]. From the vibrational spacings, polarisation data and rotational band contour analysis, the Rydberg state accessed was assigned \( ^2\Pi_{1/2} \text{c} \ ns; 6s; 1_g \) with an origin at 53560 cm\(^{-1}\). In 1978, Lehmann et al. [15] observed a Rydberg state with an origin at 48400 cm\(^{-1}\) and assigned it as the other spin-orbit partner of the Dalby system, \( ^2\Pi_{3/2} \text{c} \ ns; 2_g \).
Recently, however, Dasari et al. reassigned it as the $[^2\Pi_{3/2}]_e$ 6s; $1_g$ state based on rotational contour analysis [18]. The observation and assignment of the $[^2\Pi_{1/2}]_e$ 6s; $0_g^+$ Rydberg state was reported by Miller in 1987 using mass-selective (2+1) REMPI [16]. Wu and Johnson [17] employed the same technique over the energy range 62000-64500 cm$^{-1}$ and 67600-70000 cm$^{-1}$ and observed four nd Rydberg states. However, Wu and Johnsons assignments were shown to be incorrect in the most recent complete (2+1) REMPI study by Donovan et al. [19]. The room temperature investigation by Donovan et al. reported a total of 12 new band systems in the two-photon energy region 48000-75300 cm$^{-1}$. These included ns Rydberg states up to $n=11$ based upon the $[^2\Pi_{3/2}]$ ion core and up to $n=8$ based on the $[^2\Pi_{1/2}]$ ion core with in addition at least three 5d Rydberg excited states based upon both cores. A schematic potential energy diagram of the known ns and nd Rydberg states above 53000 cm$^{-1}$ is shown in Figure 5.1. The assignment of the Rydberg states of I$_2$ observed by Donovan et al. was based on determining a value for $n-\delta$ in Equation 5.1, at the electronic band origin of the Rydberg state. These calculations employed the ionisation potentials of I$_2^+$ given by Higginson et al. [38] and by Kvaran et al. [39] for the $X^2\Pi_{g,3/2}$ and $X^2\Pi_{g,1/2}$ spin-orbit states of 75093 and 80271 cm$^{-1}$, respectively.

5.3 The (2+1) Mass Resolved REMPI Excitation Spectra of the ns and nd Rydberg Excited States of Jet Cooled I$_2$ between 53000 and 70000 cm$^{-1}$

The emphasis of this investigation was to record mass resolved one colour (2+1) REMPI excitation spectra of the Rydberg excited states of jet-cooled I$_2$ which improved upon the previous room temperature spectra. The study was also to act as a basis for a number of other investigations which required detailed spectral information on the Rydberg states of I$_2$. These included a (2+1') ZEKE-PFI investigation of the iodine molecular ion using a Rydberg intermediate state and an investigation of the Rydberg excited states of the I$_2$–Ar van der Waals complex. The (2+1) mass resolved REMPI excitation spectra of jet cooled I$_2$ has in fact managed to
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Figure 5.1

A schematic potential energy diagram of the known $ns$ and $nd$ Rydberg states above 53000 cm$^{-1}$ converging on the $X^2\Pi_{\Delta^3/2}$ and $X^2\Pi_{\Delta^1/2}$ ionic states of I$_2$. 
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resolve ion-pair fine structure in a number of the ion-pair/Rydberg mixed states enabling the \( \Omega \) quantum number of the Rydberg state to be determined and shown that a proposal put forward by Donovan et al. [19] to explain their polarisation results is incorrect. Throughout this investigation the assignments of Donovan et al. have not been changed. The iodine sample (Fisons) employed in this investigation was heated to approximately 100 °C and an argon carrier gas at pressures of 400-600 Torr was employed. The results are presented in order of increasing Rydberg principal quantum number.

5.3.1 The \([^2\Pi_{1/2}]_{6s}\) Rydberg System

The (2+1) mass resolved REMPI excitation spectrum recorded in the range 53200–55300 cm\(^{-1}\) two photon energy by monitoring the \( I_2^+ \) and \( I^+ \) mass channels is shown in Figure 5.2. The \([^2\Pi_{1/2}]_{6s} \) \( 1_g \) and \([^2\Pi_{1/2}]_{6s} \) \( 0_g^+ \) Rydberg states both give rise to regularly spaced progressions with narrow rotational contours and appear in both the \( I^+ \) and \( I_2^+ \) mass channels. These Rydberg states have previously been observed by both Dalby et al. [14] and Donovan et al. [19] in room temperature studies and Miller [16], both in a room temperature study and via jet-cooling. Vibrational bands up to \( v'=8 \) have been observed for the \( 1_g \) state with a vibrational frequency, \( \omega_{1g} = 244 \pm 1 \) cm\(^{-1}\), and up to \( v'=4 \) for the \( 0_g^+ \) state with a vibrational frequency, \( \omega_{0g^+} = 243 \pm 1 \) cm\(^{-1}\). These can both be compared with an \( \omega_k \) of 214.5 cm\(^{-1}\) for the ground state of the neutral [40]. Up to three sequence bands are also observed to the blue of each of the \((v',0)\) vibrational bands in the \( 1_g \) progression in the \( I^+ \) mass channel. The peak positions for the two Rydberg vibrational progressions, accurate to \( \pm 2 \) cm\(^{-1}\), are given in Table 5.2. A comparison with the previous study by Dalby et al. [14] reveals that the present values are consistently \( 7 \) cm\(^{-1}\) higher in energy. This is probably due to the lower rotational temperature (~15 K, cf. ~300K) and narrower laser bandwidth (0.4 cm\(^{-1}\) cf. 2 cm\(^{-1}\)) used in the present work. Although the peak positions and vibrational spacings of the \( 1_g \) progression are identical for the \( I^+ \) and \( I_2^+ \) mass channel spectra, the relative intensities within the
Figure 5.2 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I₂ recorded in the range 53200-55300 cm⁻¹ by monitoring the I₂⁺ and I⁺ mass channels.
progressions are quite different. This is in agreement with previous results [16,41] which have shown that the I$_2^+/I^+$ ratio in the 1$_g$ state decreases as $v'$ increases. The exact value of this ratio has been found to be power dependant which suggests that although the production of I$_2^+$ is a three-photon process, the production of I$^+$ requires a fourth photon. The observation of a decrease in intensity in the I$_2^+$ mass channel with increasing vibrational quantum number suggests that the absorption of a fourth photon takes the molecular ion to a dissociative ionic state. Increasing the vibrational level in the Rydberg state improves the vibrational Franck-Condon overlap with the dissociative state, such that by the time $v' =4$ is reached, dissociation of I$_2^+$ is almost complete. One further point of note for this system is its behaviour with circularly polarised light. Both the I$^+$ and I$_2^+$ mass channel spectra display net increases in intensity in agreement with the room temperature observations of Donovan et al. [19] and theory [42]. The weak vibrational structure appearing between the Rydberg vibrational bands in the I$^+$ mass channel arises from the I$_2$-Ar van der Waals complex and will be discussed in the following chapter.

5.3.2 The $[^2\Pi_{3/2}]_{e_g} 7s$ Rydberg System

The (2+1) REMPI excitation spectrum of I$_2$ in the range 62500-64500 cm$^{-1}$ has been reported by Wu and Johnson [17] using jet-cooling and time-of-flight mass spectrometric (TOFMS) detection. The observed bands, in that case, were assigned to a single $n$/$d$ Rydberg state progression. However, in a recent room temperature study of the gerade Rydberg states of iodine, Donovan et al. [19] reassigned the progression using polarisation data to the $[^2\Pi_{3/2}]_{e} 7s$; 2$_g$ and $[^2\Pi_{3/2}]_{e} 7s$; 1$_g$ overlapping Rydberg states. The mass resolved REMPI spectrum in the range 62250-64200 cm$^{-1}$ is shown in Figure 5.3. Clearly, the presence of two states is confirmed with the lower energy 2$_g$ state appearing in both the I$_2^+$ and I$^+$ mass channels, whereas the 1$_g$ state is only observed when collecting I$^+$. The peak positions accurate to ± 2 cm$^{-1}$ are given in Table 5.2. The vibrational bands associated with the progression in the 2$_g$ state (up to $v'$=4) have an $\omega_k = 234 \pm 1$ cm$^{-1}$. The vibrational bands of the 1$_g$
Figure 5.3 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I₂ recorded in the range 62250-64200 cm⁻¹ by monitoring both the I₂ and I⁺ mass channels. Note that the v=0 band of the [2Π₃/₂ 7s 1/2]₁g₂ progression is off scale.
Rydberg state, however, are heavily perturbed by an ion-pair state such that only an approximate \( \omega \) of 242 ± 5 cm\(^{-1}\) can be determined. The fact that the vibrational band intensities in the \( \Gamma^+ \) and \( I^+ \) mass channels in Figure 5.3 are directly comparable makes it possible to ascertain that the parent molecular ion (\( I_2^+ \)) is the dominant ionisation product in the 2\( \text{g} \) Rydberg state whereas the fragment \( \Gamma^+ \), is only a minor product. One further point of note is the behaviour of these two Rydberg states with circularly polarised light. The 1\( \text{g} \) Rydberg state displays an almost complete loss of intensity whereas the 2\( \text{g} \) state displays a net increase in intensity. The observed spectral differences with circularly and linearly polarised light will be discussed further below.

Table 5.2 Spectral peak positions and assignments for the (2+1) REMPI excitation spectra of \( I_2 \).

<table>
<thead>
<tr>
<th>([\Omega_c]n\ell; \Omega_s)</th>
<th>((v',v'')^a)</th>
<th>(0,1)</th>
<th>(0,0)</th>
<th>(1,0)</th>
<th>(2,0)</th>
<th>(3,0)</th>
<th>(4,0)</th>
<th>(5,0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>([\ell\Pi_{1a}]_e 6s; 0^+_e)</td>
<td>(0,1)</td>
<td>52988</td>
<td>53229</td>
<td>53471</td>
<td>53709</td>
<td>53948</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\ell\Pi_{1a}]_e 6s; 1^+_e)</td>
<td>53369</td>
<td>53582</td>
<td>53824</td>
<td>54064</td>
<td>54302</td>
<td>54538</td>
<td>54773</td>
<td></td>
</tr>
<tr>
<td>([\ell\Pi_{3a}]_e 5d; 2^+_e)</td>
<td>58361</td>
<td>58577</td>
<td>58778</td>
<td>59023</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\ell\Pi_{3a}]_e 5d; 1^+_e)</td>
<td>59695</td>
<td>59942</td>
<td>60187</td>
<td>60418</td>
<td>60689</td>
<td>60915</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\ell\Pi_{3a}]_e 5d)</td>
<td>60323</td>
<td>60536</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\ell\Pi_{5a}]_e 7s; 2^+_e)</td>
<td>62424</td>
<td>62639</td>
<td>62872</td>
<td>63104</td>
<td>63335</td>
<td>63565</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\ell\Pi_{3a}]_e 7s; 1^+_e)</td>
<td>63118</td>
<td>63332</td>
<td>63576</td>
<td>63806</td>
<td>64037</td>
<td>64269</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\ell\Pi_{1a}]_e 5d)</td>
<td>64098</td>
<td>64280</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\ell\Pi_{1a}]_e 5d)</td>
<td>64927</td>
<td>65155</td>
<td>65410</td>
<td>65646</td>
<td>65886</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\ell\Pi_{1a}]_e 7s; 0^+_e)</td>
<td>67778</td>
<td>67992</td>
<td>68218</td>
<td>68441</td>
<td>68660</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\ell\Pi_{3a}]_e 7s; 1^+_e)</td>
<td>68059</td>
<td>68274</td>
<td>68499</td>
<td>68716</td>
<td>68934</td>
<td>69160</td>
<td>69388</td>
<td></td>
</tr>
<tr>
<td>([\ell\Pi_{3a}]_e 8s; 2^+_e)</td>
<td>68129</td>
<td>68343</td>
<td>68577</td>
<td>68805</td>
<td>69030</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\ell\Pi_{3a}]_e 8s; 1^+_e)</td>
<td>68456</td>
<td>68668</td>
<td>68900</td>
<td>69128</td>
<td>69360</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Uncertainty ± 2 cm\(^{-1}\).

\(^b\) Strong interaction with an ion-pair state. Values are therefore estimated unperturbed levels.
An expanded spectrum of the $1_g$ vibrational progression from $v'=0-3$, observed by monitoring $I'$ is shown in Figure 5.4. The multiplet structure centred on $v'=1, 2$ and 3 is assigned to ion-pair structure and arises from a coupling of an ion-pair state with the $1_g$ Rydberg state. The measured average vibrational spacing of $\sim 14 \text{ cm}^{-1}$ enables us to unambiguously assign the ion-pair state as belonging to the first tier of states which dissociate to $I'$ ($^3P_2$) and $\Gamma$ ($^1S_0$) (see Table 5.1). The strong coupling between the states suggests that it is homogeneous in nature and further labels the ion-pair state as $1_g$. Consequently, we can assign it to the $\beta$ state since this is the only first tier ion-pair state of $1_g$ symmetry (see Table 5.1). Only weak ion-pair structure is observed around $v'=0$ of the Rydberg state while it appears at its strongest around $v'=1$ indicating that the potentials cross in this region. The irregular nature of the structure near each of the band maxima results from a Fermi resonance of the unperturbed Rydberg level with a near degenerate ion-pair level. A full simulation of the interaction between the $[^3\Pi_{3/2}]_c$ 7s; $1_g$ Rydberg state and the $\beta(1_g)$ ion-pair state has been carried out by Al-Kahali et al. [43]. The $\beta(1_g)$ ion-pair state band positions accurate to $\pm 2 \text{ cm}^{-1}$ are given in Table 5.3 and an indication of the position of the unperturbed Rydberg vibrational levels is given in the Figure 5.4. The vibrational numbering of the $\beta(1_g)$ ion-pair state levels is taken form Ref. [43].

5.3.3 The $[^2\Pi_{1/2}]_c$ 7s and $[^2\Pi_{3/2}]_c$ 8s Rydberg Systems

The (2+1) REMPI excitation spectrum of $I_2$ in the range 67800-69950 cm$^{-1}$ has been previously reported by Wu and Johnson [17]. The observed vibrational bands in that case were assigned to at least three $nd$ Rydberg state progressions but the complexity of the spectrum made a precise assignment impossible. The recent room temperature study by Donovan et al. [19] reassigned the vibrational bands to four $ns$ Rydberg states based on quantum defect assignments and polarisation data. The four overlapping Rydberg vibrational progressions were assigned to the $[^2\Pi_{1/2}]_c$ 7s; $0_g^+$ and $1_g$ and $[^2\Pi_{3/2}]_c$ 8s; $2_g$ and $1_g$ Rydberg states.
Figure 5.4 An expanded scan of the (2+1) REMPI excitation spectrum of jet-cooled I\textsubscript{2} recorded in the range 63200-64200 cm\textsuperscript{-1} showing rich ion-pair vibrational structure arising from an interaction of the $^{2}\Pi_{3/2}, 7s; 1\text{g}$ Rydberg state with the $\beta(1\text{g})$ ion-pair state. R denotes the position of the unperturbed Rydberg vibrational levels.
Table 5.3 Spectral peak positions and assignments for the $\beta(1_g)$ ion-pair state coupled to the $[{}^{2}\Pi_{3/2}]_{c} 7s; 1_g$ Rydberg state.

<table>
<thead>
<tr>
<th>$(v',0)$ a)</th>
<th>Transition energy / cm$^{-1}$ b)</th>
<th>$(v',0)$ a)</th>
<th>Transition energy / cm$^{-1}$ b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>523</td>
<td>63273</td>
<td>559</td>
<td>63765</td>
</tr>
<tr>
<td>524</td>
<td>63287</td>
<td>560</td>
<td>63781</td>
</tr>
<tr>
<td>525</td>
<td>63302</td>
<td>561</td>
<td>63793</td>
</tr>
<tr>
<td>526</td>
<td>63317</td>
<td>562</td>
<td>63802/63809</td>
</tr>
<tr>
<td>539</td>
<td>63492</td>
<td>563</td>
<td>63820</td>
</tr>
<tr>
<td>540</td>
<td>63505</td>
<td>564</td>
<td>-</td>
</tr>
<tr>
<td>541</td>
<td>63520</td>
<td>565</td>
<td>63845</td>
</tr>
<tr>
<td>542</td>
<td>63535</td>
<td>566</td>
<td>63858</td>
</tr>
<tr>
<td>543</td>
<td>63549</td>
<td>567</td>
<td>63870</td>
</tr>
<tr>
<td>544</td>
<td>63562</td>
<td>568</td>
<td>63882</td>
</tr>
<tr>
<td>545</td>
<td>63572/63582</td>
<td>569</td>
<td>63897</td>
</tr>
<tr>
<td>546</td>
<td>63591</td>
<td>570</td>
<td>63909</td>
</tr>
<tr>
<td>547</td>
<td>63605</td>
<td>571</td>
<td>-</td>
</tr>
<tr>
<td>548</td>
<td>63620</td>
<td>572</td>
<td>63934</td>
</tr>
<tr>
<td>549</td>
<td>63633</td>
<td>577</td>
<td>63997</td>
</tr>
<tr>
<td>550</td>
<td>63647</td>
<td>578</td>
<td>64010</td>
</tr>
<tr>
<td>551</td>
<td>63662</td>
<td>579</td>
<td>64023</td>
</tr>
<tr>
<td>552</td>
<td>63675</td>
<td>580</td>
<td>64034/64041</td>
</tr>
<tr>
<td>553</td>
<td>-</td>
<td>581</td>
<td>64050</td>
</tr>
<tr>
<td>554</td>
<td>63700</td>
<td>582</td>
<td>64062</td>
</tr>
<tr>
<td>555</td>
<td>63713</td>
<td>598</td>
<td>64260</td>
</tr>
<tr>
<td>556</td>
<td>63727</td>
<td>599</td>
<td>64274</td>
</tr>
<tr>
<td>557</td>
<td>63739</td>
<td>600</td>
<td>64288</td>
</tr>
<tr>
<td>558</td>
<td>63753</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a) Vibrational numbering taken from Ref. [43].

b) Uncertainty ±2 cm$^{-1}$. 
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The mass resolved (2+1) REMPI spectrum of I$_2$ recorded in the two-photon energy range 67250 to 70000 cm$^{-1}$ is shown in Figure 5.5. It should be noted that the I$^+$ mass channel must be scaled by a factor of approximately four when making intensity comparisons between the two mass channels. The peak positions of the four Rydberg states resolved in Figure 5.5 accurate to ± 2 cm$^{-1}$ are given in Table 5.2. The two 1$_g$ states again dominate the I$^+$ mass channel in agreement with the behaviour observed in the lower energy $[^2\Pi_{3/2}]c$ 7s system. However, in contrast to the $[^2\Pi_{3/2}]c$ 7s system, the two 1$_g$ states also appear in the I$_2^+$ mass channel with comparable intensities to the 0$_g^+$ and 2$_g$ states. The intensity ratio (I$_2^+/I^+$) of the vibrational bands of the 2$_g$ and 0$_g^+$ Rydberg states as the Rydberg vibrational quantum number increases shows a broad similarity to that observed for the $[^2\Pi_{1/2}]c$ 6s; 1$_g$ Rydberg state. This would suggest that these Rydberg states also undergo the absorption a fourth photon to a dissociative state where the vibrational Franck-Condon overlap with the dissociative state improves with increasing vibrational quantum number in the Rydberg state. The $[^2\Pi_{1/2}]c$ 7s; 0$_g^+$ Rydberg state has an $\omega_b$ of 230 ± 1 cm$^{-1}$ whereas the $[^2\Pi_{3/2}]c$ 8s; 2$_g$ state has an $\omega_b$ of 238 ± 1 cm$^{-1}$. In contrast to the 0$_g^+$ and 2$_g$ Rydberg states, both the 1$_g$ Rydberg vibrational progressions are observed predominantly in the I$^+$ mass channel and show anomalous vibrational intensity distributions. The $[^2\Pi_{1/2}]c$ 7s; 1$_g$ Rydberg state has an $\omega_b$ of 217 ± 4 cm$^{-1}$ whereas the $[^2\Pi_{3/2}]c$ 8s; 1$_g$ Rydberg state has an $\omega_b$ of 230 ± 4 cm$^{-1}$. The large uncertainties in the vibrational frequencies of the two 1$_g$ states along with the anomalous intensities support some form of perturbation in the neutral Rydberg states and/or in the ionisation continuum. The (2+1) REMPI spectra of the I$^+$ and I$_2^+$ mass channels recorded between 68100 and 69250 cm$^{-1}$ with linearly and circularly polarised light are shown in Figures 5.6 and 5.7, respectively. Both mass channels demonstrate a loss of intensity in the 1$_g$ Rydberg vibrational bands only. This point will be discussed further in a later section.
Figure 5.5 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I\textsubscript{2} recorded in the range 67250-70000 cm\textsuperscript{-1} by monitoring both the I\textsuperscript{2+} and I\textsuperscript{+} mass channels. Note that in the upper spectrum, all four Rydberg states appear with comparable intensity whilst in the lower spectrum the 1\textsubscript{g} states dominate.
Figure 5.6 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled $\text{I}_2$ recorded in the range 68100-69250 cm$^{-1}$ by monitoring the $\Gamma^+$ mass channel with both linearly and circularly polarised light. Some of the $1_g$ vibrational peak maxima have been removed from the figure to enhance the weaker vibrational structure.
Figure 5.7 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled $I_2$ recorded in the range 68100-69250 cm$^{-1}$ monitoring the $I_2^+$ mass channel with both linearly and circularly polarised light. The $I_2^+$ vibrational peak maxima are off scale to enhance the weaker vibrational structure.
5.3.4 The $[^2\Pi_{3/2}]_{c\ell}$ 5d Rydberg States

In the room temperature study of Donovan et al., three weak 5d states associated with the $[^2\Pi_{3/2}]$ core were observed. The lowest energy of these was observed in the region between 58000 and 59500 cm$^{-1}$ and consisted of five broad features with Rydberg like spacings and a band origin at 58580 cm$^{-1}$. The jet-cooled (2+1) mass resolved REMPI spectrum in the same region (see Figure 5.8) reveals extensive vibrational structure in the $I^+$ mass channel associated with each of the Rydberg bands. This structure extends more than two thousand wavenumbers below the origin of the Rydberg progression. The $I_2^+$ mass channel in comparison, displays significantly less vibrational structure associated with each of the Rydberg bands. The low frequency structure can be assigned to an ion-pair progression similar to that observed in the $[^2\Pi_{3/2}]_c 7s$ system. The ion-pair vibrational band assignments and positions are given in Table 5.4. The Rydberg vibrational level observed at ~58577 cm$^{-1}$ is assigned to the band origin, the 216 cm$^{-1}$ separation between this band and the one to lower energy being indicative of a hot band. The strong ion-pair intensity can again be assumed to be induced by homogeneous mixing between an ion-pair state and this 5d Rydberg state. The ion-pair vibrational structure forms a rather irregular progression whose average vibrational spacing of ~25 cm$^{-1}$ once again suggests that it must be a first tier state. One possibility as to the identity of this ion-pair state is the $E(0_g^+)$ state which has been observed by Double Resonance Ionisation Nozzle Cooled Spectroscopy (DRINCS) and was found to consist of a regular progression (to within ± 0.5 cm$^{-1}$) [5]. However, any perturbation in the ion-pair structure should also show up in the DRINCS spectrum which suggests that the present ion-pair structure cannot be assigned to the E state. An identification of this state will be made in section 5.4.

Two further 5d $[^2\Pi_{3/2}]_c$ progressions were observed by Donovan et al. in the region between 59500 and 61000 cm$^{-1}$. The lower energy vibrational progression was observed up to $v'=3$ and was assigned as having $1_g$ symmetry on the basis of a rotational band contour analysis [19] whereas the higher energy vibrational
Figure 5.8 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I$_2$ recorded in the range 57750-59500 cm$^{-1}$ by monitoring both the I$_2^+$ and I$^+$ mass channels. Both spectra display rich ion-pair structure arising from an interaction of the [2$^2$Π$_{3/2}$]$_c$ 5d; 2_g Rydberg state with the D'(2_g) ion-pair state.
progression only consisted of two bands (v' = 0 and 1) and was assigned a band origin of 60316 cm⁻¹. The equivalent jet-cooled spectrum is shown in Figure 5.9. The 1g progression which dominates the I₂⁺ mass channel spectrum extends up to v' = 7 and shows rather irregular vibrational spacings (see Table 5.2). The sudden drop in intensity observed above v' = 3 is the result of a weak avoided crossing with the β(1g) ion-pair state. The avoided crossing also displaces the v' = 3 and v' = 4 levels by ~20 cm⁻¹. This 5d Rydberg state and the ion-pair/Rydberg interaction has been investigated in more detail in a room temperature study by Kvaran et al. [44]. The lower spectrum in Figure 5.9 was recorded by monitoring the I⁺ mass channel. Although the 1g progression is present, two multiplet features are also observed, the most intense of which lies at 60536 cm⁻¹. The enhancement of these features in the I⁺ spectrum relative to the I₂⁺ spectrum suggests that they originate from a different Rydberg state to that which dominates the I₂⁺ mass channel spectrum. The separation of these features is about 213 cm⁻¹ which labels the lower energy band as a hot band. This disagrees, however, with Donovan et al. 's assignment which placed the band origin at 60316 cm⁻¹. The multiplet structure, which is basically composed of two side peaks and a single more intense central peak, arises from a crossing of the Rydberg state vibrational levels with one of the first tier ion-pair states. The central peak in this case is the unperturbed Rydberg level and the two side peaks are ion-pair levels. An appropriate pair of E(0g⁺) state ion-pair levels have been observed by DRINCS [5] and although the two sets of data lie within the experimental error of ± 2 cm⁻¹ an unambiguous assignment cannot be made in this case.
Figure 5.9 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I₂ recorded in the range 59750-61750 cm⁻¹ by monitoring both the I₂⁺ and I⁺ mass channels. An avoided crossing between the [²Π₃/₂]c 5d; 1g state and the β(1g) state results in irregular vibrational spacings in the upper figure whilst an interaction between another [²Π₃/₂]c 5d Rydberg state and an ion-pair state results in the appearance of weak ion-pair vibrational structure in the lower spectrum.
Table 5.4 Spectral peak positions and assignments for the D'(2g) ion-pair state coupled to the $[^2\Pi_{3/2}]_{s} 5d; 2g \text{ Rydberg state.}$

<table>
<thead>
<tr>
<th>(v',0) a)</th>
<th>Transition energy / cm$^{-1}$ b)</th>
<th>(v',0) a)</th>
<th>Transition energy / cm$^{-1}$ b)</th>
<th>(v',0) a)</th>
<th>Transition energy / cm$^{-1}$ b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>267</td>
<td>57174</td>
<td>293</td>
<td>58032</td>
<td>319</td>
<td>58769</td>
</tr>
<tr>
<td>268</td>
<td>57208</td>
<td>294</td>
<td>58062</td>
<td>320</td>
<td>58792</td>
</tr>
<tr>
<td>269</td>
<td>57241</td>
<td>295</td>
<td>58093</td>
<td>321</td>
<td>58816</td>
</tr>
<tr>
<td>270</td>
<td>57275</td>
<td>296</td>
<td>58126</td>
<td>322</td>
<td>58836</td>
</tr>
<tr>
<td>271</td>
<td>57309</td>
<td>297</td>
<td>58158</td>
<td>323</td>
<td>58868</td>
</tr>
<tr>
<td>272</td>
<td>57348</td>
<td>298</td>
<td>58187</td>
<td>324</td>
<td>–</td>
</tr>
<tr>
<td>273</td>
<td>57379</td>
<td>299</td>
<td>58217</td>
<td>325</td>
<td>58920</td>
</tr>
<tr>
<td>274</td>
<td>57412</td>
<td>300</td>
<td>58248</td>
<td>326</td>
<td>58947</td>
</tr>
<tr>
<td>275</td>
<td>57446</td>
<td>301</td>
<td>58279</td>
<td>327</td>
<td>58972</td>
</tr>
<tr>
<td>276</td>
<td>57480</td>
<td>302</td>
<td>58308</td>
<td>328</td>
<td>58997</td>
</tr>
<tr>
<td>277</td>
<td>57513</td>
<td>303</td>
<td>58339</td>
<td>329</td>
<td>59027</td>
</tr>
<tr>
<td>278</td>
<td>57546</td>
<td>304</td>
<td>58370</td>
<td>330</td>
<td>59048</td>
</tr>
<tr>
<td>279</td>
<td>57580</td>
<td>305</td>
<td>58398</td>
<td>331</td>
<td>59073</td>
</tr>
<tr>
<td>280</td>
<td>57613</td>
<td>306</td>
<td>58430</td>
<td>332</td>
<td>59098</td>
</tr>
<tr>
<td>281</td>
<td>57646</td>
<td>307</td>
<td>58459</td>
<td>333</td>
<td>59125</td>
</tr>
<tr>
<td>282</td>
<td>57678</td>
<td>308</td>
<td>58489</td>
<td>334</td>
<td>59150</td>
</tr>
<tr>
<td>283</td>
<td>57710</td>
<td>309</td>
<td>58519</td>
<td>335</td>
<td>59175</td>
</tr>
<tr>
<td>284</td>
<td>57742</td>
<td>310</td>
<td>58547</td>
<td>336</td>
<td>–</td>
</tr>
<tr>
<td>285</td>
<td>57777</td>
<td>311</td>
<td>58571</td>
<td>337</td>
<td>59225</td>
</tr>
<tr>
<td>286</td>
<td>57809</td>
<td>312</td>
<td>58583</td>
<td>338</td>
<td>59251</td>
</tr>
<tr>
<td>287</td>
<td>57841</td>
<td>313</td>
<td>–</td>
<td>339</td>
<td>59276</td>
</tr>
<tr>
<td>288</td>
<td>57872</td>
<td>314</td>
<td>–</td>
<td>340</td>
<td>59301</td>
</tr>
<tr>
<td>289</td>
<td>57902</td>
<td>315</td>
<td>58660</td>
<td>341</td>
<td>59326</td>
</tr>
<tr>
<td>290</td>
<td>57939</td>
<td>316</td>
<td>58693</td>
<td>342</td>
<td>59350</td>
</tr>
<tr>
<td>291</td>
<td>57979</td>
<td>317</td>
<td>58719</td>
<td>343</td>
<td>59371</td>
</tr>
<tr>
<td>292</td>
<td>58002</td>
<td>318</td>
<td>58744</td>
<td>344</td>
<td>59403</td>
</tr>
</tbody>
</table>

a) Vibrational numbering taken from Ref. [45].

b) Uncertainty ± 2 cm$^{-1}$. 

---

Chapter 5. The Gerade Rydberg States and Ground Ionic State of I$_2$
5.3.5 The $[^2\Pi_{1/2}]_{c\phi}$ 5d Rydberg States

Three $[^2\Pi_{1/2}]_{c\phi}$ 5d progressions were identified in the room temperature spectrum in Ref. [19] between 64000 and 66000 cm$^{-1}$. Due to the fact that none of the 5d Rydberg states displayed the same polarisation behaviour as the ns Rydbergs above 62000 cm$^{-1}$, the $\Omega$ values of these Rydbergs could not be determined. The jet cooled spectrum between 63900 and 64300 cm$^{-1}$ contains two vibrational bands identical to those observed in the room temperature study with the band origin assigned as 64098 cm$^{-1}$, in agreement with Donovan et al. (see Table 5.2). Each Rydberg vibrational band also had a number of ion-pair bands surrounding it with separations of $\sim$ 30 cm$^{-1}$. This separation is characteristic of a second tier ion-pair state, i.e. a $0_{g}^+$ or $1_{g}$ state, since no $2_{g}$ second tier state exists, but other than that the exact assignment of the symmetry of this Rydberg state can not be determined. The two higher energy $[^2\Pi_{1/2}]_{e}$ 5d progressions observed in the room temperature spectrum are observed as a single progression in the mass resolved jet-cooled spectrum shown in Figure 5.10 with an origin at 64927 cm$^{-1}$ (see Table 5.2). Irregularly spaced vibrational bands are observed in the $I_2^+$ mass channel with the $v'=1$ and $v'=2$ levels displaced by about 13 cm$^{-1}$ from their expected positions. All the vibrational bands are significantly broader in the spectrum which may be due to an interaction with an ion-pair, state such as the E$(0_{g}^+)$, which has a high density of ion-pair levels in this region. The I$^+$ mass channel spectrum in contrast to the $I_2^+$ mass channel spectrum contains numerous atomic I$^+$ lines which were identified in Ref. [19], some of which overlap the Rydberg vibrational bands (e.g. $v'=3$).

5.4 Discussion

One of the most interesting effects observed in this investigation of the Rydberg states of $I_2$ was the behaviour of the individual ion products ($I_2^+$ and I$^+$) when the Rydberg states were excited with circularly polarised light. In a two photon transition, a net increase in intensity of 1.5 is expected with circularly polarised light.
Figure 5.10 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I$_2$ recorded in the range 64500-66300 cm$^{-1}$ by monitoring both the I$_2^+$ and I$^+$ mass channels. Note the broadness of the peaks in the [$^2\Pi_{1/2}$]$_e$ 5d Rydberg state. The starred peaks in the lower spectrum are due to atomic iodine.
for all rotational branches with $\Delta \Omega = 0, \pm 1,$ and $\pm 2$ except for the Q branch of a $\Delta \Omega = 0$ transition which is J dependant and can range from 0 to 0.25 [42]. In the case of molecular $I_2$, the two photon transition originates in the totally symmetric $X \ ^1\Sigma_g^+$ ground electronic state and therefore a $\Delta \Omega = 0$ transition must terminate on a $0_g^+$ state. However, Donovan et al. [19] discovered that the band intensity of all the $1_g$ $ns$ Rydberg states above 62000 cm$^{-1}$ was almost completely reduced to zero when excited with circularly polarised light. The $0_g^+$ and $2_g$ Rydberg states on the other hand displayed a net increase in intensity. It was proposed that this observed loss in intensity in the $1_g$ bands resulted from the $1_g$ Rydberg states being predissociated by a repulsive valence state to give ground state atoms which in turn were ionised via a coherent three photon process. It is well known that the yield for non-resonant ion formation in atoms can be dramatically reduced with circularly polarised light compared with linearly polarised light [46,47]. This proposal, however, could not be confirmed with total ion current measurements.

The mass resolved (2+1) REMPI excitation spectra of these Rydberg states offered the opportunity to establish whether the model correctly explained the observed behaviour. The observation of the $[^3\Pi_{3/2}]c\ 7s; 1_g$ Rydberg state in only the $I^+$ mass channel (see Figure 5.3) and its loss of intensity with circularly polarised light would seem to confirm the model proposed by Donovan et al. However, the behaviour of $[^3\Pi_{1/2}]c\ 7s; 1_g$ and $[^3\Pi_{3/2}]c\ 8s; 1_g$ Rydberg states disagrees with these observations. The $I^+$ mass channel spectra of the four Rydberg states is shown in Figure 5.6 and as proposed the $1_g$ vibrational bands are the only ones to lose their intensity with circularly polarised light. However, Figure 5.7 shows that this loss of intensity in the $1_g$ states is not limited to the $I^+$ mass channel but is also observed in the parent molecular ion ($I_2^+$) mass channel. These observations would therefore seem to suggest that the existence of a neutral $1_g$ predissociation channel cannot be the correct explanation for the behaviour of the $1_g$ states with circularly polarised light. This unusual polarisation phenomenon has recently been supported by similar
observations in a (2+1) REMPI study of the Rydberg states of Cl₂ [48], in which all the high lying ns Rydberg states with n>4, were also found to lose their intensity with circularly polarised light. The observations in Cl₂ support an idea that it may in fact be the lowest Rydberg state in both Cl₂ (n=4) and I₂ (n=6) which is not behaving as expected with circularly polarised light, rather than the higher Rydberg states. However, given the obvious inapplicability of the theoretical explanation to account for the behaviour of the ns Rydberg states (n>6 for I₂) with circularly polarised light, an adequate explanation for the observations cannot be found at present.

The present study of the jet-cooled (2+1) mass resolved REMPI spectra of I₂ permit some observations to be made concerning the interactions between Rydberg and ion-pair states. An interaction between an ion-pair state and a Rydberg state is favoured if their molecular orbital configurations differ by no more than one, two electron excitation e.g. the [1432] β(1g) and D'(2g) ion-pair states might be expected to mix with the [2430] Rydberg states, whereas the [2242] E(0g⁺) ion-pair state would not. It has, however, been noted that in certain cases, such as the E(0g⁺) ion-pair state [5], [1432] character can be gained from some of the other ion-pair states, in this example the f(0g⁺) state, allowing them to interact with Rydberg states. However, even using this criterion many crossings which might be expected to involve interactions are not observed in the REMPI spectra. Clearly the interactions between Rydberg and ion-pair states are very complex and cannot be fully explained at present.

To clarify the situation for I₂ within the bounds of the experimental observations, a schematic representation of the electronic state potentials which explain the experimental observations most effectively is shown in Figure 5.11. The Rydberg states are described by Morse potentials all of which have an assumed average dissociation energy of ~15000 cm⁻¹. The Tₑ values are calculated from the experimental results and the rₑ values are for the most part derived from Franck-Condon calculations. A value for rₑ derived in this way for the [²Π₁/₂]c 6s; 1g Dalby
A schematic potential energy diagram of I₂ depicting the possible Rydberg/ion-pair interactions. The ion-pair potentials drawn with solid lines are taken from experimentally fitted data, whereas the dotted ion-pair potentials are fitted to the observed interactions. The crossings of states which result in an observable interaction are indicated by circles.
system (2.577 Å) compares very favourably with a value determined from a rotational band contour analysis of the v' = 0 band of 2.566 Å [49]. An r_e value of 2.56 Å has been assumed for all the 5d Rydberg states based on a recent room temperature study of the [\textsuperscript{2} \Pi_{3/2}]_c 5d; 1_g Rydberg state of I_2 by Kvaran et al. [44].

Franck-Condon calculations of the 5d Rydberg states would have been meaningless as the vibrational bands gain most of their intensity from ion-pair interactions. The ion-pair potentials are, with the exception of the β(1_g) and D'(2_g) states, taken from Ref. [5]. The β(1_g) ion-pair state potential was drawn to fit the assumed interactions with Rydberg states, i.e. the [\textsuperscript{2} \Pi_{3/2}]_c 5d; 1_g state at v' = 3 as proposed by Kvaran et al. [44] and the [\textsuperscript{2} \Pi_{3/2}]_c 7s; 1_g state at v' = 1, as observed experimentally. The crossings of states which result in an observable interaction are indicated by circles. Obviously there are other ion-pair states of the correct symmetry which have not been considered such as the G(1_g) in the second tier and the f(0_g^+) in the third tier (see Table 5.1). However, at present it is impossible to say to what extent these influence the observed REMPI spectra.

The potentials shown in Figure 5.11 can be used to propose a possible assignment for the lowest energy [\textsuperscript{2} \Pi_{3/2}]_{c-s} 5d Rydberg state discussed in section 5.3.4 and the ion-pair state with which it interacts. Based on the knowledge that the β(1_g) ion-pair state crosses the [\textsuperscript{2} \Pi_{3/2}]_c 5d; 1_g state at v' = 3 and crosses the [\textsuperscript{2} \Pi_{3/2}]_c 7s; 1_g state at v' = 1, it cannot therefore cross the [\textsuperscript{2} \Pi_{3/2}]_{c-s} 5d state near its band origin which lies at 58577 cm\(^{-1}\), as shown in Figure 5.11. From the vibrational spacing the ion-pair state is a first tier state and from Table 5.1 the only other ion-pair states which are accessible in a two photon transition are the E(0_g^+) and D'(2_g). The E(0_g^+) has already been dismissed as the interacting ion-pair state so the only remaining possibility is the D'(2_g) ion-pair state. Consequently we can assign the lowest lying [\textsuperscript{2} \Pi_{3/2}]_{c-s} 5d state whose origin lies at 58577 cm\(^{-1}\) as having 2_g symmetry and the D'(2_g) can be drawn as in Figure 5.11 to cross near the band origin. A full simulation of this mixed Rydberg/ion-pair spectrum has been carried out by in Ref. [43].
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Theoretically, a two-photon transition from the ground state can access sixteen 5d Rydberg states; seven converging on the \( ^3\Pi_{3/2} \) ionic core and nine converging to the \( ^3\Pi_{1/2} \) ionic core. The fact that only five of these sixteen 5d Rydberg states are observed in the (2+1) REMPI spectrum of I₂ is very surprising. Those 5d Rydbergs which are observed, however, are heavily perturbed in some way, either having identifiable ion-pair structure or irregularly spaced and incomplete progressions with anomalous intensity distributions. This would seem to imply that these 5d Rydbergs are only observed as a result of an interaction with an ion-pair state. The (2+1) REMPI excitation spectra recorded in this study and shown in Ref. [19] also indicate that no ion-pair structure is observed unless it is mixed with a Rydberg state, be it an ns or an nd Rydberg state. It can therefore be concluded that the 5d Rydbergs observed in the (2+1) REMPI spectra gain their two-photon intensity from the Rydberg character of the state and acquire greatly increased ionisation efficiency from the ion-pair character. It is well known that ionisation of unperturbed ion-pair states is a facile process [5]. The lack of spectral evidence for the other eleven 5d Rydberg states suggests that they are either crossed by an ion-pair state outside the Franck-Condon allowed region or, more probably, are not mixed with an ion-pair state giving them a route to the ionisation continuum.

The dominance of Rydberg states rather than the ion-pair states in (2+1) REMPI spectra of the diatomic halogens has proved quite surprising [50]. Various theories have therefore been put forward to explain this lack of ion-pair structure. One possibility concerns an energetic limitation which makes it difficult to ionise out of an ion-pair state with its large equilibrium bond length. However, the E\( (0') \) ion-pair state of ICl [51] has recently been observed in a (2+1) REMPI study, proving that energetic requirements are not a limitation to the observation of ion-pair states. A proposal, involving the two-photon excitation path to the ion-pair state, was also put forward to explain why the E\( (0') \) ion-pair state was the only one to be observed in the (2+1) REMPI study of ICl [51]. Exactly why no ion-pair states are observed directly in a (2+1) REMPI investigation of the diatomic homonuclear halogens and only one has been observed in a (2+1) REMPI investigation of the heteronuclear
diatomic halogens is still unclear. They are certainly not predissociated as evidenced by their abundance in two colour optical double resonance investigations [4,52,53].

One important general observation which can be made about these gerade Rydberg states is that, with the exception of the $^3\Sigma_g^+$ $7s; 1_g$ state, all states with an $ns$ Rydberg electron have reasonably regular unperturbed vibrational progressions. In contrast, all the observed 5d states are heavily perturbed either having identifiable ion-pair structure or irregular intensities and vibrational separations.

5.5 ZEKE-PFI Photoelectron Spectroscopy of Rydberg Excited $I_2$

The ionic states of the homonuclear diatomic halogens have been studied in detail with conventional PES [54] and as was shown in the previous chapter, threshold photoelectron spectroscopy. However, the only halogen containing diatomics which have been studied with ZEKE-PFI photoelectron spectroscopy are the halogen acids, HF [55], HCl [56] and HI [57]. Their large rotational constants making them very suitable candidates for investigation. Ideally it would be nice to carry out a ZEKE-PFI investigation of the diatomic halogen cations with a two colour (1+1') ionisation scheme. However, the halogens and more specifically $I_2$, lack suitably positioned bound valence states in the UV. An alternative excitation scheme in $I_2$ is to use the low lying valence $B^3\Pi_{0^-}$ state. Unfortunately, the possibility of accidental ion-pair resonances at the second photon level in a (1+2') experiment makes this excitation scheme unreliable. The only option therefore, is to use some of the bound gerade Rydberg states previously characterised, as intermediates in a (2+1') excitation scheme. A number of experimental restrictions are, however, placed on the choice of the Rydberg intermediate state for the two colour ZEKE-PFI experiments. A (2+1') experiment requires high photon fluxes in both the pump and probe lasers and consequently this limits the choice of laser dyes. In this respect it is a considerable advantage if we can use the fundamental wavelength of a particular dye for the probe laser rather than generating the second harmonic as is often the case. Secondly, the wavelength of the probe laser is restricted by the dyes available, which
in practice limits us to the generation of light with a wavelength less than 900 nm. This confines the possible Rydberg intermediates to those with a principle quantum number less than 8. Assuming that core preservation holds upon ionisation, the choice of Rydberg intermediates is therefore restricted to the \( \left[ ^2\Pi_{3/2}\right]_{c,8} 7s \) and \( \left[ ^2\Pi_{1/2}\right]_{c,8} 7s \) Rydberg states for ionisation into their respective ionic spin-orbit components.

The ZEKE-PFI spectra of the \( \left[ ^2\Pi_{3/2}\right] \) ionic core presented in section 5.6.2 via \( v'=0-2 \) of the \( \left[ ^2\Pi_{3/2}\right]_{c} 7s \) Rydberg state were recorded with an extraction potential of 5.32 V/cm whereas the ZEKE-PFI spectrum recorded via \( v'=3 \) employed an extraction potential of 1 V/cm. The ZEKE-PFI spectra of the \( \left[ ^2\Pi_{1/2}\right] \) ionic core presented in section 5.7.2 via \( v'=0-1 \) of the \( \left[ ^2\Pi_{1/2}\right]_{c} 7s \) Rydberg state were recorded with an extraction potential of 5.32 V/cm whereas the ZEKE-PFI spectrum recorded via \( v'=2 \) employed an extraction potential of 2 V/cm. All the ZEKE-PFI spectra were recorded with a delay of 586 ns.

5.6 The \( X \ ^2\Pi_{g,3/2} \) Ionic State of \( I_2 \)

5.6.1 The (2+1) REMPI Spectrum of \( I_2 \) in the Range 62250 to 64250 cm\(^{-1}\)

Ionisation into the lower \( X \ ^2\Pi_{g,3/2} \) spin-orbit ionic state of \( I_2^+ \) is nominally favoured for a transition via a Rydberg state having a \( \left[ ^2\Pi_{3/2}\right] \) core. The most suitable system from the point of experimental convenience is the \( \left[ ^2\Pi_{3/2}\right]_{c} 7s \) system at around 63000 cm\(^{-1}\) which is composed of two overlapping states i.e. \( \left[ ^2\Pi_{3/2}\right]_{c} 7s \) \( 1_g \) and \( \left[ ^2\Pi_{3/2}\right]_{c} 7s \) \( 2_g \). The mass resolved (2+1) REMPI excitation spectrum of jet-cooled \( I_2 \) in this region is presented in Figure 5.3 and has been discussed in section 5.3.2.
5.6.2 The (2+1') ZEKE-PFI Spectrum of I$_2$ Ionised via the [2$^3\Pi_{3/2}$]$_e$ 7$s$; 2$^g$ Rydberg State

The two colour (2+1') ZEKE-PFI spectra of I$_2$ ionised via the band origin of the [2$^3\Pi_{3/2}$]$_e$ 7$s$; 2$^g$ Rydberg state at 62639 cm$^{-1}$ as well as via the first three vibrationally excited levels are presented in Figure 5.12. In the spectrum recorded via the band origin (Figure 5.12(a)), the most intense peak corresponds to the $\Delta v=0$ transition to the $v'^*=0$ level in the ion. The total indicated transition energy to this level is 75066 ± 2 cm$^{-1}$ which nominally represents the adiabatic ionisation energy of the X $^2\Pi_{g,3/2}$ state. However, in order to determine the true ionisation energy, the effects of field ionisation need to be corrected for. The equation describing field ionisation in I$_2$ was determined in chapter 3 to be $(1.60 \pm 0.3)F(V / cm)$, which with an extraction potential of 5.32 V/cm, results in a field free ionisation energy of 75069 ± 2 cm$^{-1}$. This compares with the previous value determined in the threshold study and the Ne(I) photoelectron spectrum of Higginson et al. [38] of 75098 ± 16 cm$^{-1}$.

A weak vibrational progression built upon the origin band extends up to $v'^*=4$. The dominance of the origin peak in the spectrum reflects the minimal geometry change experienced by the molecule upon ionisation. This is to be expected given that ionisation occurs from a Rydberg state whose potential is very similar to the X $^2\Pi_{g,3/2}$ ionic state potential to which it converges. However, the progression does extend to rather higher $v$ than would be expected on the basis of Franck-Condon factors. This behaviour is even more marked in the spectrum in Figure 5.12(b) recorded via $v=1$ in the [2$^3\Pi_{3/2}$]$_e$ 7$s$; 2$^g$ state. Here, once again the $\Delta v=0$ transition dominates the spectrum, but the $v'^*=0$ peak appears this time with an intensity almost matching that of $v'^*=1$. Even more remarkable is that the I$_2$ stretching progression can be followed as high as $v'^*=7$. This behaviour continues in Figure 5.12(c) and (d) as the level of vibrational excitation in the intermediate Rydberg state is increased. Although all the spectra show a broadly $\Delta v=0$ propensity, the distribution of peak intensities is clearly not classically Franck-Condon in nature.
The (2+1') ZEKE-PFI photoelectron spectra of I₂ recorded via the \([^3\Pi_{3/2}]_c \, 7s; 2_g\) Rydberg excited state. The vertical arrows indicate the \(\Delta v=0\) transitions and the small peaks marked with a * indicate accidental A→X neutral state resonance's.
The large intensity of the $\nu^*=0$ peak in Figure 5.12(d) is due to an overlap of the $\nu=3$ level of the $[^2\Pi_{3/2}]_e 7s; 2_g$ state with the band origin of the $[^2\Pi_{3/2}]_e 7s; 1_g$ state (see Figure 5.3) which results in a superposition of two ZEKE-PFI spectra. However, since most of the transition intensity arising from ionisation of the band origin of the $[^2\Pi_{3/2}]_e 7s; 1_g$ state will probably be concentrated in the $\nu^*=0$ peak (by analogy with the ZEKE-PFI spectrum in Figure 5.12(a)), we can be fairly confident that the peak intensity distribution to higher $\nu$ in the ion essentially reflects that which would arise mainly from ionisation of $\nu=3$ of the $[^2\Pi_{3/2}]_e 7s; 2_g$ state.

A plot of $\Delta G_{\nu+1/2} \text{ vs } \nu$ from Figure 5.12(b) yields values for $\omega_e$ and $\omega_x e$ of $I_2^+ X \, ^2\Pi_{e,3/2}$ of $240 \pm 1$ cm$^{-1}$ and $0.77 \pm 0.05$ cm$^{-1}$, respectively, in good agreement with the values determined by van Lonkhuyzen and de Lange [54] in their H-Lyman $\alpha$ study of $242 \pm 15$ cm$^{-1}$ and $\sim 1$ cm$^{-1}$, respectively. The field free peak positions accurate to $\pm 2$ cm$^{-1}$ for the $X \, ^2\Pi_{e,3/2}$ ionic state pumping $\nu=1$ of the $[^2\Pi_{3/2}]_e 7s; 2_g$ Rydberg state are given in Table 5.5.

One final point of note is the appearance of some weak peaks in Figure 5.12(c) and (d) which cannot be assigned to any vibrational progression in $I_2^+$. The linewidths of these peaks are significantly narrower than the other peaks in the ZEKE-PFI spectrum which is strongly suggestive of an accidental neutral state resonance which gives rise to the production of ZEKE electrons. In fact all these extra peaks can be assigned to valence $A \leftarrow X$ transitions [32] in neutral $I_2$ promoted by absorption of a probe laser infrared photon. The $A \, ^3\Pi_{1_u}$ state level populated in this process then absorbs one of the pump laser photons in a second accidental resonant transition to an ion-pair state which in turn absorbs further photons ultimately resulting in ionisation. The exact process which creates ZEKE electrons from this excitation scheme is unknown although it is believed to involve repulsive ionic states.
Table 5.5 The field free peak positions for the $X^2\Pi_{g,3/2}$ ionic state pumping $v=1$ of the $[^1\Pi_{3/2}]_e 7s; 2^g$ Rydberg state and the $X^2\Pi_{g,1/2}$ ionic state pumping $v=1$ of the $[^2\Pi_{1/2}]_e 7s; 0^+_g$ Rydberg state

<table>
<thead>
<tr>
<th>$(v^*,0)$</th>
<th>Transition energy for the $X^2\Pi_{g,3/2}$ ionic state / cm$^{-1}$</th>
<th>Transition energy for the $X^2\Pi_{g,1/2}$ ionic state / cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>75069</td>
<td>80266</td>
</tr>
<tr>
<td>1</td>
<td>75308</td>
<td>80494</td>
</tr>
<tr>
<td>2</td>
<td>75545</td>
<td>80720</td>
</tr>
<tr>
<td>3</td>
<td>75780</td>
<td>80942</td>
</tr>
<tr>
<td>4</td>
<td>76014</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>76246</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>76477</td>
<td>-</td>
</tr>
</tbody>
</table>

$^a$ Uncertainty ± 2 cm$^{-1}$.

5.6.3 The (2+1') ZEKE-PFI Spectrum of $I_2$ Ionised via the $[^2\Pi_{3/2}]_e 7s; 1^g$ Rydberg State

An expanded (2+1) REMPI excitation spectrum of the $v=1$ level of the $[^2\Pi_{3/2}]_e 7s; 1^g$ state is shown in Figure 5.13. As discussed in section 5.3.2, the fine structure in the spectrum, which has a vibrational spacing of approximately 14 cm$^{-1}$, arises from a crossing of the repulsive limb of the $\beta(1^g)$ ion-pair state with the $1^g$ Rydberg state and can readily be assigned to very high vibrational levels of the ion-pair state (see Table 5.3). In general, there is little to be gained in terms of ionic state spectroscopy from using the $1^g$ state as a resonant intermediate state in addition to the $2^g$ state. However, the ZEKE-PFI spectra recorded by selectively exciting individual
Figure 5.13 An expanded scan of the (2+1) REMPI excitation spectrum of I$_2$ in the range 63450-63700 cm$^{-1}$. The extended low frequency progression is associated with the $\beta$(1$_g$) ion-pair state which interacts strongly in the region of the v=1 peak of the $[^2\Pi_{3/2}]$; 7s; 1$_g$ state progression. The peaks labeled (a) to (e) have been used as resonant intermediate levels for the ZEKE-PFI spectra shown in Figure 5.14.
ion-pair bands within the overall Rydberg state vibrational band envelope should provide an indication of the character of the mixed intermediate state.

The ZEKE-PFI spectra depicted in Figure 5.14(a) to (e) were obtained by selectively exciting the ion-pair peaks (a) to (e) in Figure 5.13. The region of the ZEKE-PFI spectrum being scanned in each case extends from the \( v^+ = 1 \) peak to the \( v^+ = 2 \) peak (extended scans to \( v^+ = 3 \) are given as insets in spectra (c) to (e)). Two things are immediately apparent from the spectra; firstly the FWHM of the \( v^+ = 1 \) ZEKE-PFI peaks progressively decrease from around 8.4 cm\(^{-1} \) in spectrum (a) to 4.9 cm\(^{-1} \) in spectrum (c) and then increase to 6.7 cm\(^{-1} \) in (d) and again to 8.7 cm\(^{-1} \) in spectrum (e). Secondly, the intensity of the \( v^+ = 2 \) (and \( v^+ = 3 \)) peaks gradually decreases from (a) to (c) but thereafter increases again from (c) to (e) (see insets to Figures (c) to (e) for extended scans to \( v^+ = 3 \)). It is suggested that both trends are indicative of the relative amounts of Rydberg and ion-pair character in the intermediate state as the pump laser is scanned through the Rydberg state vibrational band envelope. At the wings of the envelope the ion-pair character is more dominant than at the peak where the electronic wavefunction acquires more Rydberg character.

5.7 The \( X^2\Pi_{\text{g,1/2}} \) Ionic State of \( I_2 \)

5.7.1 The (2+1) REMPI Spectrum of \( I_2 \) in the Range 67500 to 69000 cm\(^{-1} \)

The mass resolved (2+1) REMPI spectrum of \( I_2 \) in the range 67500 to 69000 cm\(^{-1} \) two photon energy is presented in Figure 5.15. For the sake of clarity the spectrum was recorded with circularly polarised light to exclude contributions from \( 1_g \) states. The two states which dominate the spectrum in the \( I_2^+ \) mass channel are the \([^2\Pi_{1/2}]_g 7s;\, 0_g^+ \) state and the \([^2\Pi_{3/2}]_g 8s;\, 2_g \) state and have previously been discussed in section 5.3.3. However, it is the former which is of interest to us as an intermediate for ionisation into the \( X^2\Pi_{\text{g,1/2}} \) spin-orbit state of \( I_2^+ \).
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Figure 5.14

The (2+1) ZEKE-PFI photoelectron spectra of I₂ recorded by selectively exciting peaks labeled (a) to (e) in Figure 5.13. The region of the ZEKE-PFI spectrum being scanned in each case extends from the \( v^+=1 \) peak to the \( v^+=2 \) peak. The insets in spectra (c) to (e) show extended scans to \( v^+=3 \) for excitation of peaks (c) to (e) in Figure 5.13, respectively. The small peaks marked with a * indicate an accidental A→X neutral state resonance.
Figure 5.15 The (2+1) mass resolved REMPI excitation spectrum of $I_2$ in the range 67500-69000 cm$^{-1}$ recorded by monitoring the $I_2^+$ mass channel. For the sake of clarity the spectrum was recorded with circularly polarised light to exclude contributions from $I_g$ states.
5.7.2 The (2+1') ZEKE-PFI Spectrum of I₂ Ionised via the \([\text{^2}\Pi_{1/2}]c \; 7s; \ 0^+_g\) Rydberg State

The two-colour (2+1') ZEKE-PFI spectra of I₂ ionised via the band origin of the \([\text{^2}\Pi_{1/2}]c \; 7s; \ 0^+_g\) Rydberg state at 67992 cm\(^{-1}\) as well as via the first two vibrational levels are presented in Figure 5.16(a) to (c). In the spectrum recorded via the band origin (Figure 5.16(a)), the most intense peak corresponds to the \(\Delta v=0\) transition to the \(v'^+ = 0\) level of the ion. The total indicated transition energy to this level is 80263 \(\pm\) 2 cm\(^{-1}\) which nominally represents the adiabatic ionisation energy to the \(X \; \text{^2}\Pi_{3/2}\) state. However, correcting for the 5.32 V/cm extraction potential gives a field free adiabatic ionisation energy of 80266 \(\pm\) 2 cm\(^{-1}\). This compares with the previous value determined by Higginson et al. of 80276 \(\pm\) 16 cm\(^{-1}\) from a Ne(I) photoelectron spectrum [38] and the threshold photoelectron value of 80228 \(\pm\) 16 cm\(^{-1}\). Having determined the field free adiabatic ionisation energies of the two spin-orbit components of the \(X \; \text{^2}\Pi_{3/2}\) ionic state, a value of 5197 \(\pm\) 4 cm\(^{-1}\) can now be calculated for the spin-orbit splitting in the ground electronic state of I₂\(^+\).

As with the ZEKE-PFI spectra obtained for the \(X \; \text{^2}\Pi_{3/2}\) state, increasing the level of vibrational excitation in the intermediate Rydberg state leads to an increase in the level of vibrational excitation in the product ion (see Figure 5.16(b) and (c)). However, this time the propensity for \(\Delta v=0\) transitions is far more marked, with the distribution in peak intensities exhibiting classical Franck-Condon behaviour. The difference in the appearance of the spectra recorded in Figure 5.16 compared to those recorded for the \(X \; \text{^2}\Pi_{3/2}\) state is of some significance and will be discussed in some detail below.

A plot of \(\Delta G_{v+1/2} \; v \; v\) from Figure 5.16(b) yields values for \(\omega_x\) and \(\omega_x x_e\) of I₂\(^+\) \(X \; \text{^2}\Pi_{3/2}\) of 229 \(\pm\) 1 cm\(^{-1}\) and 0.69 \(\pm\) 0.05 cm\(^{-1}\) respectively. This can be compared with values of 242 \(\pm\) 15 cm\(^{-1}\) and \(-1\) cm\(^{-1}\), obtained by van Lonkhuyzen and de Lange from their H-Lyman-\(\alpha\) study [54]. The field free peak positions accurate to \(\pm\) 2 cm\(^{-1}\).
Figure 5.16

The (2+1') ZEKE-PFI photoelectron spectra of I$_2$ recorded via the [2$\Pi_{1/2}$]$_c$ 7s; 0$^+_g$ Rydberg excited state. The vertical arrows indicate the $\Delta$ν=0 transition.
for the $X\;^2\Pi_{\frac{3}{2},\frac{1}{2}}$ ionic state pumping $v=1$ of the $[^2\Pi_{1/2}]_c\;7s\,0_g^+$ Rydberg state are given in Table 5.5. All the spectroscopic constants determined in this work are presented in Table 5.6.

Table 5.6 Spectroscopic data obtained for the $X\;^2\Pi_{\frac{3}{2}}$ ground electronic state of $I_2^+$

<table>
<thead>
<tr>
<th>Spin-orbit component</th>
<th>Adiabatic I.P. / cm$^{-1}$</th>
<th>$\omega_b$ / cm$^{-1}$</th>
<th>$\omega_{b\chi_e}$ / cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X;^2\Pi_{\frac{3}{2}}$</td>
<td>75069 ± 2</td>
<td>240 ± 1</td>
<td>0.77 ± 0.05</td>
</tr>
<tr>
<td>$X;^2\Pi_{\frac{1}{2}}$</td>
<td>80266 ± 2</td>
<td>229 ± 1</td>
<td>0.69 ± 0.05</td>
</tr>
</tbody>
</table>

5.8 Discussion

The marked deviation from Franck-Condon behaviour observed in the ZEKE-PFI spectra recorded for the lower spin-orbit state of $I_2^+$ is one of the main points of interest in the present work. Such effects in small molecules are usually the result either of perturbations to the resonant intermediate state or of autoionisation mechanisms in the ionic continuum. Given the apparently unperturbed nature of the $[^2\Pi_{3/2}]_c\;7s\,2_g$ Rydberg state used in the stepwise ionisation to the $X\;^2\Pi_{\frac{3}{2}}$ state and its well defined total angular momentum, it would seem that autoionisation processes are probably responsible for the observed anomalous intensity distribution. The enhanced intensity of certain transitions can result from field-induced autoionisation processes occurring as a consequence of the pulsed field ionisation process employed in ZEKE-PFI spectroscopy [58-60]. The autoionising states responsible for these processes are usually low-$n$ Rydberg states converging on some higher rovibronic limit which can interact with the near degenerate high-$n$ Rydberg states ($n>150$) which are central to the PFI mechanism. The subsequent application of the pulsed electric field results in the field induced autoionisation of the low-$n$ Rydbergs along with the field ionisation of the high-$n$ Rydbergs.
The deviations from Franck-Condon behaviour observed in the ZEKE-PFI spectra of I₂ occur predominantly for transitions into the lower of the two spin-orbit components. One possibility which could explain this behaviour is the autoionisation of np Rydberg states converging on the upper \(^2\Pi_{g,1/2}\) spin-orbit state since there are no analogous Rydberg states available for autoionisation into the \(^2\Pi_{g,1/2}\) ionic spin-orbit state (see Figure 5.17 for a schematic potential energy diagram showing possible autoionising Rydberg states). Such a process would initially require a single photon absorption from the \([2\ 11312]_{c} 7s; 2_g\) Rydberg intermediate state to an np Rydberg state converging to the \(^2\Pi_{g,1/2}\) limit. Calculations based on the Rydberg equation (Equation 5.1) taking the adiabatic ionisation energy of the X state to be 80266 cm\(^{-1}\) and an average p Rydberg electron quantum defect of 3.58 [61] gives the band origins for a range of Rydberg principal quantum numbers shown in Table 5.7.

Table 5.7 Calculated band origins for the np Rydbergs converging on the \(X^2\Pi_{g,1/2}\) ionic state.

<table>
<thead>
<tr>
<th>([^2\Pi_{g,1/2}]_{c} np)</th>
<th>(n=7)</th>
<th>(n=8)</th>
<th>(n=9)</th>
<th>(n=10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Band origin / cm(^{-1})</td>
<td>70844</td>
<td>74649</td>
<td>76531</td>
<td>77604</td>
</tr>
</tbody>
</table>

Table 5.7 reveals that the most likely candidate on energetic grounds is the \([^2\Pi_{g,1/2}]_{c} 8p\) Rydberg state (see Figure 5.17) whose origin is calculated to lie 420 cm\(^{-1}\) below the band origin of the \(X^2\Pi_{g,3/2}\) ionic state (75069 cm\(^{-1}\)). However, molecular np Rydberg quantum defects can range from \(-3.5\) - \(-3.65\) which could in principle shift the band origin of the \([^2\Pi_{g,1/2}]_{c} 8p\) Rydberg state anywhere between \(-200\) - \(-600\) cm\(^{-1}\) below the band origin of the \(X^2\Pi_{g,3/2}\) ionic state. Transitions to these high principal quantum number Rydbergs will probably not have a particularly large oscillator strength since a change in core is required in addition to the \(ns\rightarrow np\) transition. However, the inherent strength of \(\Delta\nu=0\) transitions into the \([^2\Pi_{g,1/2}]_{c} 8p\) Rydberg state from the \([^2\Pi_{3/2}]_{c} 7s; 2_g\) Rydberg state could enhance the lower vibrational bands in the
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A schematic potential energy diagram showing the Rydberg states involved in the field induced autoionisation mechanism proposed to account for the non Franck-Condon distribution of peak intensities observed in the ZEKE-PFI spectra recorded for the $X^2\Pi_{g,3/2}$ state of $I_2^+$. 

Figure 5.17
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ZEKE-PFI spectrum. This would arise if the \([^2\Pi_{u,1/2}]e 8p\) Rydberg band origin were displaced to lower energy by approximately the ionic state vibrational spacing (240 cm⁻¹) such that vibrational levels of the \([^2\Pi_{u,1/2}]e 8p\) Rydberg state with vibrational quantum number, \(v\), would tend to be nearly degenerate with ionic state vibrational levels with vibrational quantum numbers of \(v-1\). For example, if we initially pump \(v=1\) in the \([^2\Pi_{3/2}]e 7s; 2g\) Rydberg state then the similarity in the equilibrium geometry between the two states will tend to favour a transition into the \([^2\Pi_{u,1/2}]e 8p v=1\) level. This level could be nearly degenerate with \(v'=0\) in the ion which would lead to an enhancement of this peak in the ZEKE-PFI spectrum (see Figure 5.12(b)) through what might loosely be called 'spin orbit autoionisation'. The \([^2\Pi_{u,1/2}]e 8p; v=1\) level interacts and mixes with high-\(n\) Rydberg states converging to the \(v'=0\) level in the ion during the delay employed in the PFI mechanism and the subsequent application of the electric field pulse results in field induced autoionisation of the mixed \([^2\Pi_{u,1/2}]e 8p\) vibronic state. This assignment must be qualified to some extent by acknowledging the inherently weak oscillator strength for transitions into the \([^2\Pi_{u,1/2}]e np\) Rydberg series. However, in their joint REMPI-PES and ZEKE-PFI study of HCl, de Beer et al. [56] found that transitions to the \(^2\Pi_{1/2}\) ionic state had significant transition intensity (~10%) when a Rydberg state of nominal \(^2\Pi_{3/2}\) core character was pumped. In fact, the \(F^1\Delta_2\) and \(f^3\Delta_2\) Rydberg intermediate states used to promote transitions into the \(^2\Pi_{1/2}\) and \(^2\Pi_{3/2}\) ionic states of HCl in that study can mix through spin-orbit coupling [62] and consequently, transitions nominally requiring a change in \(\Omega_e\) will have significant transition probability. However, in the case of iodine, it would appear that the \([^2\Pi_{3/2}]e 7s; 2g\) state is a pure triplet (there being no \([^2\Pi_{1/2}]e ns\) \(\Omega=2\) component to mix with) and such transitions may be less likely than is the case in HCl.

A second possibility is that the \(ns\) Rydberg series converging to the \(^A^2\Pi_{u,i}\) ionic state may be the autoionising states responsible. A transition from the \([^2\Pi_{u,1/2}]e 7s\) Rydberg state could be accomplished by a simple \(\pi_u \rightarrow \pi_g\) transition in the core. Possible candidates are shown in Figure 5.17, although it should be noted that these potentials are drawn in their most likely positions since accurate \(r_e\) values and
adiabatic ionisation energies for the two $A^2\Pi_u, i$ spin-orbit components are unknown. These Rydberg states are predicted to be the $[^2\Pi_{u,3/2}]c 7s$ state for autoionisation into the $^2\Pi_{g,3/2}$ spin-orbit ionic state and either the $[^2\Pi_{u,3/2}]c 8s$ or $[^2\Pi_{u,1/2}]c 7s$ states for autoionisation into $^2\Pi_{g,1/2}$ spin-orbit ionic state. The case for the $[^2\Pi_{u,3/2}]c 7s$ state autoionising into the $^2\Pi_{g,3/2}$ spin-orbit ionic state would seem strong on grounds of initial transition probability. However, it would seem from Figure 5.17 that an autoionisation mechanism involving this state will tend to favour enhancement of transitions to higher $v$ levels rather than the strong enhancement of transitions to low $v$ levels observed in Figure 5.12. In addition we might reasonably expect a similar effect to arise from autoionisation of the $[^2\Pi_{u,3/2}]c 8s$ state into the $^2\Pi_{g,1/2}$ spin-orbit ionic state but in fact this would appear to be very weak in our experiment. A more detailed knowledge of the potential curves is needed before firm conclusions can be drawn in this respect.

It seems reasonable to conclude that the non Franck-Condon distribution of intensities observed for ionisation into the $^2\Pi_{g,3/2}$ spin-orbit ionic state probably arises principally from 'spin-orbit autoionisation' although the second mechanism proposed above may also play a role. The enhancement of low $v$ vibrational bands results from field induced autoionisation of the $[^2\Pi_{g,1/2}]c 8p$ Rydberg state (i.e. field induced spin-orbit autoionisation) whilst the extended vibrational progression to high $v$ may result from an autoionisation mechanism involving the $ns$ Rydberg series converging to the $A^2\Pi_u, i$ ionic state.

Whilst it would seem that autoionisation mechanisms are contributing to the distribution of peak intensities observed in some of our ZEKE-PFI spectra, we cannot arrive at an unambiguous conclusion with regard to the extent to which the overall spin-orbit branching ratio differs from that observed in a conventional photoelectron experiment. In their ZEKE-PFI spectra of HCl, de Beer et al. [56] found that transitions to the lower $^2\Pi_{3/2}$ ionic spin-orbit state were apparently favoured over transitions into the $^2\Pi_{1/2}$ state regardless of the ionic core character of the intermediate Rydberg state. This was in marked contrast to the branching ratios
observed in their conventional REMPI photoelectron spectra in which transitions which preserved ionic core character were strongly favoured. They attributed their observations in the ZEKE-PFI spectra to spin-orbit autoionisation of the high $n$ Rydberg states converging on the $^{2}\Pi_{1/2}$ ionic state which resulted in a loss in transition intensity to the upper spin-orbit state. A similar explanation was proposed by Mank et al. [55] in their VUV ZEKE-PFI study of HF to explain an 8:1 preference for transitions into the lower spin-orbit state of HF$^+$. In the case of iodine, the spin-orbit splitting in I$_2^+$ is considerably larger (5197 cm$^{-1}$ as determined in the present work) than that in HCl$^+$ and HF$^+$ which means that we cannot make direct comparisons of absolute peak intensity for different spin-orbit states due to the large difference in laser dye output for different wavelength regions. In addition, the experimental restrictions placed on our choice of intermediate Rydberg states means that we were unable to ionise into the X $^{2}\Pi_{3/2}$ state by exciting a Rydberg having a $^{2}\Pi_{1/2}$ core. An attempt to record a ZEKE-PFI spectrum of the upper spin-orbit state in the ion by pumping the $[^{2}\Pi_{3/2}]_e 7s; 2_g$ Rydberg state proved inconclusive. Although a number of features did appear in the spectrum, these were mostly attributed to accidental neutral state resonance’s and none could unambiguously be assigned to transitions into the upper ionic spin-orbit state.

The nature of a two-colour ZEKE-PFI experiment invites its use as a technique to probe the character of the intermediate states as well as looking at the spectroscopy of the final ionic state. The mixed Rydberg/ion-pair states observed in the (2+1) REMPI spectrum of iodine provide us with an ideal opportunity to make full use of this facility in order to investigate to what extent the Rydberg or ion-pair character of the mixed state changes across the Rydberg state vibrational band envelope. The results obtained here for ionisation of the $[^{2}\Pi_{3/2}]_e 7s; 1_g$ state are of considerable interest in this respect.

In the REMPI spectroscopy of vibronically mixed states, we can envisage two cases in which the appearance of the spectrum will depend on the relative transition oscillator strengths of the participating states. In the first case, in which
both the ion-pair and Rydberg states carry some oscillator strength in the excitation step we would expect the ion-pair progression to continue throughout the Rydberg progression with a mutual homogeneous perturbation at each near resonance between a particular Rydberg rovibrational level and a particular ion-pair rovibrational level. In the second case, only one of the two electronic components is accessed directly. The vibronically mixed state which is being probed in the present experiment is an example of the latter. In this case, the two-photon transition to the $[^2\Pi_3/2]_e 7s; \, 1_g$ Rydberg state carries all the oscillator strength and the characteristic ion-pair satellites associated with each of the main Rydberg vibrational levels appear solely as a consequence of intensity borrowing. The measured average vibrational spacing of this ion-pair structure in Figure 5.13 of $\sim14 \text{ cm}^{-1}$ enables us to assign the ion-pair state as belonging to the first tier of states which dissociate to $\Gamma(^3P_2) + \Gamma(^1S_0)$. The strong coupling between the states suggests that it is homogenous in nature from which we can conclude that the ion-pair state is the $\beta(1_g)$ state which is the only first tier ion-pair state of $\Sigma^+$ symmetry. The irregular nature of the structure near each band maximum results from a resonance of the Rydberg level with a near degenerate ion-pair level (see Figure 5.18).

The ZEKE-PFI spectra recorded by exciting a number of the ion-pair lines which form part of the $[^2\Pi_3/2]_e 7s; \, 1_g \upsilon=1$ Rydberg state vibrational band envelope (see Figure 5.13(a) to (e) for the REMPI spectrum of this vibronic state) should provide an indication of the extent of Rydberg and ion-pair character of the intermediate state (see Figure 5.14). Whilst the spectra in Figure 5.14 are generally similar in appearance to the same ion internal energy region in the ZEKE-PFI spectrum presented in Figure 5.12 (b), they do exhibit progressive changes in the peak width as well as an increased propensity for $\Delta \upsilon > 0$ transitions when ion-pair peaks lying in the wings of the Rydberg state vibrational envelope are pumped. The obvious conclusion in both cases is that as the ion-pair contribution to the intermediate state increases so the ZEKE-PFI spectra acquire characteristics which reflect the smaller
A schematic potential energy diagram showing the interaction of the \( \beta(1_g) \) ion-pair state with the \( \left[ ^2\Pi_{3/2}\right]_c 7s; 1_g \) state. \( \text{Ry} \) refers to a Rydberg state and \( i.p. \) refers to an ion-pair state.
rotational constant of the ion-pair state as well as the increased vibrational activity resulting from the subtle effect of the coupling of the Rydberg and ion-pair vibrational wavefunctions.

Ion-pair states are characterised by $\omega_e$ and $B_e$ values which are substantially smaller than those of the Rydberg and ionic states. For the high $v$ states in the region of the ion-pair/Rydberg interaction, $B_v$ values of around 0.004 cm$^{-1}$ for the ion-pair state, compared with typical values of around 0.04 cm$^{-1}$ for the Rydberg state, may exert a considerable influence on the appearance of the ZEKE-PFI peak shape as the level of ion-pair character of the intermediate state increases. The rotational constant of the perturbed state is given by

$$B_v = C_1^2(v)B_{v,i.p.} + C_2^2(v)B_{v,Ry.}$$ \hspace{1cm} 5.3$$

where $B_{v,i.p.}$ and $B_{v,Ry.}$ are the rotational constants of the unperturbed ion-pair and Rydberg states respectively, and $C_1$ and $C_2$ are the coefficients of the ion-pair and Rydberg components of the vibronically mixed state such that $C_1^2 + C_2^2 = 1$. In this case, increased ion-pair character results in a reduction in the net $B_v$ value for the perturbed state and a corresponding increase in the simulated ZEKE-PFI peak width (arising principally from a blue degraded rotational contour).

The possibility of lifetime broadening was also considered as an explanation for the change in peak shape but this seems unlikely as previous fluorescence studies on the ion-pair states in question show dips in the fluorescence quantum yield in regions where the ion-pair state crosses a Rydberg state [6]. This strongly suggests that it is the Rydberg state which is predissociated and not the ion-pair state. The trend observed in the spectra in Figure 5.14 would seem to indicate that the reverse is the case. Consequently, we discount lifetime broadening as the cause of our experimental observations.
In a similar vein, whilst the mixed Rydberg/ion-pair state probed by the ZEKE-PFI experiment will retain the electronic character of the Rydberg state, the vibrational amplitude may be extended by the interaction of the two vibrational wavefunctions. Stronger coupling can be regarded as introducing some $v_{\text{Ry}}=2$ character into what is nominally a $v_{\text{Ry}}=1$ level which results in $v_{\text{Ry}}$ no longer being a good quantum number. The consequence of this will be to encourage a propensity for larger changes in vibrational quantum number upon ionisation. This is reflected in the insets to spectra (c) to (e) in Figure 5.14 which show increased intensity in the $v'=2$ and $v'=3$ peaks as the ion-pair character of the mixed intermediate state increases.
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Chapter 6

The Rydberg States and Ground Ionic State of the I₂–Ar vdW Complex

6.1 Introduction

The general area of non-covalent (van der Waals) interactions between atoms, molecules and macromolecular structures has developed spectacularly in the past 20-25 years. Although the chemistry of individual molecules is generally dominated by covalent bonding, van der Waals forces govern the interactions within collections of molecules and are responsible for the stability of intermolecular complexes, surface bonding of solutions, and possible adsorbed species and even for the existence of the condensed liquid phase. Studying these van der Waals complexes, both experimentally and theoretically, can therefore bridge the gap between gas phase molecular interactions and the condensed phase [1].

One of the goals of a high resolution spectroscopic study of weakly bound molecular complexes has been a detailed understanding of the electrostatic interactions between the atoms and molecules which make up these complexes. Although a complete picture is still to evolve, an impressive volume of information on these weakly bound molecular species has been generated. The accumulation of this data has been achieved using a wide variety of spectroscopic techniques to investigate these weakly bound systems ranging from detailed microwave and infrared spectroscopic measurements to broader electronic spectroscopic measurements.
Theoretical calculations have also played a major part in understanding the role of the different interactions at work in these complexes.

Early attempts at spectroscopically investigating gas phase van der Waals complexes were only successful for very strongly bound complexes such as the HF dimer [2]. The binding energies of most complexes were so small compared with $kT$ (when $T$ is the temperature of the ordinary laboratory environment) that they were unstable with respect to two-body collisions and did not survive long enough to be studied [2,3,4]. One solution which extended the lifetime of the complex was to trap it in an inert matrix. However, the matrix generally perturbed the complex such that a spectroscopic investigation was not representative of the gas phase complex. It was not until the advent of the supersonic expansion [5] that the lifetime of the complex in the gas phase was increased sufficiently to allow them to be probed spectroscopically. The cooling which occurs in a supersonic expansion generally results in a much lower value of $kT$ ($T$ in this case is the low translational temperature of the beam) compared to the binding energy of the complex such that the complex is stable to two body collisions. Disadvantages of supersonic expansions include the fact that the van der Waals complex usually constitutes only a very small percentage of the molecular beam and that there is also the possibility of forming more than one complex species in the beam. To maximise complex formation careful optimisation of the molecular beam by varying the expansion conditions, such as carrier gas, concentrations of reactants and backing gas pressure is required.

The low binding energy of vdW complexes leaves them with some unusual characteristics compared to chemically bound species. The weak vdW bond generally means that the vibrational modes of a vdW complex can be separated into a set of high frequency vibrational modes of the chemically bound substrate (if it is molecular in nature) plus a set of low frequency modes associated with the vdW bond. As a result of the large frequency mismatch between these vibrational modes there tends to be very little coupling between them. The weak binding energy of the complex also results in a large van der Waals bond length.
The attractive forces which bind neutral van der Waals molecules [6] consist of a number of individual, weak electrostatic interactions. In the case of neutral vdW complexes the electrostatic interactions depend on the charge distribution within the atomic or molecular species which constitute the complex. If one of the molecular constituents of the complex has a net charge distribution (i.e. quadrupole, octapole etc.), then the electric field generated by the charge distribution may induce small changes in the electron distribution of the nearby atom or molecule leading to an interaction energy called an induction energy. In general, however, the major source of attractive forces (excluding charged species and highly polar molecules) arises through the rather subtle dispersion effect in which instantaneous dipoles associated with the rapid movement of electrons in one molecule are correlated with those in a neighbour. If one of the constituents of the complex is charged (i.e. an ionic complex) or highly polar (i.e. Rydberg excited complex) then there is an additional strong electrostatic attraction which can significantly increase the binding energy of van der Waals complexes. This arises through charge induced dipole interactions.

6.2 The I$_2$—Ar van der Waals Complex

This chapter is primarily concerned with the gas phase spectroscopic study of the iodine-argon van der Waals complex in Rydberg excited electronic states and in its ground ionic state using both REMPI spectroscopy and ZEKE-PFI photoelectron spectroscopy. Diatomic and triatomic vdW complex species are particularly attractive to study as their spectral simplicity presents us with the possibility of achieving a real understanding of the perturbations which are induced in a solute molecule by the initial stages of solvation. Much of the pioneering work was carried out by Levy and co-workers on the I$_2$—He [7,8,9,10] and I$_2$—Ar [11,12] vdW complexes using laser induced fluorescence (LIF) spectroscopy. However, since the original study of I$_2$—He [7], the number of diatomic–rare gas systems studied, remains quite small, the emphasis having shifted to larger systems such as those formed between mono- and
polycyclic aromatic molecules and various solvent species [13-,14,15]. Many of the
diatomic–rare gas complex studies which have been undertaken, however, have
concentrated on the electronic spectroscopy of various halogen and interhalogen–rare
gas complexes, such as Rg–Cl₂ (Rg = He, Ar, Ne) [16-,17,18] and Ne–ICl [19,20],
using techniques such as LIF and optical-optical double resonance (OODR).

Almost all the electronic state spectroscopic studies to date have
concentrated on valence excited van der Waals complexes [3], Rydberg excited van
der Waals complexes being poorly represented. Theoretically, Rydberg excited van
der Waals complexes are more strongly bound than valence excited vdW complexes.
For low-\(n\) Rydberg states this increase in binding energy arises as a result of the highly
polarisable nature of the Rydberg excited state. In contrast, a large proportion of the
increase in binding energy in high-\(n\) Rydberg states where the Rydberg electron orbits
outside the vdW bond results from a charge induced dipole interaction. The first
Rydberg excited vdW complex to be investigated was Ar–NO. The \(\tilde{A} \ 2\Sigma^+\) Rydberg
state of Ar–NO was found to be repulsive, both in a LIF study by Langridge-Smith et
al. [21] and a REMPI study by Miller and Cheng [22]. Recently, however, it has been
found to be weakly bound in a high resolution REMPI study by Tsuji et al. [23]. The
REMPI technique has also been applied by Sato et al. [24] to investigate the Rydberg
excited \(\tilde{C} \ 2\Pi\) state of Ar–NO. Miller and Cheng [22] have extended the work on Ar-
NO, to include the valence \(\tilde{B} \ 2\Pi\) and Rydberg \(\tilde{D} \ 2\Pi\) states as well as to the \(\tilde{C} \ 2\Pi\)
state of Ne–NO and Kr–NO. Complexes between a metal atom and a rare gas atom
have also been observed in Rydberg excited states. One example is the Hg–Rg
complexes (Rg = Ar and Ne) [25].

The two main techniques which have been employed to study weakly
bound complexes are REMPI and LIF. REMPI, however, has a number of distinct
advantages over LIF including the positive identification of the complex species
through mass analysis, whilst discriminating against other species, such as the parent
molecule. This can allow excitation spectra to be recorded which are free of
contributions from other species present in the molecular beam. REMPI spectroscopy
is also particularly appropriate for the study of Rydberg excited van der Waals complexes because their failure to fluoresce in many cases precludes the use of LIF spectroscopy.

In the case of $\text{I}_2-\text{Ar}$, spectroscopic studies have mainly concentrated on the valence $\tilde{\text{B}} \ 3\Pi_{0_u} \leftarrow \tilde{\text{X}} \ 1\Sigma_{0_g}^+$ system. The early laser induced fluorescence excitation spectra recorded for this system displayed discrete bands shifted by 14 cm$^{-1}$ to the blue of each of the corresponding ($v',0$) bands of $\text{I}_2$ (B$\leftarrow$X) [11]. Although nearly all the intensity in the $\text{I}_2$ vibronic bands observed in these fluorescence excitation spectra was concentrated in a single feature, Johnson et al. [26] managed to observe a series of weak fluorescence bands to the blue of the $\text{I}_2 (21,0)$ and $(22,0)$ bands which were tentatively assigned to excitation in the $\text{I}_2$--$\text{Ar}$ vdW stretching and bending modes. However, intensity arguments and the band shift rule [26] could not be applied as successfully with the $\text{I}_2$--$\text{Ar}$ complex as they were with the $\text{I}_2$--$\text{He}$ and $\text{I}_2$--$\text{Ne}$ complexes to obtain a definitive vibrational assignment.

In addition to the spectroscopic characterisation of the valence excited states of the $\text{I}_2$--$\text{Ar}$ vdW complex, a significant amount of experimental effort has also been focused on the dynamics of the $\text{I}_2$--$\text{Ar}$ complex in discrete electronic states. These investigations have been primarily concerned with the experimental and theoretical study of vibrational [27-,28,29,30,31] and electronic predissociation [32-,33,34] of the complex following discrete excitation to the $\tilde{\text{B}} \ 3\Pi_{0_u}$ state. One study, by Burke and Klemperer [33], managed to successfully analyse resolved rotational structure associated with each of the vibrational bands observed in the fluorescence excitation spectrum. From the analysis they concluded that the $\text{I}_2$--$\text{Ar}$ vdW complex has a T-shaped geometry in both the $\tilde{\text{X}}$ and the $\tilde{\text{B}}$ valence states and that only slight changes in geometry occur upon excitation. The small geometry changes would explain the short progressions and weak vibrational structure associated with the complex fluorescence bands. The ambiguous assignment of the vdW structure observed by Johnson et al. [26] combined with the very short vibrational progressions
made an accurate binding energy determination very difficult. A solution to this problem, however, was achieved by Blazy et al. [12] via the selective vibrational excitation of the I₂—Ar vdW complex in the \( \tilde{B}^3\Pi_{0^+} \) state. An upper and lower bound to the complex binding energy was determined by monitoring the product state distribution of the fragment I₂* after the I₂—Ar complex had vibrationally predissociated and assuming that the first energetically open dissociation channel was observed.

While most spectroscopic studies of I₂—Ar have concentrated on the valence excited \( \tilde{B}^3\Pi_{0^+} \) state, no successful observations have been made of Rydberg excited states using either LIF or REMPI. An unsuccessful (2+1) REMPI study by Miller [35] using nanosecond lasers, concluded that the I₂—Ar complex must undergo an extremely rapid dissociation process when excited to the region populated by Rydberg states of I₂. He proposed that this dissociation occurred either via the rapid dissociation of the two-photon state to a lower lying state or at the nominally virtual one-photon level. A subsequent non-resonant MPI experiment using the third harmonic of a picosecond Nd:YAG laser (355 nm) seemed to support this conclusion, with the observation of iodine-argon cluster ions in a time-of-flight mass spectrum [36]. The observed cluster ions were predominantly I⁺—Arₙ rather than I₂⁺—Arₙ which was explained by Smith and Miller [36] by invoking a number of possible mechanisms such as chemi-ionisation and intracluster ion-molecule reactions along with the possibility that the I₂—Ar was being excited to an autoionising state from which dissociative ionisation was occurring to I⁺—Ar + I. Electron impact studies have also been carried out on iodine/argon mixtures in which mass spectra have shown the presence of I—Arₙ⁺ (n<28) and I₂—Arₙ⁺ (n<25) cluster species with various "magic" number stable configurations [37].
6.3 The (2+1) Mass Resolved REMPI Excitation Spectra of the ns Rydberg Excited States of Jet Cooled I₂–Ar between 53000 and 70000 cm⁻¹

The jet cooling of I₂ in an argon carrier gas which enabled the mass resolved (2+1) REMPI investigation of I₂ presented in the previous chapter, provided the ideal opportunity to locate and characterise the Rydberg excited states of the I₂–Ar van der Waals complex. The following sections present mass resolved one colour (2+1) REMPI excitation spectra of the ns Rydberg excited states of jet-cooled I₂–Ar lying in the region between 53000 and 70000 cm⁻¹. The assignments of the electronic character of the Rydberg excited states of the complex are based on those of I₂. The I₂–Ar complex acquires most of its character from the parent I₂ molecule and therefore many of the figures and spectroscopic values referred to, are to be found in the previous chapter. The iodine sample (Fisons) employed to study the complex was heated to approximately 100 °C to generate a sufficiently high vapour pressure to observe the complex. An argon carrier gas at pressures of 400-600 Torr was found to give the best complexation. The results are presented in order of increasing Rydberg principal quantum number.

6.3.1 The \([^3\Pi_{1/2}]_6s\) 6s Rydberg State

During the analysis of the (2+1) mass resolved REMPI excitation spectrum of jet-cooled I₂ between 53200 and 55300 cm⁻¹ shown in Figure 6.1, a number of weak peaks were identified in the I⁺ mass channel spectrum which could not immediately be assigned to I₂ itself. These peaks can be clearly observed in groups of three between the intense vibrational peaks assigned to the 1g Rydberg state. The intensity of these peaks was found to be dependant on the argon stagnation pressure, and when helium was used in place of argon the peaks disappeared completely. This enabled a provisional assignment of the peaks to iodine-argon van der Waals
Figure 6.1 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I$_2$ recorded in the range 53200-55300 cm$^{-1}$ by monitoring the I$_2^+$ and I$^+$ mass channels. Note the weak vibrational structure between the I$_2$ vibrational bands in the I$^+$ mass channel.
complexes. It is important to note that these complex peaks only appear in the I\(^+\) mass channel spectrum and are completely absent from the I\(_2\)\(^+\) mass channel spectrum.

To establish the identity of the species behind these peaks, the excitation laser wavelength was tuned to the most intense of these features at 53959 cm\(^{-1}\) and a time-of-flight mass spectrum recorded. The resulting mass spectrum is shown in Figure 6.2. The ringing in the time-of-flight mass spectrum is an instrumental artifact. The two most intense mass peaks to shorter flight time in the spectrum can readily be assigned to I\(^+\) and I\(^+\)–Ar with the two much weaker peaks to longer flight time assigned to I\(_2\)\(^+\) and I\(_2\)\(^+\)–Ar. The I\(_2\)\(^+\) signal in this case forms a constant background and most probably arises from coherent three photon absorption of uncomplexed I\(_2\) due to the tight focusing conditions (f=7.62 cm) of the laser beam. Similarly, part of the I\(^+\) signal exists as a constant background which arises from subsequent fragmentation of the background I\(_2\)\(^+\), the balance arising from fragmentation of the complex.

The (2+1) mass resolved REMPI excitation spectra recorded in the range 53300–54700 cm\(^{-1}\) two photon energy by simultaneously gating on both the I\(^+\)–Ar and I\(_2\)\(^+\)–Ar mass channels are presented in Figure 6.3. The vibrational peak positions accurate to ± 2 cm\(^{-1}\) and assignments are listed in Table 6.8. A comparison of the lower spectrum recorded by monitoring I\(^+\)–Ar with that recorded over the same region for I\(_2\) by monitoring I\(^+\) (see Figure 6.1) shows a similar overall Franck-Condon profile. Both the spectra shown in Figure 6.1 and those shown in Figure 6.3 were recorded with the same laser dye outputs and focusing conditions, although neither have been corrected for variations in laser intensity. Each of the vibronic bands labelled in the top spectrum in Figure 6.3 corresponds to excitation in the I\(_2\) stretch and has a single low frequency progression built upon it which arises from excitation in one of the van der Waals vibrational modes. A comparison of the upper spectrum recorded by monitoring I\(_2\)\(^+\)–Ar again shows a very similar intensity distribution in the I\(_2\) stretching progression as that in Figure 6.1 recorded by monitoring the I\(_2\)\(^+\) mass channel. This striking observation would seem to imply that the addition of an argon
Figure 6.2 The time-of-flight mass spectrum of I$_2$ expanded in argon recorded by tuning the excitation laser to 53959 cm$^{-1}$. 

I$^+$  I$_2^+$  I$_2^+$-Ar  I$^+$-Ar
Figure 6.3 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I₂–Ar recorded in the range 53300-54700 cm⁻¹ by monitoring both the I⁺–Ar and I₂⁺–Ar mass channels.
atom to the system does not influence the iodine fragmentation route. It would seem that after the \( I_2-\text{Ar} \) van der Waals complex has been ionised it favours a fast dissociation channel yielding \( I^+-\text{Ar} \) in preference to losing the argon atom. This dissociation channel can be followed by monitoring the ratio of \( I_2^+-\text{Ar} / I^+-\text{Ar} \) as the level of vibrational excitation in the Rydberg state is increased. Clearly, by the time we reach two quanta in the \( I_2 \) stretch, the fragmentation of the complex is proceeding at an efficient rate and the \( v'=2 \) complex bands are only just discernible in the upper spectrum in Figure 6.3 while in the lower spectrum the complex bands are at their most intense.

The lowest energy peak in the spectrum appears at \( 53430 \pm 2 \text{ cm}^{-1} \) (Figure 6.3) and is assumed to be the band origin of the first progression in the series. In contrast to the \( I_2 \) spectrum in Figure 6.1, no evidence for hot band structure was observed. This might initially seem a little strange given that the binding energy of the complex in the ground electronic state is between \( 234.2-240.1 \text{ cm}^{-1} \) [12] and the separation between \( \nu''=0 \) and \( \nu''=1 \) in the ground electronic state of \( I_2 \) is \( 214.5 \text{ cm}^{-1} \) [38]. However, the intensity of the \((0,1)\) vibrational hot band in the \( I^+ \) progression in the \( I^+ \) mass channel spectrum shown in Figure 6.1 is only \(~15\%\) of the band origin and if a similar hot band intensity is assumed in the \( I^+-\text{Ar} \) mass channel spectrum, then it is very likely that it would be too weak to observe. Therefore, from the lack of any other obvious features to lower energy a correspondence can be inferred between the band at \( 53430 \text{ cm}^{-1} \) and the \((0,0)\) band in the \( I_2 \) \( ^2\Pi_{1/2} \) \( 6s; 1g \) Rydberg progression in Figure 6.1. The position of this peak represents a spectral red shift of \( 152 \pm 2 \text{ cm}^{-1} \). This implies a significant strengthening in the van der Waals interaction with respect to that in the ground \( \tilde{X} \) state which is what one would expect given the additional influence of the charge-induced dipole forces resulting from the positively charged ion core. Given a value for \( D_0 \) in the ground state of \( 237 \pm 3 \text{ cm}^{-1} \) determined experimentally by Blazy et al. [12], and assuming that the first spectral feature in the progression is the band origin, we can calculate a lower limit to \( D_0 \) in the \( ^2\Pi_{1/2} \) \( 6s; 1g \) state of \( I_2-\text{Ar} \) of \( 389 \pm 5 \text{ cm}^{-1} \). The beginning of the next band appears \( 244 \text{ cm}^{-1} \) to
higher energy at $53674 \pm 2 \text{ cm}^{-1}$. This separation is almost identical to that between $v'=1$ and $v'=0$ in Figure 6.1 (242 cm$^{-1}$) and consequently it can be assigned to one quantum excited in the $I_2$ stretching mode, $v_1$. At least five quanta in $v_1$ are observed which together with almost identical values for $v_1$ in both $I_2$ and $I_2$-$Ar$ suggests that there is very little coupling between the $I_2$ stretching mode and the van der Waals vibrational modes. In fact five quanta in the $I_2$ stretch lie at least 800 cm$^{-1}$ above the dissociation energy of the complex (389 cm$^{-1}$).

As was mentioned earlier and can be seen in Figure 6.3, each of these bands consists of an anharmonic low frequency progression in one of the van der Waals modes. The average vibrational spacings in these progressions ($\sim 43 \text{ cm}^{-1}$) is consistent with single quanta excitation of the $I_2$-$Ar$ stretching mode, $v_3$. This represents a considerable increase in the stretching mode frequency over that determined in the ground state (26.3 cm$^{-1}$) [12] and is in agreement with the proposed strengthening of the vdW interaction based on the spectral red shift. The length of the progression (up to $v'=3$) and the propensity for $\Delta v=+1$ and +2 transitions would seem to indicate that a significant change in the $I_2$-$Ar$ van der Waals bond length ($R_{Ar-I_2}$) has occurred. From the increase in the vdW stretching frequency, $v_3$, over that in the ground state it can be concluded that the bond has shortened. In order to quantify this geometry change, Franck-Condon band envelope simulations have been performed assuming that the potential curves following the $I_2$-$Ar$ co-ordinate in both electronic states can adequately be described by a Morse potential, the functional form of which is given below

$$V(r)=D_e(1-\exp(-\alpha(r-r_e)))^2.$$

The Morse potential coefficients for the ground state van der Waals stretch were taken from Ref. [12] whereas those for the Rydberg state were derived from the $v'=2$ vibrational band. The dissociation energy ($D_e$) was taken as the binding energy i.e. 413 cm$^{-1}$, and the value of $\alpha$ was optimised until the Franck-Condon program
regenerated the eigenvalues of the \(v'=2\) vdW stretching progression. The results of this simulation for the \([^2\Pi_{1/2}]_c\) 6s; 1\text{g} Rydberg state are shown in Figure 6.4. They indicate that \(R_{Ar-I_2}\) is reduced by 0.29 \(\text{Å}\) upon electronic excitation from the ground state of the neutral to the \([^2\Pi_{1/2}]_c\) 6s; 1\text{g} Rydberg state. The simulated band envelope and experimental band intensities have been normalised to the most intense band. All spectroscopic constants obtained from the spectrum are given in Table 6.8.

There still remains the possibility that some of the features in the spectrum may result from the fragmentation of higher clusters (I\(_2\)-Ar\(_n\)) in the same way that fragmentation of I\(_2\)-Ar eventually results in a contribution to the \(I^+\) mass channel. However, no evidence of larger clusters is observed in the mass spectrum for this system at the stagnation pressures used (500 Torr) and it seems safe to conclude in this case that there are no contributions from higher clusters. Further evidence to support this conclusion will be presented below for the \([^2\Pi_{3/2}]_e\) 7s system.

One further point of note for this system is its behaviour with circularly polarised light. As with uncomplexed I\(_2\), the intensity with circular polarisation shows a net increase of about 1.5 in agreement with that predicted by Bray and Hochstrasser [39] for all rotational branches with \(\Delta\Omega=0, \pm1\) and \(\pm2\) except the Q branch of a \(\Delta\Omega=0\) transition.

No evidence for the van der Waals complex in the \([^2\Pi_{1/2}]_e\) 6s; 0\text{g} \(I^+\) Rydberg state was observed in either the I\(_2^+\)-Ar or \(I^+\)-Ar mass channels. If it is assumed that the transition probability to the \([^2\Pi_{1/2}]_e\) 6s; 1\text{g} Rydberg state is similar in I\(_2\)-Ar and I\(_2\), then the measured intensity ratio of vdW complex to I\(_2\) was <5\%. It is therefore not surprising that no complex bands of the \([^2\Pi_{1/2}]_e\) 6s; 0\text{g} \(I^+\) Rydberg state are observed when the intensity of the I\(_2\) \([^2\Pi_{1/2}]_e\) 6s; 0\text{g} \(I^+\) Rydberg vibrational bands in Figure 6.1 are taken into consideration.
Figure 6.4 Observed and simulated Franck-Condon factors for the transition to the $v'=2$ band in the $[^2\Pi_{1/2}]_c, 6s; 1_g$ state of $I_2$–Ar.
### Table 6.1 Spectral peak position and assignments of the $[^3\Pi_{1/2}], 6s; 1_g$ electronic state of $I_2$–Ar.

<table>
<thead>
<tr>
<th>Transition energy / cm$^{-1}$</th>
<th>Vibrational spacing / cm$^{-1}$</th>
<th>Assignment $^b)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>53430</td>
<td>0</td>
<td>$^0_0^0$</td>
</tr>
<tr>
<td>53478</td>
<td>48</td>
<td>$^0_1^0$</td>
</tr>
<tr>
<td>53521</td>
<td>43</td>
<td>$^0_2^0$</td>
</tr>
<tr>
<td>53560</td>
<td>39</td>
<td>$^0_3^0$</td>
</tr>
<tr>
<td>53674</td>
<td>0</td>
<td>244</td>
</tr>
<tr>
<td>53720</td>
<td>46</td>
<td>$^1_0^0$</td>
</tr>
<tr>
<td>53762</td>
<td>42</td>
<td>$^2_0^0$</td>
</tr>
<tr>
<td>53802</td>
<td>40</td>
<td>$^3_0^0$</td>
</tr>
<tr>
<td>53914</td>
<td>0</td>
<td>240</td>
</tr>
<tr>
<td>53959</td>
<td>45</td>
<td>$^1_0^1$</td>
</tr>
<tr>
<td>54003</td>
<td>44</td>
<td>$^2_0^0$</td>
</tr>
<tr>
<td>54044</td>
<td>41</td>
<td>$^3_0^0$</td>
</tr>
<tr>
<td>54154</td>
<td>0</td>
<td>240</td>
</tr>
<tr>
<td>54200</td>
<td>46</td>
<td>$^1_0^2$</td>
</tr>
<tr>
<td>54244</td>
<td>44</td>
<td>$^2_0^0$</td>
</tr>
<tr>
<td>54284</td>
<td>40</td>
<td>$^3_0^0$</td>
</tr>
<tr>
<td>54392</td>
<td>0</td>
<td>238</td>
</tr>
<tr>
<td>54438</td>
<td>46</td>
<td>$^1_0^4$</td>
</tr>
<tr>
<td>54482</td>
<td>44</td>
<td>$^2_0^0$</td>
</tr>
<tr>
<td>54520</td>
<td>38</td>
<td>$^3_0^0$</td>
</tr>
<tr>
<td>54631</td>
<td>0</td>
<td>239</td>
</tr>
<tr>
<td>54671</td>
<td>40</td>
<td>$^3_0^5$</td>
</tr>
</tbody>
</table>

$^a)$ Uncertainty ± 2 cm$^{-1}$.

$^b)$ In this notation $30_0^m$ refers to $m$ quanta excited in the $I_2$ stretch, $v_1$, and $n$ quanta excited in the $I_2$–Ar van der Waals stretch, $v_3$. 
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6.3.2 The \([^3\Pi_{3/2}]_{6s} 7s\) Rydberg System

As with the \([^2\Pi_{1/2}]_{6s}\) system, a number of peaks appeared in the (2+1) REMPI excitation spectrum shown in Figure 5.3 which could not be assigned to I\(_2\). These peaks only appear in the \(I^+\) mass channel and can be seen clearly either side of the \(v'=2\) band of the \(I_2\) \([^2\Pi_{3/2}]_{6s}; 2_g\) progression. The intensity of these peaks was found to be dependent on the argon stagnation pressure and consequently could be provisionally assigned to an iodine-argon van der Waals complex.

A time-of-flight mass spectrum recorded with the excitation laser wavelength tuned to the most intense of these features at 63114 cm\(^{-1}\) is shown in Figure 6.5. The three mass peaks in the spectrum can be readily assigned to \(I^+, I_2^+, \) and \(I_2^+-\text{Ar}\) with almost no \(I^+-\text{Ar}\) at the stagnation pressure used (500 Torr). In this respect the 7s system shows markedly different behaviour to the \([^2\Pi_{1/2}]_{6s}\) system in that the dominant complex ion is \(I_2^+-\text{Ar}\) rather than \(I^+-\text{Ar}\).

In order to obtain a clearer view of the van der Waals spectrum a mass resolved (2+1) REMPI excitation spectrum of the complex was recorded by gating on the \(I_2^+-\text{Ar}\) mass channel. The (2+1) mass resolved REMPI excitation spectrum of \(I_2^+-\text{Ar}\) recorded in the range 62250 to 63750 cm\(^{-1}\) (two photon energy) using both linearly and circularly polarised light is presented in Figure 6.6 and the peak positions accurate to ± 2 cm\(^{-1}\) are listed in Table 6.2 and 6.3. The spectrum of the complex recorded with circular polarisation shows the same loss in intensity for the \(1_g\) state which was found for \(I_2\). Nevertheless, the observed behaviour provides us with a convenient way of deconvoluting the spectrum as well as assisting in its assignment. A comparison of the linearly polarised spectrum with the \(I^+\) mass channel spectrum of \(I_2\) in Figure 5.3 suggests that both of the Rydberg states in the iodine spectrum are observed in the complex spectrum. The subsequent loss of the higher energy progression with circular polarisation confirms this conclusion and further labels this state as having \(1_g\) symmetry and the lower energy progression as \(2_g\). As with the
Figure 6.5 The time-of-flight mass spectrum of I₂ expanded in argon recorded by tuning the excitation laser to 63114 cm⁻¹.
Figure 6.6 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled $I_2^+\text{-}\text{Ar}$ recorded in the range 62250-63750 cm$^{-1}$ by monitoring the $I_2^+$-Ar mass channel with both linearly and circularly polarised light.
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$[^2\Pi_{1/2}]_c$ 6s system, each of the vibronic bands corresponding to excitation in the I$_2$ stretch has a single anharmonic low frequency progression built upon them which arises from excitation in the van der Waals vibrational mode, $v_3$. It is noticeable that the ion-pair structure present in the I$_2$ spectrum is absent from the complex spectrum. This will be discussed further in section 6.4.

The lowest energy peak in the spectrum appears at 62367 ± 2 cm$^{-1}$ and is assumed to be the band origin of the first progression in the series. The lack of any other obvious spectral features to lower energy means that we can conclude that this band corresponds to the band origin of the I$_2$ $[^2\Pi_{3/2}]_c$ 7s; 2$_g$ Rydberg progression in Figure 5.3. The position of this peak represents a spectral red shift of 272 ± 2 cm$^{-1}$. This value can be compared with a value of 152 cm$^{-1}$ determined for the $[^2\Pi_{1/2}]_c$ 6s; 1$_g$ Rydberg state and is consistent with a further strengthening in the van der Waals interaction which arises from a reduced level of shielding from the ionic core. Given a value for $D_0$ in the ground state of 237 ± 3 cm$^{-1}$ [12], and assuming that the first spectral feature in the progression is the true band origin, we can calculate a lower limit to $D_0$ in the $[^2\Pi_{3/2}]_c$ 7s; 2$_g$ state of I$_2$–Ar of 509 ± 5 cm$^{-1}$. The start of the next band appears 234 cm$^{-1}$ to higher energy at 62601 ± 2 cm$^{-1}$. This separation is almost identical to that between $v'=1$ and $v'=0$ in Figure 5.3 (233 cm$^{-1}$) and consequently we can assign it to one quantum excited in the I$_2$ stretching mode, $v_1$. The next band appears a further 234 cm$^{-1}$ to higher energy and the one after that another 225 cm$^{-1}$ although this latter band and its associated progression is partially obscured in the linearly polarised spectrum by the more intense band that marks the start of the $[^2\Pi_{3/2}]_c$ 7s; 1$_g$ state of the complex.

The band origin of the first progression in the $[^2\Pi_{3/2}]_c$ 7s; 1$_g$ state of the complex appears at 63006 ± 2 cm$^{-1}$ which corresponds to a spectral red shift of 326 ± 2 cm$^{-1}$. Once again, however, we cannot be certain that this feature is the true origin of this series, but we can nevertheless determine a lower limit to $D_0$ in the $[^2\Pi_{3/2}]_c$ 7s;
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The $1_g$ state of 563 ± 5 cm$^{-1}$ which compares with a value of 509 ± 5 cm$^{-1}$ determined for the $[^2\Pi_{3/2}]_c$ 7s; 2$g$ state.

As mentioned earlier, each of these bands consists of an anharmonic low frequency progression in one of the van der Waals vibrational modes. The average vibrational spacing in these progressions (~50 cm$^{-1}$ for the $[^2\Pi_{3/2}]_c$ 7s; 1$g$ state and ~46 cm$^{-1}$ for the $[^1\Pi_{3/2}]_c$ 7s; 2$g$ state) is consistent with single quanta excitation of the I₂...Ar stretching mode, $v_3$. Both values are greater than that observed for the $[^1\Pi_{1/2}]_c$ 6s; 1$g$ Rydberg state which supports the conclusion of a progressive strengthening of the van der Waals bond as we proceed up the Rydberg manifold. The length of the progressions (up to $v'=5$ in the $[^2\Pi_{3/2}]_c$ 7s; 1$g$ state) indicates a substantial change in $R_{\text{Ar–I}_2}$ and we can conclude from the increase in $v_3$ that the bond has shortened. The results of Franck-Condon band envelope simulations on the $v'=1$ band in the $[^2\Pi_{3/2}]_c$ 7s; 2$g$ state and the $v'=0$ band in the $[^2\Pi_{3/2}]_c$ 7s; 1$g$ state, using the same procedure as laid out above, are shown in Figure 6.7(a) and (b). They indicate that $R_{\text{Ar–I}_2}$ is reduced by 0.38 Å for the $[^2\Pi_{3/2}]_c$ 7s; 1$g$ state and 0.36 Å for the $[^2\Pi_{3/2}]_c$ 7s; 2$g$ state following electronic excitation from the ground state of the neutral. All spectroscopic constants obtained from the spectrum are given in Table 6.8.

One final point is the observation of a splitting of between 5 and 8 cm$^{-1}$ for most of the peaks assigned to the $[^2\Pi_{3/2}]_c$ 7s; 2$g$ state (see inset to Figure 6.6). It seems likely that these doublets are either due to one of the van der Waals bending modes, possibly being excited according to the selection rule $\Delta v=0$, +2, or are partially resolved rotational branch heads. If the former is the case, then we can derive an approximate bending mode frequency of about 27 cm$^{-1}$. Similar splittings were observed in a REMPI study of the $C^+ ^2\Pi$ state of Ar–NO [24] although no comment was made as to their origin.
Figure 6.7

Observed and simulated Franck-Condon factors for the transition to (a) the $v'=1$ band in the $^2(^3\Pi_{3/2})_c\, 7s\, 2\sigma$ state and (b) the $v'=0$ band in the $^2(^3\Pi_{3/2})_c\, 7s\, 1\sigma$ state of I$_2$–Ar.
Table 6.2 Spectral peak positions and assignments of the $[^2\Pi_{3/2}]_e 7s; 2_g$ electronic state of $I_2$–Ar.

<table>
<thead>
<tr>
<th>Transition energy / cm$^{-1}$</th>
<th>Vibrational spacing / cm$^{-1}$</th>
<th>Assignment $^b)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>62367</td>
<td>0</td>
<td>$0_0^0$</td>
</tr>
<tr>
<td>62418</td>
<td>51</td>
<td>$3_0^1$</td>
</tr>
<tr>
<td>62465</td>
<td>47</td>
<td>$2_0^2$</td>
</tr>
<tr>
<td>62508</td>
<td>43</td>
<td>$3_0^3$</td>
</tr>
<tr>
<td>62550</td>
<td>42</td>
<td>$4_0^4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0^0$</td>
</tr>
<tr>
<td>62601</td>
<td>0</td>
<td>$1_0^1$</td>
</tr>
<tr>
<td>62651</td>
<td>50</td>
<td>$3_0^2$</td>
</tr>
<tr>
<td>62698</td>
<td>47</td>
<td>$3_0^3$</td>
</tr>
<tr>
<td>62741</td>
<td>43</td>
<td>$3_0^4$</td>
</tr>
<tr>
<td>62780</td>
<td>39</td>
<td>$3_0^5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0^1$</td>
</tr>
<tr>
<td>62835</td>
<td>0</td>
<td>$1_0^1$</td>
</tr>
<tr>
<td>62887</td>
<td>52</td>
<td>$3_0^2$</td>
</tr>
<tr>
<td>62933</td>
<td>46</td>
<td>$3_0^3$</td>
</tr>
<tr>
<td>62978</td>
<td>45</td>
<td>$3_0^4$</td>
</tr>
<tr>
<td>63021</td>
<td>43</td>
<td>$3_0^5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0^2$</td>
</tr>
<tr>
<td>63060</td>
<td>0</td>
<td>$1_0^2$</td>
</tr>
<tr>
<td>63111</td>
<td>51</td>
<td>$3_0^3$</td>
</tr>
<tr>
<td>63159</td>
<td>48</td>
<td>$3_0^4$</td>
</tr>
<tr>
<td>63204</td>
<td>45</td>
<td>$3_0^5$</td>
</tr>
<tr>
<td>63247</td>
<td>43</td>
<td>$3_0^6$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0^3$</td>
</tr>
</tbody>
</table>

$^a)$ Uncertainty ± 2 cm$^{-1}$.

$^b)$ In this notation $3_0^m$ refers to $m$ quanta excited in the $I_2$ stretch, $v_1$, and $n$ quanta excited in the $I_2$–Ar van der Waals stretch, $v_3$. 
Table 6.3 Spectral peak positions and assignments of the $[^3\Pi_{3/2}c] 7s; \, 1_g$ electronic state of $I_2$-Ar

<table>
<thead>
<tr>
<th>Transition energy / cm$^{-1}$ a)</th>
<th>Vibrational spacing / cm$^{-1}$</th>
<th>Assignment b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>63006</td>
<td>0</td>
<td>$0_0^{0}$</td>
</tr>
<tr>
<td>63059</td>
<td>53</td>
<td>$1_0^{1}$</td>
</tr>
<tr>
<td>63114</td>
<td>55</td>
<td>$2_0^{2}$</td>
</tr>
<tr>
<td>63164</td>
<td>50</td>
<td>$3_0^{3}$</td>
</tr>
<tr>
<td>63208</td>
<td>44</td>
<td>$4_0^{4}$</td>
</tr>
<tr>
<td>63249</td>
<td>41</td>
<td>$5_0^{5}$</td>
</tr>
<tr>
<td>63243</td>
<td>0</td>
<td>$1_0^{1}$</td>
</tr>
<tr>
<td>63295</td>
<td>52</td>
<td>$3_{10}^{3}$</td>
</tr>
<tr>
<td>63348</td>
<td>53</td>
<td>$3_{10}^{3}$</td>
</tr>
<tr>
<td>63396</td>
<td>48</td>
<td>$3_{10}^{3}$</td>
</tr>
<tr>
<td>63442</td>
<td>46</td>
<td>$3_{10}^{3}$</td>
</tr>
<tr>
<td>63485</td>
<td>43</td>
<td>$3_{10}^{3}$</td>
</tr>
<tr>
<td>63476</td>
<td>0</td>
<td>$1_0^{1}$</td>
</tr>
<tr>
<td>63530</td>
<td>54</td>
<td>$3_{10}^{3}$</td>
</tr>
<tr>
<td>63582</td>
<td>52</td>
<td>$3_{10}^{3}$</td>
</tr>
<tr>
<td>63629</td>
<td>47</td>
<td>$3_{10}^{3}$</td>
</tr>
<tr>
<td>63673</td>
<td>44</td>
<td>$3_{10}^{3}$</td>
</tr>
<tr>
<td>63702</td>
<td>0</td>
<td>$1_0^{1}$</td>
</tr>
</tbody>
</table>

a) Uncertainty ± 2 cm$^{-1}$.

b) In this notation $3_{10}^{3}$ refers to $m$ quanta excited in the $I_2$ stretch, $v_1$, and $n$ quanta excited in the $I_2$-$Ar$ van der Waals stretch, $v_3$. 
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6.3.3 The $[^3\Pi_{1/2}]_c$ 7s Rydberg System in $I_2$-Ar$_2$

As with the $[^3\Pi_{1/2}]_c$ 6s system we have to consider the possibility that some of the features in the spectrum may result from fragmentation of higher clusters ($I_2$-Ar$_n$). However, in contrast to the $[^3\Pi_{1/2}]_c$ 6s system, however, $I_2^+$-Ar$_2$ ions were also observed in the TOF mass spectrum at well defined wavelengths. A time-of-flight mass spectrum recorded with the excitation laser wavelength tuned to the most intense of these features at 62980 cm$^{-1}$ is shown in Figure 6.8. The three most prominent mass peaks in the spectrum can be straightforwardly assigned to $I^+$, $I_2^+$ and $I_2^+$-Ar$_2$ with only very small contributions from $I_2^+$-Ar as well as $I^+$-Ar, which are both present this time only as background signals. A mass resolved (2+1) REMPI excitation spectrum of the complex, recorded by gating on the $I_2^+$-Ar$_2$ mass channel, is shown in Figure 6.9 while the peak positions are given in Table 6.4. None of the features observed in this spectrum appear in the $I_2$-Ar spectrum in Figure 6.6 which provides further evidence that fragmentation of higher clusters does not make any observable contribution to the $I_2$-Ar spectrum. A provisional assignment of the spectrum is relatively straightforward and we can immediately identify both electronic states by comparison with the $I_2^+$-Ar spectrum in Figure 6.6. The lower $2_g$ state, appearing at about 62322 cm$^{-1}$ is rather weak compared with the $1_g$ state, as was found for $I_2^+$-Ar, and evidence of predissociation is also visible with only one quantum in the $I_2$ stretch being observed for each Rydberg state. However, rich vdW vibrational structure associated with each band appears in the spectrum for the $1_g$ state (see inset to Figure 6.9 for an expanded spectrum). This structure has been tentatively assigned to a progression in a vdW stretch having an average vibrational spacing of 40 cm$^{-1}$ and a shorter bending mode progression appearing in combination with the vdW stretch having an average spacing of 15 cm$^{-1}$ as shown in Table 6.4. The red shifts (317 cm$^{-1}$ for the $2_g$ state and 392 cm$^{-1}$ for the $1_g$ state) are only slightly greater than those observed for the monomeric clusters (272 cm$^{-1}$ and 326 cm$^{-1}$, respectively) which implies that the stabilisation of the system brought about by the
Figure 6.8 The time-of-flight mass spectrum of I₂ expanded in argon recorded by tuning the excitation laser to 62980 cm⁻¹.
Figure 6.9 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I$_2$-Ar$_2$ recorded in the range 62100-63300 cm$^{-1}$ by monitoring the I$_2^+$-Ar$_2$ mass channel.
addition of the second argon atom does not equal that of the first. This suggests that the position of the second Ar atom does not mirror that of the first in I$_2$-Ar, although beyond this we cannot come to any firm conclusion as to the geometry of the cluster.

Table 6.4 Spectral peak positions and assignments of the $[^2\Pi_{3/2}]_e$ 7s; 2$_g$ and $[^2\Pi_{3/2}]_e$ 7s; 1$_g$ electronic states of I$_2$–Ar$_2$.

<table>
<thead>
<tr>
<th>Electronic state</th>
<th>Transition energy / cm$^{-1}$</th>
<th>Vibrational spacing / cm$^{-1}$</th>
<th>Assignment $^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[^2\Pi_{3/2}]_e$ 7s; 2$_g$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>62322</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>62340</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>62364</td>
<td>44</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>62385</td>
<td></td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>62405</td>
<td>41</td>
<td>2$_g^*$</td>
</tr>
<tr>
<td></td>
<td>62555</td>
<td>233</td>
<td>1$_g^*$</td>
</tr>
<tr>
<td>$[^2\Pi_{3/2}]_e$ 7s; 1$_g$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>62940</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>62957</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>62970</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>62980</td>
<td>0</td>
<td>3$_g^*$</td>
</tr>
<tr>
<td></td>
<td>62997</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>63012</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>63020</td>
<td>40</td>
<td>3$_g^*$</td>
</tr>
<tr>
<td></td>
<td>63034</td>
<td>40</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>63060</td>
<td>40</td>
<td>3$_g^*$</td>
</tr>
<tr>
<td></td>
<td>63075</td>
<td>15</td>
<td>2$_g^*$</td>
</tr>
<tr>
<td></td>
<td>63088</td>
<td>13</td>
<td>2$_g^*$</td>
</tr>
<tr>
<td></td>
<td>63092</td>
<td>32</td>
<td>3$_g^*$</td>
</tr>
<tr>
<td></td>
<td>63182</td>
<td>242</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>63201</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>63215</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>63221</td>
<td>14</td>
<td>0</td>
</tr>
</tbody>
</table>

$^a$ Uncertainty ± 2 cm$^{-1}$.

$^b$ In this notation $[^m^1^m^2_0]$ refers to $m$ quanta excited in the I$_2$ stretch, $v_1$, $n$ quanta excited in a van der Waals stretch, $v_3$, and $p$ quanta excited in one of the van der Waals bending modes, $v_2$. 
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6.3.4 The \([^2\Pi_{1/2}]_{c\text{g}} 7s\) and \([^2\Pi_{3/2}]_{c\text{g}} 8s\) Rydberg Systems

As with the previous two Rydberg systems, peaks appeared in the \(I^+\) mass channel of the \(\text{I}_2\) REMPI spectrum, recorded in the energy range 67000-70000 cm\(^{-1}\) two photon energy (see Figure 5.5), which could be provisionally assigned to the van der Waals complex from their dependence on the argon stagnation pressure. No corresponding peaks were observed in the \(\text{I}_2^+\) mass channel spectrum. The TOF mass spectrum recorded by tuning the laser to one of the more intense of these features revealed the presence of \(\text{I}_2^+\)-Ar ions but no evidence of any \(I^+\)-Ar could be found at the stagnation pressure used. It would seem that this system follows a similar fragmentation path to that of the 7s system based on the \([^2\Pi_{3/2}]\) ion core discussed above.

A mass resolved (2+1) REMPI excitation spectrum recorded with both linearly and circularly polarised light by gating on the \(\text{I}_2^+\)-Ar mass channel is presented in Figure 6.10. The presence of four electronic states makes for a substantially more complex spectrum with linear polarisation than those recorded for the other states. Unfortunately this also makes it more difficult to identify complete progressions and to make confident assignments. However, as with the \([^2\Pi_{3/2}]_{c\text{g}} 7s\) system, the \(1_g\) states lose practically all their intensity with circularly polarised light which makes it significantly easier to assign the spectrum than it would otherwise have been. These assignments are given in Figure 6.10 as well as in Tables 6.5, 6.6 and 6.7.

A reasonably straightforward assignment of the two lowest energy progressions to the \([^2\Pi_{1/2}]_{c\text{g}} 7s; 0_g^+\) and \([^2\Pi_{3/2}]_{c\text{g}} 8s; 2_g\) states can be made since they are the only ones to appear in the upper spectrum in Figure 6.10, recorded with circularly polarised light. The lowest energy progression which starts at 67675 \(\pm\) 2 cm\(^{-1}\) is assigned to the \([^2\Pi_{1/2}]_{c\text{g}} 7s; 0_g^+\) state which is the lowest energy state in this
Figure 6.10 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled I₂–Ar recorded in the range 67500-69000 cm⁻¹ by monitoring the I₂⁺–Ar mass channel with both linearly and circularly polarised light.
region for I$_2$. This would then represent a spectral red shift of 317 ± 2 cm$^{-1}$ which although comparable with that obtained for the 7s system based on the $[^2\Pi_{3/2}]_c$ 6s system. This spectral red shift translates into a value for the dissociation energy $D_0$ of 554 ± 5 cm$^{-1}$ which can be compared with a value determined for the $[^2\Pi_{1/2}]_c$ 6s; 1$_g$ state of 389 ± 5 cm$^{-1}$. This increase in stability is matched by an increase in $\omega_5$ to 56 cm$^{-1}$ (c.f. 49 cm$^{-1}$ in the $[^2\Pi_{1/2}]_c$ 6s; 1$_g$ state) for the vdW stretch, as well as a lengthening in the vdW progression. This state shows strong $\Delta v = 0$ propensity in the I$_2$ stretching mode with the $v' = 1$ band appearing very weakly, 227 cm$^{-1}$ to higher energy.

The $[^2\Pi_{3/2}]_c$ 8s; 2$_g$ state is the next to appear with two quanta in the I$_2$ stretch being observed. Whilst the $v' = 0$ band is once again the most intense, this time the $v' = 1$ band appears with comparable intensity in agreement with the intensities observed for these bands in the I$_2^+$ spectrum in Figure 5.5. These bands are separated by about 228 cm$^{-1}$ which is consistent with excitation in the I$_2$ stretch. The onset of the $v' = 0$ band can be tentatively assigned to a weak peak appearing at 67814 ± 2 cm$^{-1}$ which represents a red shift of 529 ± 2 cm$^{-1}$ and a lower limit to the dissociation energy $D_0$ of 766 ± 5 cm$^{-1}$. A comparison of this value for $D_0$ with that obtained for the $[^2\Pi_{3/2}]_c$ 7s; 2$_g$ state (509 ± 5 cm$^{-1}$) shows an increase of about 50 % which is perhaps rather larger than we might have expected given that we are approaching the ionisation limit for the $[^2\Pi_{3/2}]_c$ core. However, it is, nonetheless, consistent with the general trend of increasing binding energy with increasing principle quantum number.

The $[^2\Pi_{1/2}]_c$ 7s; 1$_g$ state shows considerable propensity for $\Delta v = +1$ and +2 transitions in the I$_2$ stretch with up to three quanta being observed. The band origin probably appears underneath the $[^2\Pi_{3/2}]_c$ 8s; 2$_g$ state peak at 67925 ± 2 cm$^{-1}$. The $v' = 1$ band appears with larger intensity, a further 222 cm$^{-1}$ to higher energy and both bands show long progressions in the van der Waals stretch. The spectral red shift of this state is 349 ± 2 cm$^{-1}$, which corresponds to a binding energy of 586 ± 5 cm$^{-1}$ and
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is wholly consistent with that determined for the \(^{2}\Pi_{1/2}\) \(7s; 0^+_g\) state (554 ± 5 cm\(^{-1}\)). An approximate value for \(\omega_e\) of 59 cm\(^{-1}\) can also be determined, which again is reasonably consistent with the increase in binding energy observed over that in the \(^{2}\Pi_{1/2}\) \(6s\) system.

Having made provisional assignments for three of the four possible states, we can now assign the progression whose origin lies at 68145 cm\(^{-1}\) in the spectrum in Figure 6.10, to the \(^{2}\Pi_{3/2}\) \(8s; 1_g\) state. In this case we obtain a spectral red shift of 523 ± 2 cm\(^{-1}\) which corresponds to a dissociation energy \(D_0\) of 760 ± 5 cm\(^{-1}\). An \(\omega_e\) for this progression of 62 cm\(^{-1}\) can also be derived which once again is reasonably consistent with the calculated dissociation energy. Both values are comparable to those obtained for the \(^{1}\Pi_{3/2}\) \(8s; 2_g\) state. All the spectroscopic data determined from this spectrum is listed in Table 6.8.

### 6.3.5 The 5d Rydberg States

In spite of a careful search, no van der Waals bands associated with any of the 5d systems were found. On intensity grounds alone, we might reasonably expect to observe the complex bands for these systems, given our ability to observe bands for the comparatively weak \(^{2}\Pi_{1/2}\) \(6s\) system. However, as we concluded in chapter 5, the 5d states are only observed as a result of interaction with ion-pair states. Since we have not observed any evidence of ion-pair interaction in any of the vdW complex spectra, it is perhaps not surprising that we are unable to observe the vdW 5d Rydberg states. This point will be addressed in detail below.
Table 6.5 Spectral peak positions and assignments of the \( ^2\Pi_{1/2}e 7s; 0^+_g \) and the \( ^2\Pi_{3/2}e 8s; 2_g \) states of I\(_2\)-Ar.

<table>
<thead>
<tr>
<th>Electronic state</th>
<th>Transition energy / cm(^{-1})</th>
<th>Vibrational spacing / cm(^{-1})</th>
<th>Assignment (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^2\Pi_{1/2}e 7s; 0^+_g )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>67675</td>
<td>0</td>
<td>0</td>
<td>( 0^+_g )</td>
</tr>
<tr>
<td>67727</td>
<td>52</td>
<td></td>
<td>( 3^+_1 )</td>
</tr>
<tr>
<td>67778</td>
<td>51</td>
<td></td>
<td>( 3^+_0 )</td>
</tr>
<tr>
<td>67826</td>
<td>48</td>
<td></td>
<td>( 3^+_1 )</td>
</tr>
<tr>
<td>67871</td>
<td>45</td>
<td></td>
<td>( 3^+_0 )</td>
</tr>
<tr>
<td>67911</td>
<td>40</td>
<td></td>
<td>( 3^+_1 )</td>
</tr>
<tr>
<td>67902</td>
<td>0</td>
<td>227</td>
<td>( 1^+_1 )</td>
</tr>
<tr>
<td>67955</td>
<td>53</td>
<td></td>
<td>( 3^+_1 )</td>
</tr>
<tr>
<td>68006</td>
<td>51</td>
<td></td>
<td>( 3^+_1 )</td>
</tr>
<tr>
<td>68056</td>
<td>50</td>
<td></td>
<td>( 3^+_1 )</td>
</tr>
<tr>
<td>( ^2\Pi_{3/2}e 8s; 2_g )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>67814</td>
<td>0</td>
<td>0</td>
<td>( 0^+_0 )</td>
</tr>
<tr>
<td>67871</td>
<td>57</td>
<td></td>
<td>( 3^+_0 )</td>
</tr>
<tr>
<td>67925</td>
<td>54</td>
<td></td>
<td>( 3^+_0 )</td>
</tr>
<tr>
<td>67976</td>
<td>51</td>
<td></td>
<td>( 3^+_0 )</td>
</tr>
<tr>
<td>68026</td>
<td>50</td>
<td></td>
<td>( 3^+_1 )</td>
</tr>
<tr>
<td>68042</td>
<td>0</td>
<td>228</td>
<td>( 1^+_1 )</td>
</tr>
<tr>
<td>68098</td>
<td>56</td>
<td></td>
<td>( 3^+_1 )</td>
</tr>
<tr>
<td>68152</td>
<td>54</td>
<td></td>
<td>( 3^+_1 )</td>
</tr>
<tr>
<td>68202</td>
<td>50</td>
<td></td>
<td>( 3^+_1 )</td>
</tr>
<tr>
<td>68252</td>
<td>50</td>
<td></td>
<td>( 3^+_1 )</td>
</tr>
</tbody>
</table>

\(^a\) Uncertainty ± 2 cm\(^{-1}\).

\(^b\) In this notation \( 3^n\gamma \) refers to \( m \) quanta excited in the I\(_2\) stretch, \( v_1 \), and \( n \) quanta excited in the I\(_2\)–Ar van der Waals stretch, \( v_3 \).
Table 6.6 Spectral peak positions and assignments of the \([^2\Pi_{1/2}]e\) 7s; \(1_g\) state of \(I_2\)-Ar.

<table>
<thead>
<tr>
<th>Electronic state</th>
<th>Transition energy / (\text{cm}^{-1})</th>
<th>Vibrational spacing / (\text{cm}^{-1})</th>
<th>Assignment (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>([^2\Pi_{1/2}]e) 7s; (1_g)</td>
<td>\begin{align} 67925 \ 67983 \ 68034 \ 68080 \ 68124 \ 68166 \end{align}</td>
<td>\begin{align} 0 \ 58 \ 51 \ 46 \ 44 \ 42 \end{align}</td>
<td>\begin{align} 0 _0^0 \ 3_0^0 \ 3_0^2 \ 3_0^3 \ 3_0^4 \ 3_0^5 \end{align}</td>
</tr>
<tr>
<td></td>
<td>\begin{align} 68147 \ 68204 \ 68253 \ 68302 \ 68347 \ 68388 \end{align}</td>
<td>\begin{align} 0 \ 57 \ 49 \ 49 \ 45 \ 41 \end{align}</td>
<td>\begin{align} 222 _1^0 \ 3_1^1 \ 3_1^2 \ 3_1^3 \ 3_1^4 \ 3_1^5 \end{align}</td>
</tr>
<tr>
<td></td>
<td>\begin{align} 68366 \ 68421 \ 68471 \ 68520 \ 68566 \ 68610 \end{align}</td>
<td>\begin{align} 0 \ 55 \ 50 \ 49 \ 46 \ 44 \end{align}</td>
<td>\begin{align} 219 _2^0 \ 3_2^1 \ 3_2^2 \ 3_2^3 \ 3_2^4 \ 3_2^5 \end{align}</td>
</tr>
<tr>
<td></td>
<td>\begin{align} 68588 \ 68644 \ 68694 \ 68736 \end{align}</td>
<td>\begin{align} 0 \ 56 \ 50 \ 42 \end{align}</td>
<td>\begin{align} 222 _3^0 \ 3_3^1 \ 3_3^2 \ 3_3^3 \ 3_3^4 \end{align}</td>
</tr>
</tbody>
</table>

\(^a\) Uncertainty ± 2 \(\text{cm}^{-1}\).

\(^b\) In this notation \(3\_n^m\) refers to \(m\) quanta excited in the \(I_2\) stretch, \(v_1\), and \(n\) quanta excited in the \(I_2\)-Ar van der Waals stretch, \(v_3\).
Table 6.7 Spectral peak positions and assignments of the \([^2\Pi_{3/2}]_e\ 8s; 1_g\) state of I\(_2\)–Ar.

<table>
<thead>
<tr>
<th>Electronic state</th>
<th>Transition energy / (\text{cm}^{-1}) (^a)</th>
<th>Vibrational spacing / (\text{cm}^{-1})</th>
<th>Assignment (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>([^2\Pi_{3/2}]_e\ 8s; 1_g)</td>
<td>68145</td>
<td>0</td>
<td>0(^6)</td>
</tr>
<tr>
<td></td>
<td>68204</td>
<td>59</td>
<td>3(^0)</td>
</tr>
<tr>
<td></td>
<td>68261</td>
<td>57</td>
<td>3(^2)</td>
</tr>
<tr>
<td></td>
<td>68316</td>
<td>55</td>
<td>3(^6)</td>
</tr>
<tr>
<td></td>
<td>68366</td>
<td>50</td>
<td>3(^0)</td>
</tr>
<tr>
<td></td>
<td>68414</td>
<td>48</td>
<td>3(^0)</td>
</tr>
<tr>
<td></td>
<td>68387</td>
<td>0</td>
<td>242</td>
</tr>
<tr>
<td></td>
<td>68442</td>
<td>55</td>
<td>3(^1)</td>
</tr>
<tr>
<td></td>
<td>68497</td>
<td>55</td>
<td>3(^1)</td>
</tr>
<tr>
<td></td>
<td>68554</td>
<td>57</td>
<td>3(^1)</td>
</tr>
<tr>
<td></td>
<td>68603</td>
<td>49</td>
<td>3(^1)</td>
</tr>
<tr>
<td></td>
<td>68648</td>
<td>45</td>
<td>3(^1)</td>
</tr>
<tr>
<td></td>
<td>68617</td>
<td>0</td>
<td>230</td>
</tr>
<tr>
<td></td>
<td>68673</td>
<td>56</td>
<td>3(^1)</td>
</tr>
<tr>
<td></td>
<td>68726</td>
<td>53</td>
<td>3(^1)</td>
</tr>
<tr>
<td></td>
<td>68785</td>
<td>59</td>
<td>3(^1)</td>
</tr>
<tr>
<td></td>
<td>68837</td>
<td>52</td>
<td>3(^1)</td>
</tr>
<tr>
<td></td>
<td>68888</td>
<td>51</td>
<td>3(^1)</td>
</tr>
</tbody>
</table>

\(^a\) Uncertainty \(\pm 2\ \text{cm}^{-1}\).

\(^b\) In this notation \(3_{01}^{\gamma}g\) refers to \(m\) quanta excited in the I\(_2\) stretch, \(\nu_1\), and \(n\) quanta excited in the I\(_2\)–Ar van der Waals stretch, \(\nu_3\).
Chapter 6. The Rydberg States and Ground Ionic State of the I$_2$–Ar vdW Complex

Table 6.8 Spectroscopic data obtained for the ns Rydberg states of I$_2$–Ar.

<table>
<thead>
<tr>
<th>State</th>
<th>Band origin / cm$^{-1}$</th>
<th>$\Delta v$/ cm$^{-1}$</th>
<th>$D_0$ / cm$^{-1}$</th>
<th>$\omega_e$ / cm$^{-1}$</th>
<th>$\omega_e x_e$ / cm$^{-1}$</th>
<th>$G_0$ / cm$^{-1}$</th>
<th>$D_e$ / cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[^3\Pi_{1/2}]_{6s; 1_s}$</td>
<td>53430±2</td>
<td>152±2</td>
<td>389±5</td>
<td>49±2</td>
<td>1.50±0.1</td>
<td>24±4</td>
<td>413±9</td>
</tr>
<tr>
<td>$[^3\Pi_{3/2}]_{7s; 2_s}$</td>
<td>62367±2</td>
<td>272±2</td>
<td>509±5</td>
<td>54±2</td>
<td>1.55±0.1</td>
<td>27±4</td>
<td>536±9</td>
</tr>
<tr>
<td>$[^3\Pi_{3/2}]_{7s; 1_s}$</td>
<td>63006±2</td>
<td>326±2</td>
<td>563±5</td>
<td>59±2</td>
<td>1.75±0.1</td>
<td>29±4</td>
<td>592±9</td>
</tr>
<tr>
<td>$[^3\Pi_{1/2}]_{7s; 0_s^*}$</td>
<td>67675±2</td>
<td>317±2</td>
<td>554±5</td>
<td>56±2</td>
<td>1.50±0.1</td>
<td>28±4</td>
<td>582±9</td>
</tr>
<tr>
<td>$[^3\Pi_{3/2}]_{8s; 2_s}$</td>
<td>67814±2</td>
<td>529±2</td>
<td>766±5</td>
<td>59±2</td>
<td>1.20±0.1</td>
<td>29±4</td>
<td>795±9</td>
</tr>
<tr>
<td>$[^3\Pi_{1/2}]_{7s; 1_s}$</td>
<td>67925±2</td>
<td>349±2</td>
<td>586±5</td>
<td>59±2</td>
<td>1.70±0.1</td>
<td>29±4</td>
<td>615±9</td>
</tr>
<tr>
<td>$[^3\Pi_{3/2}]_{8s; 1_s}$</td>
<td>68145±2</td>
<td>523±2</td>
<td>760±5</td>
<td>62±2</td>
<td>1.45±0.1</td>
<td>31±4</td>
<td>791±9</td>
</tr>
</tbody>
</table>

6.4 Discussion

The present investigation of iodine-argon van der Waals complexes excited to a number of different Rydberg states based upon both spin-orbit components of the ionic core enables a number of general observations to be made. The first of these is the observation that as the principal quantum number of the Rydberg state increases, so does the binding energy of the van der Waals complex. This correlates with what one would intuitively expect given the progressive reduction in shielding of the effective ionic core charge by the Rydberg electron as it is excited into higher orbits. The increased effective charge of the core then exerts a greater attractive force on the polarisable argon atom through charge-induced dipole effects. This progressive strengthening of the bond is reflected in the experimentally observed increasing spectral red shifts and $\omega_e$'s, and the extension of the intermolecular vibrational progressions, which are all indicative of a shortening of the bond. The spectral red shifts determined in this work would appear to be consistent with a model of the Rydberg excited complex in which the Rydberg electron lies outside the boundaries of
the T-shaped complex. If we assume a model in which the argon atom is polarised by the full positive charge of I$_2^+$ (the charge situated at the centre of I-I bond) then we can calculate a polarisation energy of 575 cm$^{-1}$ for an assumed vdW bond length of 3.6 Å. This can be compared to the experimentally determined red shift for the [2$^2\Pi_{3/2}$]c 8s; 2$g$ state of 529 cm$^{-1}$.

The second, somewhat unexpected observation, was the rather puzzling fragmentation behaviour of the complexes. A general observation for all the Rydberg states described here was that fragmentation of the I$_2$-Ar complex always ultimately resulted in production of I$^+$ to the total exclusion of I$_2^+$; for all the Rydberg states for which we were able to record REMPI spectra of the complexes, we were unable to observe any evidence of complex bands in the I$_2^+$ mass channel spectra. However, for all the ns Rydberg states except the [2$^2\Pi_{1/2}$]c 6s system, the primary complex ion was I$_2^+$-Ar. This suggests that either there is a competing fragmentation pathway in the neutral state which yields atomic iodine which is then ionised to give I$^+$ or that I$_2^+$-Ar can fragment completely (I$^+$ + I + Ar) following further absorption after ionisation, on a time scale far faster than fragmentation to I$_2^+$ and Ar. The first of these possibilities would seem to be supported by a rotational band contour analysis of the [2$^2\Pi_{3/2}$]c 7s system in I$_2$ which shows clear evidence of lifetime broadening [40]. In contrast, the [2$^2\Pi_{1/2}$]c 6s system exhibits completely different behaviour and provides us with a much more explicit picture of its fragmentation pathway. In this case the dominant product ion is I$^+$-Ar with I$_2^+$-Ar only being observed very weakly at the lowest level of vibrational excitation in the Rydberg state (see Figure 6.3). Although this observation initially seems to contradict what we might expect given the relative amount of energy required to break the I$_2$ bond versus that required to break the van der Waals bond, we can propose a number of possible explanations to account for this phenomenon. Firstly, the observation of I$^+$-Ar$_n$ peaks in the mass spectrum would seem to be wholly consistent with the analogous one photon photodissociation of uncomplexed I$_2^+$ [41]. Fragmentation of the complex in the neutral state to give I-Ar through an interaction
of the Rydberg state with a repulsive valence state would appear to be unlikely. The point of interaction will lie some 38000 cm$^{-1}$ above the likely dissociation products I ($^2P$) and this should impart sufficient acceleration to the products to make it unlikely that the van der Waals bond would survive the dissociation process. This conclusion is further supported by a rotational contour analysis of each of the bands in the $[^2\Pi_{1/2}]_{e} 6s$ system of I$_2$ which shows no evidence of any lifetime broadening [42]. However, if the primary ionic product, which in this case is I$_2^+$-Ar, absorbs a further photon to a weakly repulsive state of I$_2^+$, it could follow a much more gentle fragmentation path to give I$^+$-Ar which, as well as being electronically stable (i.e. isoelectronic with ICl), will be more strongly bound than I-Ar because of the charge-induced dipole component of the van der Waals bond. The apparent variation in fragmentation efficiency with vibrational excitation in the Rydberg state observed in the REMPI spectrum in Figure 6.3 can probably be attributed to progressively better Franck-Condon overlap between the vibrational wavefunction in the Rydberg state and the continuum wavefunction in the dissociative channel in the ion.

Other possibilities previously proposed to account for the observation of I$^+$-Ar$_n$ clusters in mass spectrometric work [36] include excitation of the I$_2$-Ar complex to an autoionising state from which dissociative ionisation occurs to give I$^+$-Ar + I, as well as intracluster ion-molecule reactions of the type I$_2^+$ + Ar $\rightarrow$ I$^+$-Ar + I. Given the dependence on laser wavelength of the relative amounts of I$^+$-Ar and I$_2^+$-Ar and the collision free environment inherent in a skimmed molecular beam, the latter explanation is fairly unlikely. Nevertheless, it is conceivable that the product ions may be undergoing collisions as they are accelerated through the molecular beam by the extraction field, but in this case we may expect some effect on the flight times of the ions perhaps in the form of a broadening in the peak shape. However, no observed broadening in the TOF peak shape between the uncomplexed I$_2^+$ and I$^+$ peaks and those of the complexes has been observed. Indeed, the complex peaks often appeared significantly narrower than those of the uncomplexed parent ions, so it seems safe to conclude that ion-molecule reactions are not contributing to the observed product ion.
distributions. It is not so easy to discount the possibility of dissociative ionisation contributing to the ion intensity distribution but the experimental evidence seems to favour the provisional conclusion detailed above.

The behaviour of the van der Waals complex spectra above 62000 cm\(^{-1}\) when irradiated with circularly polarised light is found to be identical to that observed in I\(_2\). Exactly the same loss in intensity was observed in all the I\(_g\) states for the primary ion, I\(_2^+\)-Ar, rather than any of the subsequent products of fragmentation. These observations confirm the conclusions arrived at in chapter 5 regarding the explanation proposed by Donovan et al. [43]. The fact that the complex spectra show exactly the same behaviour with circularly polarised light as the uncomplexed I\(_2\) suggests that the mechanism which accounts for this behaviour is the same in each case. However, even with this confirmatory data, a satisfactory explanation for these observations is at present unavailable. It is nonetheless fortunate that this phenomenon provides us with a means to deconvolute some of the more complicated spectra recorded for the I\(_2\)-Ar van der Waals complex (see for example Figure 6.10).

The apparent inhibition of ion-pair/Rydberg interaction in the complexes is a new phenomenon and is most explicitly demonstrated in the spectrum recorded for the \([^2\Pi_{3/2}]_s\, 7s; \, 1g\) state in Figure 6.6. Clearly, the rich ion-pair structure apparent in the equivalent spectrum recorded for uncomplexed I\(_2\), in Figures 5.3 and 5.4, has completely disappeared. The interacting Rydberg (Ry) and ion-pair (i.p.) states (the \(\beta(1g)\) ion-pair state in this case) differ by a two-electron configuration change and there is no reason to suppose that the electronic part of the interaction matrix element, \(\langle Ry|\frac{1}{\mathcal{Z}}|i.p.\rangle\) is much affected by complexation. The extent of vibrational coupling in free I\(_2\) is also governed by the Franck-Condon factor \(\langle v^{Ry}|v^{i.p.}\rangle\) where \(v^{Ry}\) is the vibrational wavefunction of the Rydberg state and \(v^{i.p.}\) is the ion-pair state vibrational wavefunction. Similarly, in the complex, the Franck-Condon factor can be expressed by \(\langle v_1^{Ry}v_3^{Ry}|v_1^{i.p.}v_3^{i.p.}\rangle\) where \(v_1\) and \(v_3\) refer to the I\(_2\) stretch and vdW stretch,
respectively. However, the vibrational motion on the 3-body ion-pair surface is extremely complex and the $v_1$ and $v_3$ modes cannot be treated as completely separable simple harmonic modes. Indeed, excimer formation, Ar$^+$T, becomes an open channel. Under these conditions, the effective Franck-Condon factor in the triatomic is much smaller than in the diatomic and the vibronic coupling will be effectively quenched. The second effect of complexation is to alter the relative energies of the Rydberg and ion-pair states, depending on the Ar...I$_2$ separation. It could well be that the position of the $i.p./Ry$ curve crossing in the I--I co-ordinate is moved out of the Franck-Condon region accessible from the ground state.

The lack of any observable vibrational complex bands associated with the 5d states is not altogether unsurprising based on the discussion above and the fact that the 5d states in I$_2$ are only observed as a result of their interaction with ion-pair states. If the addition of an argon atom does indeed quench the vibronic coupling of the Rydberg state with an ion-pair state then the 5d Rydberg states would lose their route to ionisation and would not be observed. Another possibility for the lack of 5d Rydberg excited I$_2$–Ar, is that the level of vibrational excitation in the respective ion-pair states, which at the point of interaction, represents at least 20000 cm$^{-1}$ excess energy, would be such that the ion-pair van der Waals complex would almost certainly have dissociated.

6.5 ZEKE-PFI Photoelectron Spectroscopy of Rydberg Excited I$_2$–Ar

Over the last 5-10 years interest in the spectroscopic characterisation of ionic vdW clusters has increased as techniques such as zero kinetic energy pulsed field ionisation (ZEKE-PFI) photoelectron spectroscopy [44] have become capable of resolving the characteristic low frequency vibrational modes of vdW complexes [45]. Other techniques such as the resonance-enhanced photodissociation of mass selected ions have also permitted the selective study of ionic complexes [46]. Prior to these developments, interest had been primarily focused on the formation mechanisms and
reactivities of ionic vdW complexes and very few detailed gas phase spectroscopic measurements had been performed [47]. Ionic van der Waals complexes are in general more strongly bound than their neutral counterparts due to the addition of a charge induced dipolar interaction to the potential energy function and are found in any cool, ionised gas phase environment. However, as a general trend, ionic complexes are perhaps not bound as tightly as might be expected. It has been postulated in the case of vdW clusters consisting of an aromatic molecule and a rare gas atom [48] that this may be due to a decrease in the dispersive interaction upon ionisation through the reduced polarisability of the ion relative to the neutral.

The ionic potential of a vdW complex can be investigated by measuring the shift in the ionisation potential (which gives directly the change in bond strength) and the vibrational structure of the intermolecular modes. An analysis of the frequencies and line intensities of these modes can sensitively probe the intermolecular potential. For rare gas van der Waals cations it is reasonable to assume that the minimum in the ionic potential is not so far from the neutral to be unobservable. However, for species such as charge transfer complexes and higher clusters which may reorganise upon ionisation, it is possible that the neutral geometry does not have access to the potential minimum of the cation.

The electronic structure of the I₂–Ar van der Waals complex is very similar to that of I₂, and therefore there are no known suitable intermediate states in the UV for a (1+1') ZEKE-PFI study. The observation of the Rydberg excited states of the complex therefore provided the ideal intermediates for a (2+1') ZEKE-PFI study of the I₂–Ar vdW complex. A number of experimental limitations again constrained the possible Rydberg intermediate states which could be employed in a two colour ZEKE-PFI experiment. As was the case in I₂, the requirement for high photon fluxes in both the pump and probe lasers was of paramount importance and limited the probe laser output to a dye fundamental. The wavelength limit of the infra-red dyes (<900 nm) therefore constrained the intermediate Rydberg states to the $[^2\Pi_{3/2}]_{s\Pi} 7s$ and $[^2\Pi_{1/2}]_{s\Pi} 7s$ systems for ionisation into the respective ionic spin-orbit components.
However, in contrast to iodine other factors had to be taken into account when deciding which \( \Omega \) state within the 7s systems was employed as the intermediate state of the complex. These included the relative intensity of the vibrational bands in the two \( \Omega \) states in the \([^3\Pi_{3/2}]_{c,8}\) 7s system and the fact that in the \([^3\Pi_{1/2}]_{c,8}\) 7s system the \( 1_g \) vibrational bands are overlapped.

The ZEKE-PFI spectra of the \( \bar{X} \) \(^2\Pi_{g,3/2}\) ionic state presented in section 6.7 via \( v'=0-4 \) of the \([^2\Pi_{3/2}]_c\) 7s; \( 1_g \) Rydberg state, were recorded with an extraction potential of 2.35 V/cm. The ZEKE-PFI spectrum of the \( \bar{X} \) \(^2\Pi_{g,1/2}\) ionic state presented in section 6.8 via \( v'=2 \) of the \([^2\Pi_{1/2}]_c\) 7s; \( 0_g^+ \) Rydberg state, however, was recorded with an extraction potential of 2.27 V/cm. All the ZEKE-PFI spectra were recorded with a delay of 1.055 \( \mu \)s.

6.6 The \( \bar{X} \) \(^2\Pi_{g,3/2}\) Ionic State of \( I_2^-\text{Ar} \)

6.6.1 The (2+1) REMPI Spectrum of \( I_2^-\text{Ar} \) in the Range 62250 to 63750 cm⁻¹

Ionisation into the lower \( \bar{X} \) \(^2\Pi_{g,3/2}\) spin-orbit state of \( I_2^-\text{Ar} \) is nominally favoured for a transition from a Rydberg state having a \([^3\Pi_{3/2}]_c\) core. The most experimentally convenient system for this purpose is the \([^3\Pi_{3/2}]_{c,8}\) 7s system at around 63000 cm⁻¹ which is composed of two partially overlapping vibrational progressions arising from the \([^2\Pi_{3/2}]_c\) 7s; \( 2_g \) and the \([^2\Pi_{3/2}]_c\) 7s; \( 1_g \) Rydberg states of \( I_2^-\text{Ar} \) as shown in Figure 6.6. The spectrum exhibits rich vibrational structure arising from simultaneous excitation of both the I...I stretch (\( v_1 \)) and the I$_2$...Ar van der Waals stretch (\( v_3 \)) for both Rydberg states. The high level of vibrational activity in the spectrum enables the optical preparation of a wide selection of vibrationally excited intermediate states. This greatly assists the assignment of the resulting ZEKE-PFI spectra since we can generally expect a direct correspondence between the level of vibrational excitation of the initially prepared state and that of the final ionic state.
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The increased intensity of the \( 1_g \) vibrational bands compared with those of the \( 2_g \) make it the preferred intermediate Rydberg state.

6.6.2 The (2+1') ZEKE-PFI Spectrum of \( \text{I}_2-\text{Ar} \) Ionised via the \( [^2\Pi_{3/2}]_c 7s; 1_g \)
State

The two colour (2+1') ZEKE-PFI spectra of \( \text{I}_2-\text{Ar} \) via the band origin of the \( [^2\Pi_{3/2}]_c 7s; 1_g \) Rydberg state at 63006 cm\(^{-1}\) as well as via the first four vibrationally excited levels in the \( \text{I}_2-\text{Ar} \) van der Waals stretching vibration, \( \nu_3 \), are presented in Figure 6.11(a). A single peak is observed at 74520 ± 2 cm\(^{-1}\) in the spectrum recorded via the band origin (via \( \nu_3=0 \)) which can be provisionally assigned to the \( \Delta \nu=0 \) transition to the \( \nu^+=0 \) level in the ion. No other obvious spectral features were observed scanning to lower energy so we can be reasonably confident that the peak at 74520 cm\(^{-1}\) corresponds to the band origin of the \( \tilde{X} \ 2\Pi_{a3/2} \) state of \( \text{I}_2^+-\text{Ar} \). A correction must be applied to this measured value to take account of the field ionisation shift. In the case of the van der Waals complex, the equation describing the field ionisation shift is assumed to be the same as that determined for molecular iodine (\( \Delta E = 1.60\sqrt{F(V/cm)} \)). This results in an adiabatic ionisation energy of 74523 ± 2 cm\(^{-1}\) and represents an ionisation energy red-shift of 546 ± 4 cm\(^{-1}\) with respect to the \( \tilde{X} \ 2\Pi_{a3/2} \) spin-orbit state of molecular iodine (75069 ± 2 cm\(^{-1}\)) determined in the previous chapter. A lower limit to \( D_0 \) in the \( \tilde{X} \ 2\Pi_{a3/2} \) spin-orbit state can therefore be calculated to be 783 ± 5 cm\(^{-1}\), using a value for \( D_0 \) in the neutral ground state of \( \text{I}_2-\text{Ar} \) of 237 ± 3 cm\(^{-1}\) determined experimentally by Blazy et al. [12]. This compares with a value of \( D_0 \) determined previously for the \( [^2\Pi_{3/2}]_c 8s; 2_g \) Rydberg state of 766 ± 5 cm\(^{-1}\).
Figure 6.11 (a) The (2+1) ZEKE-PFI spectra of the $\tilde{X}^2\Pi_{g,3/2}$ state of I$_2$-Ar recorded via the band origin of the $^3\Pi_{g,3/2}$ $7s$; 1$_s$ Rydberg state at 63006 cm$^{-1}$ as well as via the first four vibrationally excited levels in the I$_2$-Ar vdW stretching vibration, $v_3$. In these spectra, * denotes an accidental $A-X$ neutral state resonance in I$_2$. (b) Franck-Condon simulations of the ZEKE-PFI spectra shown in (a).
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There is very little evidence in the spectrum recorded via the band origin of the [$^2\Pi_{3/2}$]e 7s; 1g Rydberg state of any van der Waals stretching excitation. This is wholly consistent with the assumed similarities in equilibrium geometries of the Rydberg and ionic states. However, there is some intensity in a band appearing 238 cm$^{-1}$ to higher ion internal energy which can be compared with a $v^+ = 0$ to $v^+ = 1$ vibrational separation of 239 cm$^{-1}$ determined for the $\tilde{X}$ $^2\Pi_{g,3/2}$ ionic state of molecular iodine. This band can therefore be assigned to one quantum excited in the I$_2$ stretching mode, $v_1$, of the complex. Clearly, the presence of the argon atom in the ionic complex has very little effect on the I$_2$ stretching frequency. The peak lying 117 cm$^{-1}$ to higher energy of the band origin does not arise from direct (2+1')

photoionisation of the complex but is due to an accidental resonance of the probe laser wavelength with an $A^3\Pi_{u} \leftrightarrow X^1\Sigma^+_g$ neutral state transition in I$_2$ which shows up in the ZEKE channel via a mechanism involving a further pump photon resonance with an ion-pair state.

The ZEKE-PFI spectrum recorded by exciting one quantum in the van der Waals stretching mode, $v_3$, (i.e. via 3h) in the [$^2\Pi_{3/2}$]e 7s; 1g Rydberg state at 63059 cm$^{-1}$ is also shown in Figure 6.11(a). Once again there is a strong propensity for the $\Delta v = 0$ transition which results in most of the intensity appearing in the $3_0^+1$ band which lies 60 cm$^{-1}$ above the band origin at 74583 ± 2 cm$^{-1}$ (i.e. one quantum excited in the van der Waals stretching mode in the ion). However, this time we also observe some intensity in the $\Delta v = \pm 1$ transitions due to the improved vibrational wavefunction overlap between the Rydberg and ionic states. As in the spectrum recorded via the band origin a band appears ~237 cm$^{-1}$ to the blue of the main $3_0^+1$ band. This feature can be straightforwardly assigned to a combination band corresponding to excitation of one quantum in the van der Waals stretching mode, $v_3$, and one quantum in the I$_2$ stretching mode, $v_1$ (i.e. $3_0^+1_0^+1$).
Further increases in the level of vibrational excitation in the van der Waals stretching mode in the intermediate Rydberg state result in corresponding increases in the level of vibrational excitation in the ion (see Figure 6.11(a)) with each of the ZEKE-PFI spectra showing clear propensity for the \( \Delta v = 0 \) transition. The progressive increase in intensity of the \( \Delta v = \pm 1 \) transitions, as the level of vibrational excitation in \( v_3 \) is increased in the intermediate Rydberg state, provides us with a classic example of Franck-Condon behaviour. A plot of \( \Delta G_{v+1/2} \) against \( v \) yields values for \( \alpha_b \) and \( \alpha_{\text{exc}} \) of \( 62 \pm 2 \text{ cm}^{-1} \) and \( 1.2 \pm 0.1 \text{ cm}^{-1} \) respectively. These can be compared with corresponding values determined for the \( ^2\Pi_{3/2}{ }_{e} \) 8s; 2\( _g \) state of \( 59 \pm 2 \text{ cm}^{-1} \) and \( 1.2 \pm 0.1 \text{ cm}^{-1} \). All ionic state spectroscopic constants determined in the present work are detailed in Table 6.9.

The obvious lack of vibrational structure in the ZEKE-PFI spectrum recorded via the band origin of the \([^2\Pi_{3/2}]_e 7s; 1_g \) Rydberg state and the clear propensity for the \( \Delta v = 0 \) transition in each case strongly suggests that the geometry change between the Rydberg state and the ion along the van der Waals co-ordinate is small. In order to quantify this geometry change a series of Franck-Condon calculations were performed to simulate the experimentally observed band envelopes. In performing these calculations it has been assumed that the potential curve along the \( \text{I}_2\cdots\text{Ar} \) co-ordinate can adequately be described by a Morse potential for both of the electronic states. The Rydberg state spectroscopic constants were taken from the results in section 6.2.2. The results of these simulations are shown in Figure 6.11(b) and display a very good agreement with the experimental data. The best fit to the experimental data was obtained for a reduction in the van der Waals bond length \( R_{\text{Ar} \cdots \text{I}_2} \) of 0.035 Å upon ionisation from the \([^2\Pi_{3/2}]_e 7s; 1_g \) Rydberg state. The Franck-Condon calculation carried out in section 6.2.2 for the \([^2\Pi_{3/2}]_e 7s; 1_g \) Rydberg state, indicated a reduction in the van der Waals bond length, \( R_{\text{Ar} \cdots \text{I}_2} \), of 0.38 Å. An overall reduction in the van der Waals bond length for ionisation into the \( \bar{X} \ ^2\Pi_{g,3/2} \) ionic state from the ground state of the neutral can therefore be calculated to be 0.415 Å. The lack of any other intermolecular vibrational structure other than that arising from the
van der Waals stretch, strongly supports the conclusion that the potential which describes the motion of the argon atom parallel to the I...I co-ordinate (i.e. the van der Waals bend) undergoes almost no change upon ionisation and consequently we can say that the complex retains a T-shaped geometry in the ion.

6.7 The $\tilde{X} \ 2\Pi_g,1/2$ ionic state of I$_2$-Ar

6.7.1 The (2+1) REMPI Spectrum of I$_2$-Ar in the Range 67600-68875 cm$^{-1}$

The mass resolved (2+1) REMPI excitation spectrum of I$_2$-Ar in the range 67600-68875 cm$^{-1}$ two photon energy is presented in Figure 6.12. For the sake of clarity, the spectrum was recorded with circularly polarised light which excludes the $1_g$ states. Although two states appear in the spectrum (the $[^3\Pi_{1/2}]_c \ 7s; 0_g^+$ and $[^3\Pi_{3/2}]_c \ 8s; 2_g$ Rydberg states), it is the $[^3\Pi_{1/2}]_c \ 7s; 0_g^+$ state which should provide us with the best means to access the $\tilde{X} \ 2\Pi_{g,1/2}$ spin-orbit ionic state, if we assume a preference for core preservation upon ionisation.

6.7.2 The (2+1') ZEKE-PFI Spectrum of I$_2$-Ar Ionised via the $[^3\Pi_{1/2}]_c \ 7s; 0_g^+$ State

The ZEKE-PFI signal for the $\tilde{X} \ 2\Pi_{g,1/2}$ state was of considerably lower intensity than those recorded for the $\tilde{X} \ 2\Pi_{g,3/2}$ state and consequently the only ZEKE-PFI spectrum which was recordable, was that via the strongest transition in the $[^3\Pi_{1/2}]_c \ 7s; 0_g^+$ Rydberg state. The two colour (2+1') ZEKE-PFI spectrum of I$_2$-Ar ionised via the $3_g^2$ band of the $[^3\Pi_{1/2}]_c \ 7s; 0_g^+$ Rydberg state at 67778 ± 2 cm$^{-1}$ (i.e. two quanta excited in the van der Waals stretch, $\nu_3$) is presented in Figure 6.13. The spectrum reveals, as expected, a propensity for the $\Delta \nu=0$ transition but now with considerable intensity (~40%) in the $\Delta \nu= \pm 1$ transitions. Although no observed intensity appears in the band origin we can extrapolate back to the origin to obtain a
Figure 6.12 The (2+1) mass resolved REMPI excitation spectrum of jet-cooled \( I_2\text{--}Ar \) recorded in the range 67600-68875 cm\(^{-1}\) recorded using circularly polarised light and monitoring the \( I_2^+\text{--}Ar \) mass channel.
Figure 6.13 The (2+1') ZEKE-PFI spectra of the \( \tilde{X}^2\Pi_{g,1/2} \) state of \( \text{I}_2^+ - \text{Ar} \) ionised via the \( 3^2 \) band of the \( ^3\Pi_{1/2}, \text{g} \) \( 7 \text{s}; \, 0^+ \) Rydberg state at 67778 cm\(^{-1}\) (i.e two quanta excited in the van der Waals stretch, \( \nu_3 \)). * denotes an accidental \( \Lambda\leftrightarrow X \) neutral state resonance in \( \text{I}_2 \).
value for the adiabatic ionisation energy of \( 79692 \pm 3 \text{ cm}^{-1} \) for the \( \tilde{X} \ ^2 \Pi_{\frac{5}{2}} \) state. This represents an ionisation energy red shift of \( 574 \pm 5 \text{ cm}^{-1} \) with respect to the adiabatic ionisation energy of the \( X \ ^2 \Pi_{\frac{5}{2}} \) spin-orbit state \( (80266 \pm 2 \text{ cm}^{-1}) \) of molecular iodine. Given a value for \( D_0 \) in the ground state of I\(_2\)-Ar of \( 237 \pm 3 \text{ cm}^{-1} \), we can calculate a lower limit to \( D_0 \) in the \( \tilde{X} \ ^2 \Pi_{\frac{5}{2}} \) ionic state of \( 811 \pm 6 \text{ cm}^{-1} \). A plot of \( \Delta G_{v+1/2} \) against \( v \) yields values for \( \omega_b \) and \( \omega_x \) of \( 62 \pm 2 \text{ cm}^{-1} \) and \( 1.7 \pm 0.1 \text{ cm}^{-1} \) respectively.

Having determined the adiabatic ionisation energies for the two spin-orbit components of the \( \tilde{X} \ ^2 \Pi_{\frac{5}{2}} \) state, a value for the spin-orbit splitting can be calculated to be \( 5169 \pm 5 \text{ cm}^{-1} \). This can be compared with a spin-orbit splitting in I\(_2\) of \( 5197 \pm 5 \text{ cm}^{-1} \).

Table 6.9 Spectroscopic data obtained for the \( \tilde{X} \ ^2 \Pi_{\frac{5}{2}} \) and \( \tilde{X} \ ^2 \Pi_{\frac{5}{2}} \) ionic states of I\(_2^+\)-Ar

<table>
<thead>
<tr>
<th>Ionic state</th>
<th>I.E. / cm(^{-1})</th>
<th>( \Delta \text{I.E.} ) (^{a)} / \text{ cm}(^{-1})</th>
<th>( D_0 ) (^{b)} / \text{ cm}(^{-1})</th>
<th>( \omega_b ) (^{c)} / \text{ cm}(^{-1})</th>
<th>( \omega_x ) (^{c)} / \text{ cm}(^{-1})</th>
<th>( D_e ) / cm(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{X} \ ^2 \Pi_{\frac{5}{2}} )</td>
<td>74523±2</td>
<td>546±4</td>
<td>783±5</td>
<td>62±2</td>
<td>1.2±0.1</td>
<td>814±9</td>
</tr>
<tr>
<td>( \tilde{X} \ ^2 \Pi_{\frac{1}{2}} )</td>
<td>79692±3</td>
<td>574±5</td>
<td>811±6</td>
<td>62±2</td>
<td>1.7±0.1</td>
<td>842±10</td>
</tr>
</tbody>
</table>

\(^{a)} \) Ionisation energy red shift.

\(^{b)} \) Zero-point dissociation energy calculated from observed spectral red-shift.

\(^{c)} \) Calculated from a plot of \( \Delta G_{v+1/2} \) versus \( v \) for the I\(_2\)••Ar stretching mode progression.
6.8 Discussion

One of the main motivations for carrying out a ZEKE-PFI investigation of the I$_2$-Ar complex was to obtain a limit to which the van der Waals binding energy converges as the Rydberg electron is excited into progressively higher orbits, leading eventually to ionisation. A comparison of the binding energies for the two spin-orbit components of the $\tilde{X}$ $^2\Pi_g$ state of I$_2^+$-Ar, with those previously obtained from the REMPI spectra of the $ns$ Rydberg states of I$_2$-Ar ($n=6$ to 8), provides us with an indication of the extent to which the penetration of the Rydberg electron modifies the contribution of charge-induced dipole forces to the overall van der Waals interaction. The picture we have of the Rydberg excited complex, is one in which the Rydberg electron lies in an orbit substantially larger than the size of the complex. In this model the polarisable argon atom effectively sees a proportion of the positive charge of the ionic core. However, the exact proportion depends on the level of penetration of the Rydberg electron into the core. As the Rydberg electron is excited into progressively higher orbits, so the binding energy of the van der Waals complex will increase as the level of shielding of the positive charge is decreased. To compare the Rydberg spectral red-shifts with the averaged ionisation energy red-shifts for the two ionic spin-orbit components, requires the quoted spectral red-shifts for a particular $ns$ Rydberg orbital to be averaged over all core states and $\Omega$ quantum numbers such that only the principal quantum number of the Rydberg state is referred to. As a further aid the approximate radii of the Rydberg orbitals (the outer turning point of the classical motion of the Rydberg electron) have been calculated by assuming a classical picture of the Rydberg electron in a Coulomb potential (see Table 6.10).

The observed increase in spectral red-shift resulting from the promotion of a Rydberg electron from the 6s to the 7s Rydberg orbital is approximately 164 cm$^{-1}$. This increases by a further 210 cm$^{-1}$ when the Rydberg electron is promoted from the 7s to the 8s Rydberg orbital. However, these substantial increases contrast quite dramatically with the $\sim$30 cm$^{-1}$ increase, observed on promoting the Rydberg electron from the 8s Rydberg orbital to infinity (i.e. the ionic state). Clearly, the binding
energy of the complex cannot be said to be smoothly converging to the ionic limit asymptote for the lower \( n \) Rydberg states described here.

In order to illustrate the interaction between the argon atom and the iodine ionic core, a simple model has been used in which all interactions between the ion and the argon atom are ignored except the charge-induced dipole interaction. In the ionic state we assume that the argon atom is polarised by the full positive charge of \( \text{I}_2^+ \) located at the mid-point of the I-I bond. This yields a polarisation energy of \( 575 \text{ cm}^{-1} \), for an assumed vdW bond length of 3.6 Å, which we can equate directly with the experimentally averaged ionisation energy red shift, over both spin-orbit components, of \( 560 \text{ cm}^{-1} \). In order to extend this model to describe the changes in spectral red-shifts observed for the Rydberg states, the polarisation energy has been calculated by varying the percentage of the effective ionic core charge seen by the argon atom in order to mimic the depth of penetration of the Rydberg electron. In spite of the simplicity of the model, it should allow a qualitative picture to be obtained of the changes in the interaction that occur as the principal quantum number of the Rydberg complex increases. From the averaged experimental spectral red-shifts determined for the Rydberg states shown in Table 6.10 and assuming that the polarisation energy can be equated to the spectral red-shift, the approximate percentage effective ionic core charge seen by the argon atom for each \( ns \) Rydberg state can be deduced. Assuming a vdW bond length of 3.6 Å allows us to establish that the spectral red-shift of \( 152 \text{ cm}^{-1} \) determined for the 6s Rydberg state corresponds to the argon atom feeling the effect of \( \sim 50\% \) of the ionic core charge. This is consistent with the calculated Rydberg radius for this state of about 5.5 Å which implies a fairly high level of Rydberg electron penetration given a van der Waals bond length of 3.6 Å. The average spectral red-shift of \( \sim 310 \text{ cm}^{-1} \) obtained for the 7s Rydberg states, which should have a Rydberg orbital radius of about 9.7 Å, corresponds to an effective ionic charge of approximately \( 75\% \) of the full ionic state value which again seems reasonable in view of the large increase in the size of the Rydberg orbital. Continuing to the 8s Rydberg state where the average experimental spectral red-shift is around \( 525 \text{ cm}^{-1} \), the Rydberg orbital radius is calculated to be approximately 17.9 Å, almost
double that of the 7s state. This corresponds to the core exerting around 95% of its attractive force on the argon atom which accounts for the large increase in spectral red shift over that observed for the 7s state. The Rydberg electron in Rydberg states with a principal quantum number greater than 8 is therefore at least 18 Å away from the core and has very little influence on the effective ionic core charge seen by the argon atom.

Table 6.10 Spectral red shifts, binding energies and calculated Rydberg orbital radii

<table>
<thead>
<tr>
<th>Principal quantum number of ns Rydberg</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>(ion)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averaged spectral red shift / cm⁻¹ a)</td>
<td>152</td>
<td>316</td>
<td>526</td>
<td>-</td>
<td>560</td>
</tr>
<tr>
<td>(Go(I₂⁺)-Go(I₂ Ar⁺))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Binding energy (D₀) / cm⁻¹ a)</td>
<td>389</td>
<td>553</td>
<td>763</td>
<td>-</td>
<td>797</td>
</tr>
<tr>
<td>Radius of ns orbital b)</td>
<td>5.5 Å</td>
<td>9.7 Å</td>
<td>17.9 Å</td>
<td>29.0 Å</td>
<td>-</td>
</tr>
</tbody>
</table>

a) Averaged over both spin-orbit and Ω quantum numbers.
b) The outer turning point of the classical motion of the Rydberg electron in a coulomb potential.

The term values of a Rydberg series, whether of the complexed or uncomplexed I₂, vary as 1/(n-δ)² (see chapter 5). A plot of I.E.-Tₐ(Rydberg) vs 1/(n-δ)² for I₂-Ar shows near-perfect linearity where the quantum defect in the complex is taken to be the same as that found in I₂ [43]. However, the quantum defects calculated for I₂ [43] and those determined in this investigation of I₂-Ar differ by a small amount (~ 0.02-0.04). To account for the slightly different quantum defect in the complex means that we must describe the binding energy of the complex (Dₐ(n)) by

\[
Dₐ(n) = \frac{R_y}{(n-\delta_{vdw})^2} - \frac{R_y}{(n-\delta_{I₂})^2} + Dₐ(I₂⁺ - Ar)
\]
Based on the complex quantum defect calculations above, the quantum defect of the complex can be described by $\delta_{\text{vdW}} = \delta_{I_2} + x$ such that Equation 6.2, in first order, can be reduced to

$$D_e(n) = \frac{2Ryx}{(n-\delta_{I_2})^3} + D_e(I_2^+ - \text{Ar}).$$\hspace{1cm}6.3$$

A plot of the binding energy of the van der Waals complex against $1/(n-\delta)^3$ (where $n$ is the principal quantum number and $\delta$ is the van der Waals quantum defect) should therefore result in a straight line. Plots of $D_e(\text{ion}) - D_e(\text{Rydberg})$ vs $1/(n-\delta)^3$ for both spin-orbit states is shown in Figure 6.14. Clearly, neither plot shows a satisfactory linear dependence which would suggest that local perturbations, induced perhaps by the presence of 5d Rydberg states, may be affecting the shape of the potential along the $I_2\ldots\text{Ar}$ co-ordinate. It should be noted, however, that it is perhaps unreasonable to expect perfect linearity given the small number of data points in each plot and the effect that comparatively small errors in the total transition energy will have on the appearance of the plot. For example, an error of 60 cm$^{-1}$, which might arise from an incorrectly assigned REMPI spectrum, will have a much greater effect on the linearity of the $D_e(\text{ion}) - D_e(\text{Rydberg})$ vs $1/(n-\delta)^3$ plot than on that of the I.E.-$T_0(\text{Rydberg})$ vs $1/(n-\delta)^2$ plot.

The measured spin-orbit splitting of $5169 \pm 5$ cm$^{-1}$ between the $\tilde{X}^2\Pi_{g,3/2}$ ionic state and the $\tilde{X}^2\Pi_{g,1/2}$ ionic state of the complex, is slightly smaller than the corresponding splitting of $5197 \pm 4$ cm$^{-1}$ in uncomplexed $I_2^+$. An important difference between the $\tilde{X}^2\Pi_{g,3/2}$ and $\tilde{X}^2\Pi_{g,1/2}$ ionic states is that the latter is coupled by spin-orbit interaction to the $B^2\Sigma^+_g$ excited state which lies about 3 eV to higher energy. The electron configuration of the $B$ state is $\sigma_1^+\pi_6^+\pi_4^+$ and consequently there will be a
Figure 6.14

A plot of $D_e$(ion) - $D_e$(Rydberg) vs $1/(n-\delta)^3$ for both spin-orbit components of $I_2$-Ar
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considerable rearrangement of the electron density compared to the ground state of the ion. In particular the greater concentration of net positive charge at the centre of the I-I bond in the $^2\Sigma_{1/2, g}^+$ state will tend to increase the polarisation energy in the complex for this state compared to that in the $^2\Pi_{g,i}$ ground state which will have most of the net positive charge located in the lobes of the $\pi_g$ orbital. If the interaction energy with the argon atom in the $^2\Sigma_{1/2, g}^+$ state is assumed to be stronger by an amount $\Delta E$, compared to the ground state, then an amount $c^2\Delta E$ (where $c$ is the coefficient of the $^2\Sigma_{1/2, g}^+$ component in the description of the upper spin-orbit state) will be transferred in second order to the $^2\Pi_{g,1/2}$ state through the spin-orbit interaction, leading to an overall reduction in spin-orbit splitting in the complex as observed experimentally.

One final point which deserves some comment is the poor quality of the ZEKE-PFI spectrum recorded for the $\tilde{X}^2\Pi_{g,1/2}$ state compared with the $\tilde{X}^2\Pi_{g,3/2}$ state. It seems unlikely that the dramatic difference in signal to noise is simply due to differences in the relative 2-photon transition probabilities into the $[^2\Pi_{1/2}]c\, 7s; 0_g^+$ and $[^2\Pi_{3/2}]c\, 7s; 1_g$ Rydberg states since the REMPI spectra of the two states show comparable signal-to noise ratios. An alternative explanation is that spin-orbit autoionisation of high $n$ Rydberg states converging on the $^2\Pi_{g,1/2}$ ionic state results in a loss in intensity to the upper spin-orbit component. Such effects have previously been observed in the ZEKE-PFI spectra of both HCl [49] and HF [50] in which transitions into the lower spin-orbit states were found to be strongly favoured over transitions into the upper spin-orbit state of the ion.
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