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Abstract

The fifth generation (and beyond) wireless communication systems require increased capacity, high data rates, improved coverage and reduced energy consumption. This can be potentially provided by unused available spectrum such as the Millimeter Wave (MmWave) frequency spectrum above 30 GHz. The high bandwidths for mmWave communication compared to sub-6 GHz microwave frequency bands must be traded off against increased path loss, which can be compensated using large-scale antenna arrays such as the Multiple-Input Multiple-Output (MIMO) systems. The analog/digital Hybrid Beamforming (HBF) architectures for mmWave MIMO systems reduce the hardware complexity and power consumption using fewer Radio Frequency (RF) chains and support multi-stream communication with high Spectral Efficiency (SE). Such systems can also be optimized to achieve high Energy Efficiency (EE) gains with low complexity but this has not been widely studied in the literature. This PhD project focused on designing energy efficient and low complexity communication techniques for next generation mmWave hybrid MIMO systems.

Firstly, a novel architecture with a framework that dynamically activates the optimal number of RF chains was designed. Fractional programming was used to solve an EE maximization problem and the Dinkelbach Method (DM) based framework was exploited to optimize the number of active RF chains and the data streams. The DM is an iterative and parametric algorithm where a sequence of
easier problems converge to the global solution. The HBF matrices were designed using a codebook-based fast approximation solution called gradient pursuit which was introduced as a cost-effective and fast approximation algorithm. This work maximizes EE by exploiting the structure of RF chains with full resolution sampling unlike existing baseline approaches that use fixed RF chains and aim only for high SE.

Secondly, an efficient sparse mmWave channel estimation algorithm was developed with low resolution Analog-to-Digital Converters (ADCs) at the receiver. The sparsity of the mmWave channel was exploited and the estimation problem was tackled using compressed sensing through the Stein’s unbiased risk estimate based parametric denoiser. The Expectation-maximization density estimation was used to avoid the need to specify the channel statistics. Furthermore, an energy efficient mmWave hybrid MIMO system was developed with Digital-to-Analog Converters (DACs) at the transmitter where the best subset of the active RF chains and the DAC resolution were selected. A novel technique based on the DM and subset selection optimization was implemented for EE maximization. This work exploits the low resolution sampling at the converting units and provides more efficient solutions in terms of EE and channel estimation than existing baselines in the literature.

Thirdly, the DAC and ADC bit resolutions and the HBF matrices were jointly optimized for EE maximization. The flexibility in choosing the bit resolution for each DAC and ADC was considered and they were optimized on a frame-by-frame basis unlike the existing approaches, based on the fixed resolution sampling. A novel decomposition of the HBF matrices to three parts was introduced to represent the analog beamformer matrix, the DAC/ADC bit resolution matrix and the baseband beamformer matrix. The alternating direction method of multipliers
was used to solve this matrix factorization problem as it has been successfully applied to other non-convex matrix factorization problems in the literature. This work considers EE maximization with low resolution sampling at both the DACs and the ADCs simultaneously, and jointly optimizes the HBF and DAC/ADC bit resolution matrices, unlike the existing baselines that use fixed bit resolution or otherwise optimize either DAC/ADC bit resolution or HBF matrices.
Lay Summary

In this modern digital age of 21st century, mobile users demand better communication technology which should be mainly cost-efficient, with less complex hardware and high speed. The microwave frequency spectrum that we currently use for mobile broadband is limited to a very crowded frequency range. There is an enhanced demand for an unused and available spectrum which can be resolved by the use of millimeter wave frequency spectrum. The larger bandwidth channels means higher data rates and we can further benefit by using multiple antenna systems at millimeter wave. The use of a hybrid architecture, which involves both digital and analog units used in conventional technologies, reduces the hardware complexity and power consumption for such systems while still supporting communication with multiple streams. In the existing literature, the millimeter wave multiple antenna systems are designed for high data rates but designing such systems for high energy efficiency with low complexity solutions and keeping high data rates, has not been widely studied. So this thesis focuses on designing energy efficient and low complexity techniques for the next generation millimeter wave multiple antenna systems. We provide energy efficient solutions by exploiting the structure of complex and power hungry components such as the radio frequency chains and associated conversion units. We also provide an efficient and low complexity solution to estimate the millimeter wave channel and consider the impact of resolution sampling associated with the conversion unit.
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</tr>
<tr>
<td>I.I.D.</td>
<td>Independent and Identically Distributed</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple-Input Multiple-Output</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean Square Error</td>
</tr>
<tr>
<td>MmWave</td>
<td>Millimeter Wave</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Square Error</td>
</tr>
<tr>
<td>OMP</td>
<td>Orthogonal Matching Pursuit</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PMF</td>
<td>Probability Mass Function</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>RX</td>
<td>Receiver</td>
</tr>
<tr>
<td>SE</td>
<td>Spectral Efficiency</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SURE</td>
<td>Stein’s Unbiased Risk Estimate</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular Value Decomposition</td>
</tr>
<tr>
<td>TX</td>
<td>Transmitter</td>
</tr>
<tr>
<td>ULA</td>
<td>Uniform Linear Array</td>
</tr>
<tr>
<td>VAMP</td>
<td>Vector Approximate Message Passing</td>
</tr>
<tr>
<td>W.R.T.</td>
<td>With Respect To</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

This thesis addresses efficient communication techniques for the Fifth Generation (5G) and beyond Millimeter Wave (MmWave) Hybrid Beamforming (HBF) Multiple-Input Multiple-Output (MIMO) systems. Our main objective is to optimize such systems for Energy Efficiency (EE) maximization with low complexity by exploiting the Analog/Digital (A/D) HBF architecture and provide better solutions than existing baselines in the literature. Low complexity refers to reducing the complexity associated with an algorithm or system design, i.e., providing a fast solution with acceptable accuracy and the least computation.

In this introductory chapter, Section 1.1 introduces the motivation of the research work carried out. Section 1.2 summarizes the objectives and key contributions of the research work conducted for this thesis. Section 1.3 provides an outline of the remaining chapters of this thesis.
1.1 Motivation

1.1.1 5G Mobile Communication

For future mobile communication systems, there is a wide scope to identify the technical needs and possible solutions to transform and revolutionize the wireless connectivity ecosystem for a better inter-connected society. The 5G technology is set to address the consumer demands and performance enhancements for mobile communication in 2020 and beyond [1–3]. The emerging advanced consumer devices and developed communication systems have resulted in ever-increasing demands on bandwidth and capacity. For instance, Cisco’s annual report suggests that mobile video traffic is expected to generate 82% of the global mobile data traffic, and there will be 28.5 billion networked devices and connections by 2022 [4]. Ericsson mobility report [5] forecasts that there will be 8.9 billion mobile subscriptions by the end of 2024 and more than 40% of the world’s population is forecast to be covered by 5G in the same year (see Fig. 1.1). The 5G (and beyond) services are expected to be commercially implemented on a large scale in the next few years, for example, in North America and North East Asia significant 5G subscriptions are expected early [5]. The 5G (and beyond) standards would require high data rates/throughput, improved coverage, lower latency, high mobility, high reliability and lower infrastructure costs [1, 2].

One of the building blocks for fulfilling the requirements of 5G mobile communications is the use of MIMO technology and spectrum availability. The microwave frequency spectrum at sub-6 GHz frequencies, which we currently make use of for mobile broadband, is limited to a very crowded frequency range enhancing the demand for unused and available spectrum which can be resolved by the use of mmWave frequency spectrum [6, 7].
Figure 1.1: World population coverage by technology [5].

Figure 1.2: Frequency spectrum allocation to mmWave band.

1.1.2 MmWave Channel Characteristics

The use of mmWave frequency bands appears to be a promising technology to meet the needs of the 5G mobile communication systems [8–10]. Mmwave makes use of spectrum from 30 GHz to 300 GHz whereas most consumer wireless systems operate at carrier frequencies below 6 GHz. Fig. 1.2 shows the frequency spectrum allocation to mmWave band. Reference [11] states that the United States Federal Communications Commission (FCC) has freed approximately 30
times more bandwidth at mmWave frequencies than is available at cellphone bands for commercial use.

The main benefit of a mmWave band is the larger spectral channels, and larger bandwidth channels means higher data rates. Due to their high data rates, a few existing applications of the mmWave spectrum are in satellite communications, wireless backhaul and radio applications. Also, radar systems occupy some of the mmWave bands, for example, 77 GHz will be used as one band for radar in driverless cars. However, mmWave faces challenges of severe path loss, blocking effects, new hardware constraints and unconventional channel characteristics [11]. Table 1.1 discusses typical mmWave channel characteristics which may be considered as important attributes when considering mmWave frequency channels for future 5G (and beyond) standards. For example, an important characteristic of a mmWave frequency channel is high sparsity, i.e., there are only few non-zero elements in the channel matrix, in both the angle and delay domains [7,12]. Other important properties are high spatial correlation meaning that some spatial directions during mmWave communication are statistically stronger than others, and high sensitivity towards the orientation angle of the user equipment.

<table>
<thead>
<tr>
<th>Channel attributes</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>100 MHz - 2 GHz</td>
</tr>
<tr>
<td>Base Station (BS) antennas</td>
<td>64 - 256</td>
</tr>
<tr>
<td>Mobile Station (MS) antennas</td>
<td>4 - 16</td>
</tr>
<tr>
<td>Channel Sparsity</td>
<td>High</td>
</tr>
<tr>
<td>Spatial Correlation</td>
<td>High</td>
</tr>
<tr>
<td>Angular Spread</td>
<td>&lt; 50 degrees</td>
</tr>
<tr>
<td>Orientation Sensitivity</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 1.1: Channel attributes at mmWave.
1.1.3 MmWave MIMO: Potentials and Challenges

The high bandwidths for mmWave communication compared to sub-6 GHz frequency bands must be traded off against increased path loss [13], which can be compensated using large-scale antenna arrays, i.e., MIMO systems [14, 15]. The large number of antenna elements and the high bandwidth makes it hard to use a separate Radio Frequency (RF) chain for each antenna due to the large requirements in power consumption and hardware complexity [15]. Also, using many Digital-to-Analog Converter (DAC)/Analog-to-Digital Converter (ADC) units associated with RF chains, which are power hungry components, would lead to more hardware complexity and high power consumption. Moreover, DACs/ADCs have a relatively higher sampling rate in high frequency systems than at microwave frequencies, and employing high speed converters increases the power consumption and the cost significantly.

These hardware constraints have led to several mmWave-specific MIMO architectures where a mixture of analog and digital signal processing operations are made With Respect To (W.R.T.) the number of antennas or resolution of data converters. The HBF architectures as shown in Fig. 1.3 are one approach
for providing enhanced benefits of MIMO communication at mmWave frequencies. This architecture is discussed further in the following chapters. Note that, in such an architecture, the number of RF chains and associated ADCs/DACs are much less than the number of antennas, and enables spatial multiplexing and multi-user communication that enhances the benefits of MIMO. The benefits of using a HBF architecture over conventional beamforming architectures is discussed in the next chapter.

1.2 Objectives and Key Contributions

1.2.1 Objectives

In HBF architectures, the hardware complexity and power consumption is reduced through using fewer RF chains and it can support multi-stream communication with high Spectral Efficiency (SE) [14–23]. Such systems can also be optimized to achieve high EE gains with low complexity but this has not been widely studied in the literature. Thus, the aim of this thesis is to design energy efficient and low complexity communication techniques for the mmWave HBF MIMO systems which may be implemented in 5G standards. In particular, the thesis has the following main objectives:

- Designing energy efficient mmWave hybrid MIMO systems with low complexity by exploiting the structure of complex and power hungry components such as RF chains and DAC/ADC units.

- Exploiting the sparsity of the mmWave channel, and provide an efficient and low complexity solution for sparse channel estimation while considering low resolution sampling.
1.2.2 Key Contributions

The key contributions of this thesis are summarized as follows:

- **EE maximization** by optimizing the number of RF chains unlike existing baseline approaches that use a fixed number of RF chains and aim only for high SE. Fractional programming is used to solve an EE maximization problem and the Dinkelbach Method (DM) based framework is exploited to optimize the number of active RF chains and the data streams. The HBF matrices are designed using a codebook-based fast approximation solution.

- **Sparse channel estimation** algorithm is developed with low resolution sampling at the Receiver (RX) using Compressed Sensing (CS) through Stein’s Unbiased Risk Estimate (SURE) based parametric denoiser and Expectation-Maximization (EM) density estimation. An **EE maximization** solution is also developed with low resolution sampling at the Transmitter (TX) where the best subset of the active RF chains and the DAC resolution were selected based on the DM and subset selection optimization approach.

- **EE maximization** by decomposing the HBF matrices into three matrices, which are the analog beamforming matrix, the bit resolution matrix and the baseband beamforming matrix at both the TX and the RX. These matrices are obtained by the solution of an EE maximization problem where the joint TX/RX problem is decoupled into two sub-problems and the corresponding problems are solved by Alternating Direction Method of Multipliers (ADMM). We jointly optimize the HBF and bit resolution matrices unlike existing approaches that optimize either the bit resolution or the HBF matrices.
1.3 Thesis Outline

The remainder of this thesis is organized as follows:

Chapter 2

This chapter provides the background for this thesis. An overview of mmWave MIMO is provided. MIMO beamforming and the advantages of the HBF architecture over conventional architectures are discussed. An overview of convex optimization and CS techniques for mmWave HBF MIMO systems is also described.

Chapter 3

This chapter is mainly based on [24] which proposes a novel architecture with a framework that dynamically activates the optimal number of RF chains. Fractional programming is used to solve an EE maximization problem and the HBF matrices are designed using a codebook-based fast approximation solution. The greedy strategy implemented to compute HBF matrices in this chapter was introduced for mmWave HBF MIMO systems in our work in [17].

Chapter 4

This chapter is in part based on [25] which proposes an efficient sparse mmWave channel estimation algorithm with low resolution ADCs at the RX. The sparsity of the mmWave channel is exploited and the estimation problem is tackled using CS. Also, this chapter reports on results in [26] where an energy efficient mmWave hybrid MIMO system is developed with DACs at the TX where the best subset of the active RF chains and the DAC resolution are selected.
Chapter 5

In [27], bit allocation and hybrid combining at the RX are discussed, and the number of ADC bits and hybrid combiner matrices are jointly optimized for EE maximization. In addition, this chapter is based on [28] which proposes the joint optimization of the bit allocation and the HBF matrices at both the TX and the RX for EE maximization unlike the existing approaches that optimize either the bit resolution or the HBF matrices. The HBF matrix is decomposed into the analog beamforming matrix, the bit resolution matrix and the baseband beamforming matrix at both the TX and the RX. These matrices are obtained through the solution of a joint TX-RX EE maximization problem.

Chapter 6

This chapter concludes this thesis and provides possible future research directions.
Chapter 2

Background

This chapter provides a basic technical background for this thesis. This chapter starts by providing an overview of mmWave MIMO systems which includes applications of the mmWave communications, the basics of Additive White Gaussian Noise (AWGN) channel capacity, MIMO channel capacity, mmWave channel models and mmWave channel estimation techniques. Then several MIMO beamforming architectures and the advantages of implementing the HBF architectures over the conventional beamforming architectures are described. The HBF architectures for mmWave MIMO systems reduce the hardware complexity and power consumption using fewer Radio Frequency (RF) chains while supporting multi-stream communication with high Spectral Efficiency (SE). Then an overview of convex optimization and Compressed Sensing (CS) techniques for mmWave HBF MIMO systems is also provided. The study of these signal processing techniques is very important to develop energy efficient and low complexity solutions for mmWave HBF MIMO systems. Finally, a summary of this chapter is provided.
2.1 Overview of MmWave MIMO

This section provides the basics of the AWGN channel capacity and MIMO channel capacity. We then proceed with how the benefits of MIMO systems can be exploited at mmWave frequencies. MmWave makes use of spectrum from 30 GHz to 300 GHz whereas most consumer wireless systems operate at carrier frequencies below 6 GHz. The main benefit of mmWave communication is larger spectral channels and larger bandwidth channels means higher data rates.

However, mmWave faces challenges of severe path loss, blocking effects, new hardware constraints and unconventional channel characteristics. The high bandwidths for mmWave communication compared to microwave bands must be traded off against increased path loss, which can be compensated using large-scale antenna arrays, i.e., MIMO systems. Next, we discuss the applications for mmWave communications and how mmWave propagation with large-scale antenna arrays impacts the hardware complexity and power efficiency.

2.1.1 Applications of the MmWave Communications

As we know, the main benefit of a mmWave band is the larger spectral channels, and larger bandwidth channels means higher data rates. Due to their high data rates, a few existing applications of the mmWave spectrum are in satellite communications, wireless backhaul and radio applications. Also, radar systems occupy some of the mmWave bands, for example, 77 GHz will be used as one band for radar in driverless cars. However, mmWave propagation has the limitation of being affected by blockage effects, for example, from the human body (attenuation from 20 to 35 dB [29]) and building materials such as brick (attenuation of 40 to 80 dB [30,31]).
In addition to path loss and blockage effects, mmWave wave communication shows hardware constraints and unconventional channel characteristics. For instance, the large number of antenna elements and the high bandwidth makes it hard to use a separate RF chain for each antenna due to the large requirements in power consumption and hardware complexity. Implementing a very large number of antennas, i.e., massive MIMO, would achieve high data rate performance but would increase the hardware complexity and reduce the power efficiency considerably. Also, using many DAC/ADC units associated with RF chains, which are power hungry components, would lead to more hardware complexity and high power consumption. Thus, there is a need to exploit enhanced benefits of MIMO communication at mmWave frequencies through unconventional beamforming architectures such as the Hybrid Beamforming (HBF) architecture. Next we proceed with the basic AWGN channel capacity and MIMO channel capacity, and the benefits of implementing MIMO at mmWave.

2.1.2 AWGN Channel Capacity

The Shannon capacity provides the maximal rate to achieve reliable communication over a noisy channel. Communicating at the rates above this channel capacity fails to provide zero error probability for very large data packet sizes. The following equation provides the basic AWGN channel model [32]:

\[ y[m] = x[m] + n[m], \]  

(2.1)

where \( x(m) \) is a complex-valued input, \( y(m) \) is the complex-valued output, both at time \( m \), and \( n(m) \) denotes the complex Gaussian-distributed noise corrupting the Receiver (RX) which is independent over time with 0 mean and variance \( \sigma^2 \). Similar to (2.1), considering a continuous-time AWGN channel with \( B \) Hz
bandwidth, \( \bar{P} \) W transmit power and \( N_0/2 \) power spectral density at the RX for the AWGN. For \( B \) complex samples per second, the capacity of such a channel can be expressed as

\[
C_{\text{AWGN}}(\bar{P}, B) = B \log\left(1 + \frac{\bar{P}}{N_0 B}\right) \text{ (bits/s)}
\]  

(2.2)

\[
\Rightarrow SE_{\text{AWGN}} = \log(1 + \text{SNR}) \text{ (bits/s/Hz)},
\]

(2.3)

where \( \text{SNR} = \frac{\bar{P}}{(N_0 B)} \) denotes the Signal-to-Noise Ratio (SNR) per degree of freedom. Equation (2.3) represents the maximum achievable SE for the AWGN channel in terms of SNR.

The dependence of the capacity \( C_{\text{AWGN}} \) can be observed in two ways: (a) linear dependency on \( B \) for a fixed \( \text{SNR} = \frac{\bar{P}}{(N_0 B)} \), and (b) SNR decreases with the bandwidth for a given received power \( \bar{P} \). However, when the bandwidth is large such that SNR at each frequency is small, we have

\[
B \log\left(1 + \frac{\bar{P}}{N_0 B}\right) \approx B \left(\frac{\bar{P}}{N_0 B}\right) \log_2 e
\]

\[
= \frac{\bar{P}}{N_0} \log_2 e,
\]

(2.4)

which shows that the capacity is proportional to the total received power and increasing \( B \) does not have a significant impact on capacity. When \( B \) tends to infinity, we reach the limit of \( C_{\text{inf}} = \frac{\bar{P}}{N_0} \log_2 e \), where there is no bandwidth dependence and the capacity has a finite value.

Moreover, [32] suggests that a frequency selective AWGN channel can be converted into a number of independent sub-carriers. The transformed channel can be treated as a collection of sub-channels, where each sub-channel is an AWGN.
channel and the total power constraint is across the sub-channels. Some power is allocated to each sub-channel which add up to the total power constraint and power allocation can be chosen appropriately to maximize rate [32]. The optimal power allocation can be computed using the waterfilling power allocation approach [32]. Transmitter (TX) allocates more power to the sub-carriers which are stronger where there are better channel conditions and the weaker sub-carriers are either allocated lesser power or no power at all. The waterfilling power allocations in MIMO channel capacity are also described in the following subsection.

### 2.1.3 MIMO Channel Capacity

A MIMO system is a multi-antenna system as shown in Fig. 2.1 with a channel matrix \( H \in \mathbb{C}^{N_R \times N_T} \) with \( N_T \) TX antennas and \( N_R \) RX antennas, and assume that the Channel State Information (CSI) is known to both the TX and the RX perfectly. Using the same time-invariant and narrowband channel, RX antennas receive both the direct components such as \( H_{11}, H_{22} \) etc., and indirect components such as \( H_{21}, H_{12} \) etc., which are the entries of the channel matrix. The TX data is divided into \( N_s \) streams where the number of streams \( N_s \) is always less than or equal to the number of antennas. The received signal \( y \in \mathbb{C}^{N_R \times 1} \) can be written as

\[
y = Hx + n, \tag{2.5}
\]

where \( x \in \mathbb{C}^{N_T \times 1} \) is the transmitted signal, and \( n \) is the the Gaussian noise with Independent and Identically Distributed (I.I.D.) entries and complex Gaussian distribution, i.e., \( n \sim \mathcal{CN}(0, N_0 I_{N_R}) \).

The Singular Value Decomposition (SVD) of the channel matrix \( H \) can be
expressed as follows:

\[ H = U_H \Sigma_H V_H^H, \]  
(2.6)

where \( U_H \in \mathbb{C}^{N_R \times N_T} \) and \( V_H \in \mathbb{C}^{N_T \times N_T} \) are unitary matrices, and \( \Sigma_H \in \mathbb{R}^{N_R \times N_T} \) is a rectangular matrix of singular values in decreasing order whose diagonal elements are \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{l_{\text{min}}} \) (where \( l_{\text{min}} = \min(N_T, N_R) \)) which are non-negative real numbers and whose non-diagonal elements are zero. The \( \lambda_i^2 \) values represent the eigenvalues of the matrix \( HH^H \) and also for the matrix \( H^H H \), and we have

\[ HH^H = U_H \Lambda_H \Lambda_H^T U_H^H, \]  
(2.7)

The SVD can be re-written as the sum of rank-one matrices as follows:

\[ H = \sum_{i=1}^{l_{\text{min}}} \lambda_i u_i v_i^H. \]  
(2.8)

The rank of the channel matrix \( H \) is equal to the number of non zero singular values. Following the SVD, the MIMO channel capacity can be expressed as
follows [32]:

\[ C_{\text{MIMO}} = B \sum_{i=1}^{l_{\text{min}}} \log \left( 1 + \frac{P_i^* \lambda^2_i}{N_0} \right) \text{ (bits/s)}, \]  
(2.9)

\[ \implies SE_{\text{MIMO}} = \sum_{i=1}^{l_{\text{min}}} \log \left( 1 + \frac{P_i^* \lambda^2_i}{N_0} \right) \text{ (bits/s/Hz)}, \]  
(2.10)

where \( P_i^*, ..., P_{l_{\text{min}}}^* \) represent the waterfilling power allocations such as \( P_i^* = \left( \mu - N_0 / \lambda^2_i \right)^+ \), where \( \mu \) satisfies the total power constraint \( \sum_i P_i^* = P \). Note that each of the non-zero \( \lambda_i \) entries can support a data stream which allows the MIMO channel to support spatial multiplexing with multiple streams.

For Rayleigh fading channel which has complex Gaussian distribution \( \mathcal{CN}(0,1) \), Fig. 2.2 shows the variations of Cumulative Distribution Function (CDF) for a 2 \( \times \) 2 MIMO system. Note that y-axis represents the cumulative probability which is an increasing function and varies between 0 to 1 With Respect To (W.R.T.) SE in bits/s/Hz at the x-axis. It can be observed that the
average SE is about 5.5 bits/s/Hz and the 10%-ile SE is about 4 bits/s/Hz. Fig. 2.3 shows the variations of MIMO SE w.r.t. SNR for different numbers of $N_T$ TX antennas and $N_R$ RX antennas. It can be observed that the SE increases with increases in SNR and higher number of antennas show higher capacity values for a given SNR. For example, at 10 dB SNR, the case of $N_T = 4$ and $N_R = 4$ has 5 bits/s/Hz higher SE than the case of $N_T = 2$ and $N_R = 2$. This plot provides a basic example of the benefits of implementing large-scale antenna arrays, i.e., MIMO systems, to achieve higher SE.

Note that, for a MIMO system, the antennas may all be located at one TX/RX which is called as the single user MIMO system or each antenna may belong to a different TX/RX which is called as the multi-user MIMO system. Fig. 2.4 shows the basic block diagram of a downlink multi-user MIMO system where we show

**Figure 2.3:** SE w.r.t. SNR for a MIMO channel with different number of $N_T$ TX and $N_R$ RX antennas.
one base station (BS) at the TX unit and two users (UE) at the RX side. In the following, we proceed to discuss how MIMO approaches can be implemented efficiently at mmWave frequencies.

### 2.1.4 MmWave MIMO Channel Models

Due to high frequency, i.e., small wavelength, mmWave channel characteristics are different than that of microwave. By Friis’ Law [33], the received power $P_R$ is related to the transmit power $P_T$ as follows:

$$P_R = G_R G_T \left( \frac{\lambda}{4\pi d} \right)^2 P_T, \quad (2.11)$$

where $G_R$ and $G_T$ are RX and TX antenna gains, respectively, $\lambda$ is the wavelength and $d$ is the distance between the TX and the RX. Note that for unit gains, i.e., $G_R = G_T = 1$, the ratio $P_T/P_R$ is inversely proportional to the square of the wavelength. It indicates that when there are no directional antenna gains, for high frequency propagation such as mmWave, the path loss is expected to be higher than for lower sub-6 GHz frequencies such as the microwave frequency bands. This higher path loss associated with mmWave spectrum can be compensated by directional transmission using large scale antenna arrays such as MIMO systems.
The mmWave MIMO systems can be modelled using similar channel models as used for microwave frequency spectrum [32] taking the mmWave-specific channel characteristics into account. Consider $N_T$ TX antennas and $N_R$ RX antennas, $a_T(φ_t^i)$ and $a_R(φ_r^i)$ being the normalized transmit and receive array response/steering vectors [16], where $φ_t^i$ and $φ_r^i$ denote the azimuth angles of departure and arrival, respectively. For carrier wavelength $λ$, $d$ inter-element spacing, and a Uniform Linear Array (ULA) geometry with $N_Z$ antenna elements ($N_T$ at the TX and $N_R$ at the RX) to compute the array response vector $a_Z$ ($a_T$ at the TX and $a_R$ at the RX) as follows [34]:

$$a_Z(φ) = \frac{1}{\sqrt{N_Z}}[1, e^{j\frac{2\pi}{d}\sin(φ)},..., e^{j(N_Z-1)\frac{2\pi}{d}\sin(φ)}]^T.$$ (2.12)

It is useful to represent the channel in the frequency domain, however, as the channel response is time-varying in general so the channel matrix $H ∈ \mathbb{C}^{N_R × N_T}$ can be expressed at time $t$ and frequency $f$ [15] as

$$H(t,f) = \sum_{i=1}^{N_{cl}} \sum_{l=1}^{N_{ray}} \alpha_{il} e^{j2\pi(\nu_{il} t-\tau_{il})} a_R(φ_r^i) a_T(φ_t^i)^H,$$ (2.13)

where $N_{cl}$ is the number of clusters, $N_{ray}$ is the number of rays in each cluster, the number of paths can be classified as clustered multipaths, i.e., the product of $N_{cl}N_{ray}$. The parameter $\alpha_{il}$ is the complex gain, $\tau_{il}$ is delay, and $\nu_{il}$ is Doppler shift which is determined by the angle of arrival or departure. The above equation (2.13) can be approximated as follows, when Doppler shifts associated with all the paths are small over a signal duration $T$, i.e., $\nu_{il} T << 1 \forall i = 1,..,N_{cl}; l = 1,..,N_{ray}$:

$$H(f) = \sum_{i=1}^{N_{cl}} \sum_{l=1}^{N_{ray}} \alpha_{il} e^{j2\pi\nu_{il} f} a_R(φ_r^i) a_T(φ_t^i)^H.$$ (2.14)
Additionally if the bandwidth of the channel $B$ is sufficiently small so that $\tau_i B \ll 1 \forall i = 1, .., N_{cl}; l = 1, .., N_{\text{ray}}$ then we obtain the narrowband spatial model for the channel matrix as follows:

$$H = \sum_{i=1}^{N_{cl}} \sum_{l=1}^{N_{\text{ray}}} \alpha_{il} a_R(\phi_{il}^T) a_T(\phi_{il}^T)^H.$$  \hspace{1cm} (2.15)

The antenna elements at the TX and the RX can be modeled as ideal sectored elements [35] and then antenna element gains can be evaluated over ideal sectors. In (3.1), the transmit and receive antenna element gains are considered unity over ideal sectors defined by $\phi_{il}^T \in [\phi_{\text{min}}, \phi_{\text{max}}]$ and $\phi_{il}^R \in [\phi_{\text{min}}, \phi_{\text{max}}]$, respectively.

Note that the fading channel models used in traditional MIMO becomes inaccurate for mmWave channel modeling due to the high free-space path loss changes in material reflection coefficients and blockage effects plus the use of large tightly-packed antenna arrays. The existing literature mostly addresses the narrowband clustered channel model [36, 37] for mmWave propagation due to different channel settings such as number of multipaths, amplitudes, etc. such as in [15], [16].

Furthermore, the large scale antenna arrays and highly directional characteristic of propagation at mmWave leads to beamspace representation of the mmWave MIMO channels. For $L_T$ number of RF chains at the TX and $L_R$ number of RF chains at the RX, the beamspace representation [38,39] of the narrowband channel can be written as follows:

$$H = D_R H_v D_T^H,$$  \hspace{1cm} (2.16)

where $H_v \in \mathbb{C}^{L_R \times L_T}$ represents a sparse matrix with a few non-zero entries, while $D_R \in \mathbb{C}^{N_R \times L_R}$ and $D_T \in \mathbb{C}^{N_T \times L_T}$ are the Discrete Fourier transform (DFT)
2.2 MIMO Beamforming Architectures for the MmWave Band

2.2.1 Conventional Beamforming

At 6-sub GHz microwave frequencies, digital or baseband processing plays a vital role in MIMO communication. However, for MIMO communication at mmWave frequencies, the large number of antenna elements and the high bandwidth makes it hard to use a separate RF chain for each antenna due to the large requirements in power consumption and hardware complexity [15].

A conventional fully digital beamforming architecture used for sub-6 GHz frequencies is shown in Fig. 2.5, which has a digital/baseband unit and DAC/ADCs with one RF chain associated per antenna, i.e., there are same number of RF chains as the number of antennas. As digital beamforming architecture requires a dedicated RF chain per antenna with the electronic
components such as DACs and ADCs that enhances the hardware complexity and power consumption with the increase in antenna size [14,15]. Thus, a digital beamforming architecture currently seems impractical to be implemented for large scale antenna arrays in the mmWave band due to high power consumption and hardware complexity.

As an alternative, an analog beamforming approach could be considered to solve this problem. The analog beamforming architecture, shown in Fig. 2.6, has a digital/baseband unit and involves a network of analog phase shifters with a single RF chain in the system [40,41], i.e., all the TX/RX antennas are connected with a single RF chain only. This approach is highly advantageous to reduce hardware complexity and power consumption. However, the analog only beamforming approach only supports single-user and single-stream transmission, i.e., it cannot support multi-stream and multi-user communication which are typical benefits associated with MIMO. Moreover, the capacity performance is usually significantly worse than the fully digital beamforming. Thus a more adaptable beamforming approach is needed for mmWave MIMO systems that could compensate the limitations associated with the conventional beamforming architectures.

Figure 2.6: MmWave MIMO System with Analog Only Beamforming.
Hybrid Beamforming

The performance of the mmWave MIMO systems can be significantly improved through the use of Analog/Digital (A/D) hybrid beamforming architectures, as shown in Fig. 2.7. This architecture is discussed in detail with the system and channel model parameters in the following chapter. From Fig 2.4, we can notice that in a A/D HBF architecture, the number of RF chains and associated ADCs/DACs are much less than the number of antennas, i.e., $L_T$ (number of TX RF chains) $\leq N_T$ (number of TX antennas) and $L_R$ (number of RX RF chains) $\leq N_R$ (number of RX antennas) [42, 43]. Unlike the conventional beamforming architectures, the A/D HBF enables spatial multiplexing and multi-user communication that enhances the benefits of MIMO. There are several A/D hybrid transceiver solutions which have been recently proposed to enable mmWave MIMO systems [16, 17, 44]. Given the CSI, several algorithms can be designed for HBF approach to provide a capacity efficient system. Generally, beamforming at the TX can be referred to as precoding and at the RX as combining such as in [16, 17]. These precoders and combiners decompose into product of analog and digital matrices with different constraints. We can notice from the existing
literature that the mmWave HBF MIMO systems can be implemented to provide satisfying rate performance by avoiding the discussed limitations of a fully digital solution [16,17,44].

Furthermore, we can reduce the power consumption by implementing low resolution quantization for both conventional and A/D HBF architectures. To that end some approaches have been applied for EE maximization such as in [26]. We will show later in Chapter 3 that optimizing the number of RF chains further leverages the Energy Efficiency (EE) metric and reduces the gap between the SE of A/D hybrid and fully digital beamforming architectures with high resolution sampling. Further in Chapters 4 and 5, we will study what happens when low resolution quantization can be implemented at both the TX and the RX. Optimizing bit resolution with the precoding and combining design can provide a highly energy efficient solution.

Fig. 2.8 shows the SE plot w.r.t. SNR for different beamforming approaches for TX antennas $N_T = 64$, RX antennas $N_R = 16$ and Number of TX/RX chains, $L_T = L_R = 4$. For the channel parameters, there are 10 rays for each cluster and there are 8 clusters in total, i.e., $N_{ray} = 10$ and $N_{cl} = 8$ in (2.15). The average power of each cluster is unity, i.e., $\sigma_{\alpha,i} = 1$. The azimuth and elevation angles of departure and arrival are computed on the basis of the Laplacian distribution with uniformly distributed mean angles and angle spread as $7.5^\circ$. The mean angles are sectored within the range of $60^\circ$ to $120^\circ$ in the azimuth domain, and $80^\circ$ to $100^\circ$ in the elevation domain. The antenna elements are spaced by distance $d = \lambda/2$ where $\lambda/2$ can be based on a standard frequency value such as 28 GHz. The system bandwidth is normalized to 1 Hz and the signal to noise ratio (SNR) is $1/\sigma_n^2$. It can be observed that the HBF approach performs similar to the fully digital beamforming and better than the analog only beamforming. For example,
at 0 dB SNR, HBF has SE close to the fully digital beamforming and 5 bits/s/Hz better than the analog only beamforming. These plots are for high resolution sampling, however, in the following subsection we discuss about the advantages of using low resolution sampling in mmWave HBF MIMO systems.

### 2.2.3 Low Resolution Quantization

The DACs and ADCs associated with RF chains are power hungry components as well and the large number of antennas in mmWave MIMO systems make it hard to use many converting units [15]. The converting units with high bit resolution may achieve highly capacity efficient system but implementing low resolution
quantization such as 1-bit to 3-bits can improve the EE of mmWave hybrid MIMO systems. Designing techniques for EE maximization but keeping high SE have been the main objective of this thesis which we will discuss later in the technical chapters. In the following we discuss the state of the art in ADCs and factors affecting the ADC performance.

State of the art in ADCs

Reference [45] discusses the developments in low power ADCs and factors impacting the ADC power efficiency. The system architecture and its performance is affected by the efficiency and speed of converting analog to digital signals. A very high conversion rate can be expected from the modern sampling devices but power dissipation is a key concern in mixed-signal or RF applications. For instance, the high-speed 6-8-bit ADCs achieve sampling rates in excess 20 GS/s, at power dissipations of 1.2 W and 10 W, respectively. To avoid draining battery of a device within a short span of time, designing ADCs and RF chains based on an available power budget, i.e., optimizing the power consumption associated with such power consuming devices, would lead to a power efficient consumer device. There are several surveys on ADC performance in the literature [46–48].

Recent developments in ADCs target mainly low to moderate resolution as the high resolution designs with signal-to-noise-and-distortion ratio (SNDR) $> 85$ dB do not follow the implied 2x increase in power per bit [45]. Besides the power or energy efficiency of an ADC, the available signal bandwidth also proves to be an important parameter. Bandwidth versus SNDR for an ADC can be plotted and it can be observed that for all resolutions, the parts with highest bandwidth achieve a considerable performance [45]. Taking into account additional nonidealities such as quantization noise, thermal noise and differential non-linearity also impact
the ADC performance. There is certainly a performance trade-off between the power efficiency and bandwidth, e.g. [49] achieves high bandwidth but average power efficiency and on the other hand, [50] shows high power efficiency with low bandwidth. Thus, designing ADCs for high speed limits will sacrifice on the power efficiency and vice-versa. Besides potentially increasing sampling speed by utilizing sub-circuits, the goal should be to improve the power efficiency with the use of low to moderate bit resolutions and optimizing the bit resolution depending upon the current need would maximize the power efficiency of such a system. In addition to the ADC performance and trends discussed in [45], up-to-date architectural trends and specifications affecting the ADC performance are discussed in [51]. Furthermore, [52, 53] provide discussion about RF technology for millimeter wave in 5G applications which may be useful in order to understand the power efficiency terms associated with the RF components of a HBF design.

For the case of 1-bit ADCs, there is negligible power consumption in comparison to the other circuit components. The communication fundamentals at 1-bit ADCs are different than the conventional full bit resolution sampling [54, 55]. From [55], we can notice that the low SNR capacity difference between 1-bit resolution sampling and infinite/full-bit resolution sampling is only 1.96 dB. While at high SNR values, maximum achievable rate is $2^{2N_R}$ bits/s/Hz providing the rank of the channel is at least $N_R$, i.e., the number of RX antennas. There are several implications of using 1-bit or low resolution sampling and there is a need of developing different HBF optimization solutions which take into account the low resolution sampling such as performed in Chapters 4 and 5. In addition estimating mmWave CSI with 1-bit ADCs at the RX is a challenging problem which has been addressed in part of Chapter 4 of this thesis.
Next, we discuss the power model for both full resolution and low resolution sampling cases used in the following chapters in the thesis.

2.2.4 Power Model for the HBF Architecture

Measuring the energy consumed for each hardware entity in the HBF architecture plays an important role when designing an energy efficient mmWave A/D hybrid MIMO system. Following [14, 56] total power $P$ for a A/D HBF system with a fully-connected structure and full resolution sampling as discussed in Chapter 3 later can be described as follows, where we include the power consumed by the RX components as well:

$$P = \beta \text{tr}(\mathbf{P}_{TX}) + 2P_{CP} + N_{T}P_{T} + N_{R}P_{R} + L_{T} \times (P_{RF} + N_{T}P_{PS}) + L_{R}(P_{RF} + N_{R}P_{PS})\ (W),$$  \hspace{1cm} (2.17)

where $\beta$ represents the reciprocal of amplifier efficiency; the common parameters at the TX and the RX are $P_{CP}$, $P_{RF}$, and $P_{PS}$ which represent the circuit power, i.e., is the power required by all circuit components at the TX, the power per RF chain, and the power per phase shifter, respectively. $P_{T}$ and $P_{R}$ represent the power per antenna element at the TX and the RX, respectively. Other entities can be noted from the description of Fig. 2.7, such as $L_{T}$ and $L_{R}$ being the number of RF chains at the TX and the RX, respectively, and $N_{T}$ and $N_{R}$ being the number of antennas at the TX and the RX, respectively.

For instance, from (2.17), we can observe the variation of $P$ w.r.t. the term $\text{tr}(\mathbf{P}_{TX})$ which represents the transmit power constraint and $\mathbf{P}_{TX}$ is a diagonal matrix of power allocation values with $\text{tr}(\mathbf{P}_{TX}) = P_{max}$, where $P_{max}$ is the maximum allocated power. Fig. 2.9 shows that variation of $P$ w.r.t. $\text{tr}(\mathbf{P}_{TX})$
which is a linear relationship between these terms, e.g., at $P_{\text{max}} = 1\text{W}$, the value of the total power consumption $P$ is $34.5\text{ W}$. The typical simulation values for fixed power terms and system parameters are provided in Table 2.1. Note that we provide further discussion about the terms used in the power model such as in (2.17) in the following chapters.

In the case of low resolution quantization at both the TX and the RX as discussed later in Chapter 5, the total power consumption can be expressed as

$$P \triangleq P_{\text{TX}}(\mathbf{F}_{\text{RF}}, \mathbf{\Delta}_{\text{TX}}, \mathbf{F}_{\text{BB}}) + P_{\text{RX}}(\mathbf{\Delta}_{\text{RX}}) \text{ (W)},$$

(2.18)

where the matrices $\mathbf{\Delta}_{\text{TX}}$ and $\mathbf{\Delta}_{\text{RX}}$ represent diagonal matrices with values depending on the bit resolution of each DAC and ADC, respectively. The matrix $\mathbf{F}_{\text{BB}}$ denotes the baseband precoder matrix which has dimensions of $L_T \times N_s$ ($N_s$ being the number of streams) using its $L_T$ transmit chains and $\mathbf{F}_{\text{RF}}$ denotes the RF precoder matrix which has dimensions of $N_T \times L_T$ using the phase shifting
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<table>
<thead>
<tr>
<th>Power Terms</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circuit power of the TX</td>
<td>$P_{CP} = 10$ W</td>
</tr>
<tr>
<td>Power per RF chain</td>
<td>$P_{RF} = 100$ mW</td>
</tr>
<tr>
<td>Power per phase shifter</td>
<td>$P_{PS} = 10$ mW</td>
</tr>
<tr>
<td>Power per antenna at the TX/RX</td>
<td>$P_T = P_R = 100$ mW</td>
</tr>
</tbody>
</table>

(a) Typical values of the power terms.

<table>
<thead>
<tr>
<th>System Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of TX antennas</td>
<td>$N_T = 64$</td>
</tr>
<tr>
<td>Number of RX antennas</td>
<td>$N_R = 16$</td>
</tr>
<tr>
<td>Number of TX/RX RF chains</td>
<td>$L_T = L_R = 4$</td>
</tr>
<tr>
<td>Reciprocal of amplifier efficiency</td>
<td>$\beta = 1/0.4$</td>
</tr>
</tbody>
</table>

(b) System parameter values.

Table 2.1: Simulation parameter values to compute power consumption $P$ in (2.17).

network. Specifically, each diagonal entry of $\Delta_{TX}$ is given by:

$$[\Delta_{TX}]_{ii} = \sqrt{1 - \frac{\pi \sqrt{3}}{2} 2^{-2b_t_i}} \in [m, M] \forall i = 1, \ldots, L_T, \quad (2.19)$$

and each diagonal entry of $\Delta_{RX}$ is given by:

$$[\Delta_{RX}]_{ii} = \sqrt{1 - \frac{\pi \sqrt{3}}{2} 2^{-2b_r_i}} \in [m, M] \forall i = 1, \ldots, L_R, \quad (2.20)$$

where in the following thesis, for simplicity, we assume that the range $[m, M]$ is the same for each of the DACs/ADCs. The resolution parameter $b$ is denoted as $b_t_i \forall i = 1, \ldots, L_T$ and $b_r_i \forall i = 1, \ldots, L_R$ at the TX and the RX, respectively. The power consumption at the TX is as follows:

$$P_{TX}(F_{RF}, \Delta_{TX}, F_{BB}) = \text{tr}(FF^H) + P_{DT}(\Delta_{TX}) + N_T P_T + N_T L_T P_{PT} + P_{CT} \ (W), \quad (2.21)$$

where $P_{PT}$ is the power per phase shifter, $P_T$ is the power per antenna element,
\( P_{DT}(\Delta_{TX}) \) is the power associated with the total quantization operation at the TX, and following (2.19) and [57], we have

\[
P_{DT}(\Delta_{TX}) = P_{DAC} \sum_{i=1}^{L_T} 2^{b_i^T} = P_{DAC} \sum_{i=1}^{L_T} \left( \frac{\pi \sqrt{3}}{2(1 - |\Delta_{TX}|_{max}^2)} \right)^{\frac{3}{2}} (W),
\]

where \( P_{DAC} \) is the power consumed per bit in the DAC and \( P_{CT} \) is the power required by all circuit components at the TX. Similarly, the total power consumption at the RX is,

\[
P_{RX}(\Delta_{RX}) = P_{DR}(\Delta_{RX}) + N_R P_R + N_R L_R P_{PR} + P_{CR} \ (W),
\]

where, at the RX, \( P_{PR} \) is the power per phase shifter, \( P_R \) is the power per antenna element, \( P_{DR} \) is the power associated with the total quantization operation, and following (2.20) and [57], we have

\[
P_{DR}(\Delta_{RX}) = P_{ADC} \sum_{i=1}^{L_R} 2^{b_i^R} = P_{ADC} \sum_{i=1}^{L_R} \left( \frac{\pi \sqrt{3}}{2(1 - |\Delta_{RX}|_{max}^2)} \right)^{\frac{3}{2}} (W),
\]

where \( P_{ADC} \) is the power consumed per bit in the ADC and \( P_{CR} \) is the power required by all RX circuit components. Similar to Fig. 2.9, we can observe the variation of total power consumption \( P \) in (2.18) for the low resolution quantization case for different parameter settings.

In the next two sections, we discuss the basics of convex optimization and compressed sensing approaches which are useful in developing efficient algorithms for mmWave HBF MIMO systems with both full and low resolution sampling.
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(a) Narrowband Channel Model in (2.15). (b) Sparse Channel Model in (2.16).

Figure 2.10: Sparsity Characteristics of a MmWave Channel.

2.3 Overview of Convex Optimization

A general form of optimization problems is given in the following equation:

\[
\begin{align*}
\min & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq a_i, \quad i = 1, \ldots, m,
\end{align*}
\]

(2.25)

where vector \( x \) is the optimization variable, \( f_0: \mathbb{R}^n \rightarrow \mathbb{R} \) is an objective function and the functions \( f_i \) represent constraints on the optimization problem with \( a_i \) as the limits/bounds \( \forall i = 1, \ldots, m \). A solution of the problem in (2.25) is obtained when an optimal vector \( \hat{x} \) has the smallest objective value among all vectors that satisfy the constraints, i.e., for any \( b \) with \( f_1(b) < a_1, \ldots, f_m(b) < a_m \) we have \( f_0(b) \geq f_0(\hat{x}) \). A solution to the optimization problem in (2.25) corresponds to an optimal choice that has minimum cost or in some cases, maximum utility among all the choices that meet the constraint requirements.

Signal processing algorithms play a vital role in solving the optimization problems such as in (2.25). The effectiveness of these algorithms depends on the objective, constraint functions, number of variables and constraints and sparsity. A sparse problem is one where each constraint function depends on
only a small number of the variables [58]. In terms of mmWave channel in (2.15),
the number of clusters and rays is small, thus the beamspace representation of
narrowband channel in (2.16) includes a sparse matrix $H_v$ which has few non-zero
entries. The sparse nature of the MIMO channel at mmWave is represented by
the sparse nature of the beamspace channel matrix $H_v$. The DFT matrices in
(2.16) correspond to the array response vectors with virtual angle of arrivals and
angle of departures corresponding to the uniformly spaced normalized angles. Fig.
2.10 shows the sparsity characteristics of mmWave channel where communication
with a narrowband channel model such as in (2.15) is shown in Fig. 2.10 (a),
and Fig. 2.10 (b) shows the sparsity through a few non-zero entries of the sparse
matrix $H_v \in \mathbb{C}^{L_R \times L_T}$ in (2.16). In addition to the sparse mmWave channel,
we mainly focus on mathematical convex optimization problems in the following
chapters. Reference [58] suggests that we can easily solve optimization problems
with many variables and constraints and by exploiting the problem’s structure,
such as sparsity in the case of a mmWave channel, we can solve far larger problems
with many more variables and constraints.

A convex optimization problem can be written as follows:

$$\min \ f_0(x)$$

subject to $f_i(x) \leq a_i, \ i = 1, ..., m,$ \hspace{1cm} (2.26)

where constraint functions $f_i \forall i = 1, ..., m,$ are convex which satisfy

$$f_i(\alpha x + \beta y) \leq \alpha f_i(x) + \beta f_i(y) \forall \alpha, \beta \in \mathbb{R},$$ \hspace{1cm} (2.27)

with $\alpha + \beta = 1, \ \alpha \geq 0$ and $\beta \geq 0$. This expression in (2.26) is a general
convex optimization problem, and least squares and linear programming problems
are special cases of this problem [58]. There are several reliable approaches to solve convex optimization problems such as interior point methods [58], however, solving non-linear convex optimization problems need to be solved more carefully due to the non-linear nature of such problems.

In order to address non-linear optimization, we consider local optimization and global optimization methods. In local optimization, we aim to seek a point which is locally optimal which means that it minimizes the objective function among all feasible points nearby, but is not guaranteed to have a lower objective value than all other feasible points. The main drawback of finding local optima is requiring an accurate initial guess for the optimization variable and the choice of algorithm and its parameters also affect the solution of such a problem. While in global optimization, we seek to find the true global solution of the optimization problem such as for (2.25), but the cost is computation time which can be prohibitively large even for small number of parameters.

Convex optimization plays a vital role even when the problem is non-convex. Firstly, we can combine a local optimization method with convex optimization. To begin with a non convex problem can be converted into an approximate convex problem which can be solved exactly without an initial guess. This point can be used as the starting point for a local optimization method that is applied to the original non convex problem. Furthermore, we can consider convex optimization for a sparse problem such as when \( x \) is a sparse vector with few non-zero entries in (2.26) that satisfies some constraints. Global optimization methods require a less computationally complex lower bound on the optimal value of the non convex problem. We can use relaxation where each non convex constraint is replaced with a less strict convex constraint, or Lagrangian relaxation where the problem,
i.e., Lagrangian dual problem [58], is convex and provides a lower bound on the optimal value of the non convex problem.

It is also worth noting that we can express the maximization optimization problem as follows:

$$\max f_0(\mathbf{x})$$

subject to $f_i(\mathbf{x}) \leq 0$, $i = 1, \ldots, m,$

$$h_i(\mathbf{x}) = 0, \; i = 1, \ldots, n; \tag{2.28}$$

which can be solved by minimizing the function $-f_0$ subject to the given constraints. For example, the optimal value of (2.28) can be expressed as

$$\hat{\mathbf{x}} = \sup \{ f_0(\mathbf{x}) \mid f_i(\mathbf{x}) \leq 0, \; i = 1, \ldots, m; \; h_i(\mathbf{x}) = 0, \; i = 1, \ldots, n \}; \tag{2.29}$$

where sup (or supremum) refers to the largest value and a feasible point $\mathbf{x}$ is $\epsilon$-suboptimal (where a $\epsilon$-suboptimal set refers to the set of feasible points with objective value within $\epsilon$ of optimal) if $f_0(\mathbf{x}) \geq \hat{\mathbf{x}} - \epsilon$. We make use of the maximization optimization problems in the following chapters where the EE ratio, $EE = R \text{(bits/s/Hz)}/P \text{(W)}$, is required to be maximized based on given hardware constraints on rate $R$ and total power consumption $P$. The expressions of rate and power contain the matrices related to the system hardware which are constrained and the EE optimization problems containing these expressions can be maximized or minimized using concepts of convex optimization in order to achieve maximum EE. In the next section, we proceed with the basics of CS methods which we use in the following chapters to solve optimization problems.
2.4 Overview of Compressed Sensing

The fundamental idea behind CS is that instead of compressing the sampling data that is sampled at a high rate, there is a need to directly sense the data in a compressed form at a lower sampling rate. Thus CS has large implications in signal processing fields such as medical imaging, sensor networks and sub-Nyquist sampling systems [59]. Moreover, CS techniques also have applications in mobile communication systems.

A basic mathematical equation for CS can be expressed as follows:

$$\mathbf{Ax} = \mathbf{y}, \quad (2.30)$$

where the observed data $\mathbf{y} \in \mathbb{C}^m$ is connected to the signal $\mathbf{x} \in \mathbb{C}^N$ and $\mathbf{A} \in \mathbb{C}^{m \times N}$ models the linear measurement process. By solving the linear system in (2.30), we try to recover the vector $\mathbf{x}$. Note that the number of measurements $m \geq$ signal length $N$, otherwise the linear system in (2.30) is under-determined and there exist infinitely many solutions, i.e., without additional information it is impossible to recover $\mathbf{x}$ from $\mathbf{y}$ in this case. However, under certain assumptions, it is possible to reconstruct signals using efficient algorithms when $m < N$, such as in the case of sparsity [60]. If a signal is sparse in nature, it means that there are less unknowns and CS algorithms can be implemented to reconstruct such a signal. For example, in terms of mmWave channel estimation (discussed in detail in Chapter 4), we would need fewer number of training symbols to obtain the channel as at mmWave, MIMO channel is sparse in nature. The main problem exists in the determining the locations of the non-zero entries of the vector $\mathbf{x}$ which are not known a priori. The essential points to be discussed for applying
CS for (2.30) is to define/design matrix $A$ and reconstructing $x$ efficiently. Note that matrix $A$ should ideally be designed for all signal samples $x$ simultaneously.

The algorithmic approach $l_0$-minimization is the most basic CS approach, where we can reconstruct $x$ as a solution of the following optimization problem:

$$
\min \|z\|_0 \quad \text{subject to } Az = y, \quad (2.31)
$$

where we search for the sparsest vector consistent with the measured data $y = Ax$. A more popular approach is called as $l_1$-minimization or basis pursuit, where we aim to find the minimizer of the following problem:

$$
\min \|z\|_1 \quad \text{subject to } Az = y, \quad (2.32)
$$

where $l_1$ norm, i.e. $\|.\|$, is a convex function which can be solved by efficient methods from convex optimization, discussed in the previous section. This basis pursuit technique can be interpreted as convex relaxation of $l_0$-minimization method. Furthermore, there are iterative hard thresholding method and greedy strategies such as Orthogonal Matching Pursuit (OMP) and Gradient Pursuit (GP) [61–63] to recover sparse vectors, which we discuss in more detail in the following chapters.

Specifically in terms of sparse approximation, let us form the matrix $A \in \mathbb{C}^{m \times N}$ with columns $a_1, ..., a_N$, then solving (2.31) provides the sparsest representation of $y$. Further tolerating a representation error, say $\eta$, the optimization problem in (2.31) can be written as

$$
\min \|z\|_0 \quad \text{subject to } \|Az - y\| \leq \eta. \quad (2.33)
$$
The equation (2.33) is NP-hard in general, i.e., non-deterministic polynomial-time hardness, and all the standard CS algorithms, including $l_1$-minimization can be applied in this context as well. Moreover, the conditions on $A$ remain valid which ensures that the sparsest vector $x$ is recovered exactly or approximately. However, a noteworthy difference between CS and sparse approximation is that we are interested in computing the error $\|x - \hat{x}\|$ (where $\hat{x}$ is reconstructed vector) in CS, whereas in sparse approximation, we are interested in computing $\|y - \hat{y}\|$ and aim to approximate given $y$ with a sparse expansion $\hat{y} = \sum_j \hat{x}_j a_j$.

While computing sparse representations, convex optimization techniques play a key role, however, greedy strategies can also be used to solve such problems. As mentioned above, OMP and GP are the standard examples of greedy methods. Other approaches such as matching pursuit, conjugate gradient pursuit and order recursive matching pursuit [59, 63] can also be implemented while dealing with sparse approximation problems in mmWave hybrid MIMO systems. These algorithms rely on iterative approximation of signal coefficients and support, either by iteratively identifying the support of that signal until its convergence or by iteratively obtaining an improved estimate of the sparse signal.

Some greedy methods can have similar performance as that of the convex optimization algorithms. The state of the art OMP algorithm, used to compute precoders and combiners in mmWave hybrid MIMO systems, begins by finding the column of matrix most correlated with the measurements. It then repeats this step by correlating the columns with the signal residual obtained by subtracting the contribution of a partial estimate of the signal from the original measurement vector. The stopping criterion for this algorithm can be a limit on the number of iterations, for example, number of RF chains in HBF MIMO systems. For exactly $k$-sparse $x$ with noise-free measurements $y = Ax$, OMP will recover $x$.
exactly in \( k \) iterations \([59]\). A good alternative to OMP is GP which is described in detail in \([59,63]\) and we implement it in Chapter 3 in the context of mmWave HBF MIMO systems as a faster approximation solution and with lower complexity than the state of the art OMP algorithm. In Chapters 4 and 5, we also take into account low resolution sampling in the optimization problems and solve them efficiently with suitable convex optimization and CS approaches. We provide step-by-step details on these approaches in these chapters. As a starting point, \([64]\) can be studied to understand 1-bit CS and related reconstruction algorithms.

### 2.5 Summary

In this chapter, firstly we discussed AWGN channel capacity and its relation to SNR per degree of freedom. We then proceeded with the derivation of MIMO channel capacity equation and waterfilling power allocation. The benefits of MIMO communication are discussed with plot of capacity versus SNR where more TX/RX antennas resulted into higher capacity. Then the advantages of MIMO with high frequency mmWave technology, mmWave channel and beamspace representation of mmWave channel were discussed.

We then proceeded with the advantages of using a HBF approach over conventional beamforming approaches mainly in terms of hardware complexity and power consumption. A SE versus SNR plot showed that HBF approach shows higher SE performance than the conventional approaches for given simulation parameters. We also discussed the use of low-resolution quantization in mmWave MIMO systems with HBF architecture. We then discussed the overview of convex optimization while focussing on the basics of such problems, non-linear optimization methods and sparsity of mmWave channels. A brief overview of CS approaches was also discussed with the basic mathematical equations, sparse
approximation and related algorithmic approaches such as greedy strategies, for example, OMP algorithm.

In the following three contribution chapters, we use these basic concepts and equations discussed in this chapter. Firstly, we begin with a RF chain selection problem for EE maximization with full-bit resolution sampling and in the next two chapters, we introduce low resolution sampling in these systems.
Chapter 3

EE Maximization by Dynamic RF Chain Selection with Low Complexity Hybrid Beamforming

3.1 Introduction

The performance of mmWave MIMO systems can be significantly improved through the use of Analog/Digital (A/D) HBF architectures where the number of RF chains and associated Analog-to-Digital Converter (ADC) and Digital-to-Analog Converter (DAC) are much less than the number of antennas [42, 43]. The hardware complexity and power consumption is reduced through using fewer RF chains and it can still support multi-stream communication with high performance in terms of the achieved SE [14, 16–23]. Such systems can also be optimized to achieve high EE gains [24, 26, 27, 44, 65, 66].

To implement the A/D HBF system which uses RF precoders based on the phase shifting networks, we can use the most popular structures such as the fully-connected and the partially-connected configurations. The fully-connected structure connects all the antennas to each RF chain whereas the partially-connected structure connects only a subset of the antennas requiring fewer phase
shifters [56]. The use of a partially-connected structure at the transceiver can further reduce the power consumption [44], for example, [66] uses a partially-connected structure to evaluate the energy and rate performance where the partially-connected structure is optimized to achieve high EE. This chapter mainly uses the fully-connected structure to demonstrate the contributions of the proposed techniques for a mmWave hybrid MIMO system. However, the EE performance using the partially-connected structure is also observed via simulations.

An alternative solution to reduce the power consumption and hardware complexity is by reducing the bit resolution [15] of the DACs and the ADCs. Some approaches have been applied in A/D hybrid mmWave MIMO systems for EE maximization with low resolution sampling [26,27,66]. For EE maximization, [26] selects the best subset of the active RF chains and the DAC resolution using Dinkelbach Method (DM) and subset selection optimization approach, [27] proposes to jointly optimize the ADC bit resolution and A/D hybrid combiner matrices and [66] implements low resolution DACs with the number of RF chains optimization.

Reference [67] makes use of switches and phase shifters to execute analog beamforming for the A/D hybrid model, and then the EE and SE performance is investigated. Given the distinct system and channel model characteristics at mmWave compared to microwave, EE and SE performance needs to be analyzed for the A/D HBF architecture with both high resolution and low resolution sampling cases. Firstly in this chapter, we proceed with the mmWave channel and hybrid MIMO system model and then we discuss EE maximization by optimizing the number of RF chains for a full resolution sampling case. In the following chapters, we discuss channel estimation and EE maximization for the
low resolution sampling cases based on this channel and system model. Next, we
describe the model for the mmWave A/D HBF MIMO system, and based on this
a literature review and the main contributions of this chapter are presented.

Let us consider a single user MIMO system with $N_T$ antennas at the TX,
sending $N_s$ data streams to a system with $N_R$ RX antennas. The fading
channel models used in traditional MIMO become inaccurate for mmWave channel
modeling due to the high free-space path loss and large tightly-packed antenna
arrays. The existing literature mostly addresses the narrowband clustered channel
model [36,37] for mmWave propagation due to different channel settings such as
number of multipaths, amplitudes, etc. such as in [15,16].

For $N_{cl}$ clusters and $N_{ray}$ propagation paths in each cluster and for a ULA
antenna elements, the mmWave channel matrix is defined as follows:

$$
H = \sqrt{\frac{N_T N_R}{N_{cl} N_{ray}}} \sum_{i=1}^{N_{cl}} \sum_{l=1}^{N_{ray}} \alpha_{il} a_R(\phi_{il}^r) a_T(\phi_{il}^t)^H,
$$

(3.1)

where $\alpha_{il}$ denotes the gain of $l$-th ray in $i$-th cluster and it is assumed that
$\alpha_{il}$ are i.i.d. \(\mathcal{CN}(0, \sigma^2_{\alpha,i})\), where $\sigma^2_{\alpha,i}$ is average power of the $i$-th cluster such
that $\sum_{i=1}^{N_{cl}} \sigma^2_{\alpha,i} = \gamma$, where $\gamma = \sqrt{\frac{N_T N_R}{N_{cl} N_{ray}}}$, is the normalization factor satisfying
$\mathbb{E}\{\|H\|^2\} = 1/\sqrt{N_{cl} N_{ray}}$. Further, $a_R(\phi_{il}^r)$ and $a_T(\phi_{il}^t)$ represent the normalized
receive and transmit array response vectors, where $\phi_{il}^r$ and $\phi_{il}^t$ are the azimuth
angles of departure and arrival, respectively. The antenna elements at the TX
and the RX can be modeled as ideal sectored elements [35] and then antenna
element gains can be evaluated over ideal sectors. In (3.1), the transmit and
receive antenna element gains are considered unity over ideal sectors defined by
$\phi_{il}^t \in [\phi_{min}^t, \phi_{max}^t]$ and $\phi_{il}^r \in [\phi_{min}^r, \phi_{max}^r]$, respectively. For a $N_Z$-element ULA on $Z$-
axis, the array response vector can be expressed as [34]: $a_Z(\phi) = \frac{1}{\sqrt{N_Z}} e^{jm \frac{2\pi}{\lambda} d \sin(\phi)^T}$,
where $0 \leq m \leq (N_Z - 1)$ is a real integer, $d$ is the inter-element spacing in
wavelengths and $\lambda$ is the signal wavelength. The array response vectors can also be computed using other array geometries such as rectangular array and circular array. Note that, we assume perfect channel knowledge at the TX and the RX [16,44,65] for the EE maximization work and consider channel estimation errors in Chapter 4 when proposing an efficient channel estimation algorithm.

The beamspace representation [38, 39] of the narrowband channel can be written as follows:

$$H = D_R H_v D_T^H,$$  \hspace{1cm} (3.2)

where $H_v \in \mathbb{C}^{L_R \times L_T}$ is a sparse matrix with a few non-zero entries, $D_R \in \mathbb{C}^{N_R \times L_R}$ and $D_T \in \mathbb{C}^{N_T \times L_T}$ are the Discrete Fourier transform (DFT) matrices.

In large-scale MIMO communication systems, based on the A/D hybrid precoding scheme, the number of RF chains is larger than or equal to the number of baseband data streams and smaller than or equal to the number of TX antennas. $L_T$ denotes the number of available RF chains at the TX with the limitation that $N_s \leq L_T \leq N_T$ and similarly $L_R$ is for the RX with the condition $N_s \leq L_R \leq N_R$. We consider the number of RF chains at the RX to be same as at the TX, i.e., $L_R = L_T$. Fig. 3.1 shows the block diagram of a mmWave single user
fully-connected A/D HBF MIMO system with digital baseband precoding and associated switches, followed by RF chains and associated DACs, and constrained RF precoding implemented using phase shifters network at the TX, and vice-versa at the RX. This basic system setup can be considered with upgrades for both full resolution as shown in this chapter and low resolution cases as shown in the following two chapters.

The matrix $F_{BB}$ denotes the baseband precoder matrix which has dimensions of $L_T \times N_s$ using its $L_T$ transmit chains and $F_{RF}$ denotes the RF precoder matrix which has dimensions of $N_T \times L_T$ using the phase shifting network. Similarly at the RX, the matrices $W_{BB}$ and $W_{RF}$ denote the $L_R \times N_s$ baseband combiner and the $N_R \times L_R$ RF combiner, respectively. The TX symbol vector $s \in \mathbb{C}^{N_s \times 1}$ is such that $\mathbb{E}\{ss^H\} = \frac{1}{N_s} I_{N_s}$. All elements of $F_{RF}$ and $W_{RF}$ are of constant modulus. The power constraint at the TX is satisfied by $\|F_{RF}F_{BB}\|_F^2 = P_{\text{max}}$, where $P_{\text{max}}$ is the maximum allocated power. We assume a unit magnitude and continuous phase constraint on the phase shifters [16,44].

Consider a narrowband propagation channel with $H$ as the $N_R \times N_T$ channel matrix as shown in (3.1), which is assumed to be known to both the TX and the RX, then the received signal can be expressed as follows:

$$y = HF_{RF}F_{BB}s + n,$$

(3.3)

where $y$ is the $N_R \times 1$ received vector and $n$ is a $N_R \times 1$ noise vector with entries which are modeled as Independent and Identically Distributed (I.I.D.) $\mathcal{C}\mathcal{N}(0, \sigma_n^2)$. After the application of the combining matrices, the received signal can be written as follows:

$$\hat{y} = W_{BB}^H W_{RF}^H y = W_{BB}^H W_{RF}^H HF_{RF}F_{BB}s + W_{BB}^H W_{RF}^H n.$$  

(3.4)
In the following subsection, we discuss the literature review related to the mmWave A/D HBF MIMO system design and our contributions in this chapter.

### 3.1.1 Literature Review

Reference [16] proposes a spectrally efficient A/D hybrid precoder design by maximizing the desired rate for fully-connected limited RF chain systems. However, it does not consider the energy consumption. For an energy efficient system, [68] considers a sub-connected architecture, where each RF chain is connected to only a subset of the TX antennas requiring fewer phase shifters, but it does not discuss how to design an energy efficient precoder with a fully-connected architecture. Reference [56] considers both fully-connected and partially-connected structures to design a A/D hybrid precoder where the partially-connected structure seems to outperform fully-connected structure in terms of EE. However, it only considers the design of the precoder matrices and there is no emphasis on optimizing the number of RF chains which is a key factor for an energy efficient system.

The RF chains consume a large amount of power in wireless communication systems and increase the cost for these systems [69]. Reference [65] performs an energy efficient optimization to design a A/D hybrid precoder where to calculate the optimal number of RF chains, the full precoding solution is computed for all possible numbers of RF chains. This is referred to as the Brute Force (BF) technique throughout in this chapter. References [16] and [65] use OMP to optimize the precoder matrices. Alternative greedy strategies to OMP can be exploited to lower the complexity. A mmWave A/D hybrid MIMO system can be used for 5G mmWave MIMO applications such as cellular backhaul connections when we jointly optimize the number of RF chains and the A/D hybrid precoder and combiner matrices leading to a highly energy efficient system.
3.1.2 Contributions

This chapter proposes an energy efficient A/D HBF framework, where the RF precoder and baseband precoder matrices, and RF combiner and baseband combiner matrices are optimized along with the number of active RF chains but with low complexity. We use power allocation, and the DM is implemented to optimize the number of RF chains. Fig. 3.2 shows the novel architecture with proposed framework for a mmWave fully-connected A/D HBF MIMO system which is an update to the system setup shown in Fig. 3.1. For this architecture, let \( \mathbf{F}_{BB} = \mathbf{P}_{TX}^{\frac{1}{2}} \hat{\mathbf{F}}_{BB} \) denotes the baseband precoder matrix which inputs to the DAC-RF chain block where \( \mathbf{P}_{TX} \in \mathbb{R}^{L_T \times L_T} \) is a diagonal matrix of power allocation values with \( \text{tr}(\mathbf{P}_{TX}) = P_{\text{max}} \), \( \hat{\mathbf{F}}_{BB} \) is the digital precoding matrix before the switches, and \( \mathbf{F}_{RF} \) denotes the RF precoder matrix. In this novel architecture, for a certain number of RF chains implemented in the hardware, the DM block drives digital switches to activate only those RF chains that we obtain as an optimal solution from the proposed method. In practice the digital switches would be a part of the digital processor. If the DM block is replaced by another method used to optimize the number of RF chains, the number of active RF chains and associated DACs/ADCs may be different.

To compute the A/D hybrid precoders and combiners, the proposed approach incorporates a codebook-based approach through one of the greedy strategies, i.e., GP [63]. Simulations show that the proposed GP-based approach is a faster and less complex approach to compute the precoder and combiner matrices than the state of the art OMP. Furthermore, the proposed framework can also be incorporated with the existing codebook-free solutions such as Alternating Direction Method of Multipliers (ADMM) [44] and SVD based solution [42]. The objective is to achieve better EE performance for codebook-free approaches.
over the fixed number of RF chains case. The proposed energy efficient and low complexity A/D hybrid precoder framework with a fully-connected architecture can be used in designing 5G mmWave MIMO systems effectively and efficiently, such as in 5G cellular systems and wireless backhaul networks.

The main contributions of this chapter can be summarized as follows:

1. The chapter proposes a novel algorithmic framework, where the number of active RF chains is dynamically adapted on a frame-by-frame basis. This is carried out using a low complexity alternative to the BF optimization [65] based on the current channel conditions measured in the A/D HBF architecture.

Figure 3.2: System model for a mmWave A/D hybrid MIMO system with the proposed DM framework.
2. We develop a reduced complexity DM based solution to find the optimal number of RF chains and streams for the mmWave MIMO system for the current channel conditions.

3. A GP-based approach is proposed as a lower complexity approximation solution to compute the precoder and combiner matrices than the state of the art OMP solution.

In the following Section 3.3, we discuss the low complexity designs of A/D HBF matrices, i.e., $F_{RF}F_{BB}$ and $W_{RF}W_{BB}$. Section 3.4 discusses the proposed EE maximization approach via dynamic power allocation. Section 3.5 provides the simulation results. Section 3.6 concludes this chapter.

### 3.2 Low Complexity A/D HBF Design

The combined problem of designing the precoders and combiners and the number of RF chains can be partitioned into three sub-problems:

- to optimize the A/D hybrid precoders $F_{RF}F_{BB}$,
- to optimize the A/D hybrid combiners $W_{RF}W_{BB}$ and
- to optimize the number of RF chains, i.e., obtaining $L_{T}^{opt}$ at the TX and $L_{R}^{opt}$ at the RX.

Firstly in this section, we focus on designing the A/D hybrid precoder matrices $F_{RF}$ and $F_{BB}$ as shown in Subsection 3.3.1 and the hybrid combiner matrices $W_{RF}$ and $W_{BB}$ as shown in Subsection 3.3.2 by assuming that $L_{T}^{opt}$ and $L_{R}^{opt}$ are computed from the proposed DM based solution in Section 3.4 already. In the next section, we propose the DM based solution for optimizing the number of RF chains at the TX and consider that $L_{R}^{opt} = L_{T}^{opt}$. 
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3.2.1 A/D Hybrid Precoding at the TX

It is known that the precoding matrix for the digital beamformer is given based on the Singular Value Decomposition (SVD) of the channel matrix. We consider channel’s SVD as \( H = U_H \Sigma_H V_H^H \), where \( U_H \in \mathbb{C}^{N_R \times N_R} \) and \( V_H \in \mathbb{C}^{N_T \times N_T} \) are unitary matrices, and \( \Sigma_H \in \mathbb{R}^{N_R \times N_T} \) is a rectangular matrix of singular values in decreasing order whose diagonal elements are non-negative real numbers and whose non-diagonal elements are zero. The optimal fully digital precoding matrix \( F_{\text{opt}} = V_{H1} P_{TX}^{(1/2)} \) where the matrix \( V_{H1} \in \mathbb{C}^{N_T \times N_s} \) consists of the \( N_s \) columns of the right singular matrix \( V_H \) [16] and \( P_{TX} \) is a diagonal matrix where each diagonal entry represents the power of each transmission stream for the digital precoding case with \( \| F_{\text{opt}} \|_F^2 = \text{tr}(P_{TX}) = P_{\text{max}} \). We discuss about \( P_{TX} \) in more details in the next section. In this section we assume that \( P_{TX} \) is known.

In order to design the near-optimal A/D hybrid precoder, it can be assumed that the decomposition \( F_{RF} F_{BB} \) can be made sufficiently close to the optimal fully digital precoding matrix \( F_{\text{opt}} \) [16]. The Euclidean distance problem is a good approximation, so we can consider the Euclidean distance between the A/D hybrid precoder \( F_{RF} F_{BB} \) and the channel’s optimal fully digital precoder \( F_{\text{opt}} \) to optimize the A/D hybrid precoder matrices. We can define \( \mathcal{F}_{RF} \) to be a set of basis vectors \( a_T(\tilde{\phi}_t) \) in order to find the best low dimensional representation of the optimal matrix \( F_{\text{opt}} \) where \( \tilde{\phi}_t \) are the angles from the DFT codebook. The problem to design the A/D hybrid precoders can be stated as follows [16,17]:

\[
(F_{\text{opt}}^{RF}, F_{\text{opt}}^{BB}) = \arg \min_{F_{RF}, F_{BB}} \| F_{\text{opt}} - F_{RF} F_{BB} \|_F^2, \\
\text{subject to } F_{RF} \in \mathcal{F}_{RF}, \| F_{RF} F_{BB} \|_F^2 = P_{\text{max}}.
\]  

(3.5)

We consider two stages in the system model as shown in Fig. 3.2: a) the beam
training phase, and b) the data communications phase. In stage a), firstly \( L_T \) available RF chains are activated and the channel is computed which provides us the optimal beamformer, i.e., \( \mathbf{F}_{\text{opt}} \). Then the SVD of the channel is computed and the proposed DM is performed to obtain \( L_T^{\text{opt}} \). In stage b), the optimal analog and digital precoder matrices \( \mathbf{F}_{\text{RF}}^{\text{opt}} \) and \( \mathbf{F}_{\text{BB}}^{\text{opt}} \) respectively, are obtained using \( L_T^{\text{opt}} \). Note that, if we assume that the TX is active for stage a) a small proportion of time, for example, < 10\%, then the overall transmit energy consumption is dominated by stage b). The previous problem can be cast in the following form, given by:

\[
\begin{align*}
\hat{\mathbf{F}}_{\text{BB}}^{\text{opt}} &= \arg \min_{\hat{\mathbf{F}}_{\text{BB}}} \| \mathbf{F}_{\text{opt}} - \hat{\mathbf{D}}_T \hat{\mathbf{F}}_{\text{BB}} \|_F^2, \\
\text{subject to } & \| \text{diag}(\hat{\mathbf{F}}_{\text{BB}} \hat{\mathbf{F}}_{\text{BB}}^H) \|_0 = L_T^{\text{opt}}, \| \hat{\mathbf{D}}_T \hat{\mathbf{F}}_{\text{BB}} \|_F^2 = P_{\text{max}},
\end{align*}
\]

(3.6)

where \( \hat{\mathbf{D}}_T \in \mathbb{C}^{N_T \times L_T^{\text{opt}}} \) is the matrix composed by the \( L_T^{\text{opt}} \) columns of the DFT matrix \( \mathbf{D}_T \) and \( \hat{\mathbf{F}}_{\text{BB}} \) is a \( L_T^{\text{opt}} \times N_s \) matrix. The matrices \( \hat{\mathbf{D}}_T \) and \( \hat{\mathbf{F}}_{\text{BB}} \) act as auxiliary variables from which we obtain \( \mathbf{F}_{\text{RF}}^{\text{opt}} \) and \( \mathbf{F}_{\text{BB}}^{\text{opt}} \) respectively. The sparsity constraint \( \| \text{diag}(\hat{\mathbf{F}}_{\text{BB}} \hat{\mathbf{F}}_{\text{BB}}^H) \|_0 = L_T^{\text{opt}} \) suggests that \( \hat{\mathbf{F}}_{\text{BB}} \) can not have more than \( L_T^{\text{opt}} \) non-zero rows. Thus, only \( L_T^{\text{opt}} \) columns of the DFT matrix \( \mathbf{D}_T \) are effectively selected which is given by \( \hat{\mathbf{D}}_T \). Therefore, \( L_T^{\text{opt}} \) non-zero rows of \( \hat{\mathbf{F}}_{\text{BB}} \) will give us the baseband precoder matrix \( \mathbf{F}_{\text{BB}}^{\text{opt}} \) and the columns of \( \hat{\mathbf{D}}_T \) will provide the RF precoder matrix \( \mathbf{F}_{\text{RF}}^{\text{opt}} \). The optimal number of RF chains, i.e., \( L_T^{\text{opt}} \), is obtained from the proposed optimization solution derived in Section 3.4.

As shown in [16], (3.6) basically reformulates (3.5) into a sparsity constrained reconstruction problem with one variable. The problem can be now addressed as a sparse approximation problem [61] and OMP [62] can be used as an algorithmic solution. To develop fast approximate OMP algorithms that are less complex, [63] proposes improvements to greedy strategies using directional pursuit methods.
Algorithm 1 Proposed A/D Hybrid Precoder Design by GP

1: \textbf{Input:} $\mathbf{F}_{\text{opt}}$, $\tilde{\mathbf{D}}_T$, $L_T^{\text{opt}}$
2: $\mathbf{F}_{\text{RF}} = \mathbf{0}_{N_T \times L_T^{\text{opt}}}$, $\Gamma = \emptyset$
3: $\mathbf{F}_{\text{res}} = \mathbf{F}_{\text{opt}}$, $\mathbf{F}_{\text{BB}} = \mathbf{0}_{L_T^{\text{opt}} \times N_s}$
4: \textbf{for} $i \leq L_T^{\text{opt}}$
5: \hspace{1em} $\Psi = \tilde{\mathbf{D}}_T^H \mathbf{F}_{\text{res}}$
6: \hspace{1em} $k = \arg \max_{l=1, \ldots, L_T^{\text{opt}}} (\Psi \Psi^H)_{l,l}$
7: \hspace{1em} $\mathbf{F}_{\text{RF}} = \left[ \mathbf{F}_{\text{RF}} \mid \tilde{\mathbf{D}}_T^{(k)} \right]$
8: $\mathbf{D} = \mathbf{F}_{\text{RF}}^H \mathbf{F}_{\text{res}}$
9: $\mathbf{C} = \mathbf{F}_{\text{RF}} \mathbf{D}^H$
10: $g = \frac{\text{tr}(\mathbf{F}_{\text{RF}} \mathbf{C})}{\| \mathbf{C} \|_F}$
11: $\Gamma = \Gamma \cup k$
12: $\mathbf{F}_{\text{BB} \mid \Gamma} = \mathbf{F}_{\text{BB} \mid \Gamma} - g \mathbf{D}$
13: $\mathbf{F}_{\text{res}} = \mathbf{F}_{\text{res}} - g \mathbf{C}$
14: \textbf{end for}
15: $\mathbf{F}_{\text{BB}} = \sqrt{P_{\text{max}}} \frac{\mathbf{F}_{\text{BB}}}{\| \mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}} \|_F}$

and discusses optimization schemes on basis of gradient, conjugate gradient and approximate conjugate gradient approaches. GP approach is implemented as an alternative solution to the optimization objective exhibiting similar performance as OMP, faster processing time and lower complexity. GP avoids matrix inversion by using only one matrix vector multiplication per iteration.

Algorithm 1 starts by finding that column of $\tilde{\mathbf{D}}_T$, which is denoted as $k$ as shown in Step 6, along which the optimal precoder has the maximum projection, which is denoted as $\tilde{\mathbf{D}}_T^{(k)}$. It then concatenates that selected column vector to the RF precoder $\mathbf{F}_{\text{RF}}$ as shown in Step 7. The gradient direction in Step 8 is computed at each iteration and the step-size is determined explicitly making use of the gradient direction, as shown in Step 10. The index set $\Gamma$ is updated at each iteration as shown in Step 11 which is used to generate the baseband precoder matrix $\mathbf{F}_{\text{BB}}$. The residual precoding matrix is computed at Step 13 and the algorithm continues until all $L_T^{\text{opt}}$ RF chains have been used. Finally the RF
precoder matrix $F_{RF}$ and the baseband precoder matrix $F_{BB}$ are obtained at the end of the algorithm. The transmit power constraint is satisfied at Step 15.

### 3.2.2 A/D Hybrid Combining at the RX

The A/D hybrid combiner design has a similar mathematical formulation except that the transmit power constraint no longer applies. One may note here that by assuming the A/D hybrid precoders $F_{RF}F_{BB}$ to be fixed, the A/D hybrid combiners $W_{RF}W_{BB}$ can be designed in order to minimize the Mean Square Error (MSE) between the transmitted and processed received signals by using the linear Minimum Mean Square Error (MMSE) RX [16, 17]. The optimization of the number of RF chains at the RX can be performed similarly as at the TX.

The design problem for combining matrices can be written as follows:

$$
(W_{RF}^{opt}, W_{BB}^{opt}) = \arg\min_{W_{RF},W_{BB}} \mathbb{E}\left[\|s - W_{BB}^H W_{RF}^H y\|^2_2\right],
$$

subject to $W_{RF} \in W_{RF}$,

where $W_{RF}$ is defined similarly to $F_{RF}$ for TX. Following the steps in [16] and similar to the precoder optimization, the MMSE estimation problem may be further written as follows:

$$
W_{BB}^{opt} = \arg\min_{W_{BB}} \|\mathbb{E}[yy^H]^{\frac{1}{2}} W_{mmse} - \mathbb{E}[yy^H]^{\frac{1}{2}} \tilde{D}_R W_{BB} \|_F^2
$$

subject to $\|\text{diag}(W_{BB} W_{BB}^H)\|_0 = L_{R}^{opt}$,

where $\tilde{D}_R$ is the DFT matrix and $W_{BB}$ is a $L_{R}^{opt} \times N_s$ matrix. The exact solution to (3.8) yields $W_{mmse}^H$ as follows [16]:

$$
W_{mmse}^H = \left(F^H_{BB} F^H_{RF} HH^H F_{RF} F_{BB} + \sigma_n^2 N_s I_{N_s}\right)^{-1} F^H_{BB} F^H_{RF} H^H.
$$
Algorithm 2 Proposed A/D Hybrid Combiner Design by GP

1: **Input:** $W_{\text{mmse}}$, $D_R$, $L_R^{\text{opt}}$
2: $W_{RF} = 0_{N_R \times L_R^{\text{opt}}}$, $\Gamma = \emptyset$
3: $W_{\text{res}} = W_{\text{mmse}}$, $W_{BB} = 0_{L_R^{\text{opt}} \times N_s}$
4: for $i \leq L_R^{\text{opt}}$
5: \( \Psi = D_R^H \mathbb{E}[yy^H] W_{\text{res}} \)
6: \( k = \arg \max_{l=1,...,L_R^{\text{opt}}} (\Psi \Psi^H)_{l,l} \)
7: $W_{RF} = \left[ W_{RF} \mid \tilde{D}_R^{(k)} \right]$
8: $D = W_{RF}^H W_{\text{res}}$
9: $C = W_{RF} D$
10: \( g = \frac{\text{tr}(W_{\text{res}} C)}{\|C\|^2} \)
11: $\Gamma = \Gamma \cup k$
12: $W_{BB}\rvert_\Gamma = W_{BB}\rvert_\Gamma - gD$
13: $W_{\text{res}} = W_{\text{res}} - gC$
14: end for

Similar to the sparsity reconstruction problem for the TX, $L_R^{\text{opt}}$ non-zero rows of $\tilde{W}_{BB}$ will give us the baseband combiner matrix $W_{BB}^{opt}$ and the corresponding $L_R^{\text{opt}}$ columns of $D_R$ will provide the RF combiner matrix $W_{RF}^{opt}$. This sparse signal recovery problem can again be solved by the GP algorithm.

Algorithm 2 provides the pseudo code of the GP solution to find the combiner matrices. It should be noted that step 15 of Algorithm 1 does not need to be replicated here as there is no power constraint at the RX unlike at the TX. Similarly, it starts by finding that column of $\tilde{D}_R$, which is denoted as $k$ as shown in Step 6, along which the optimal combiner has the maximum projection where the received signal is required as well for computation, which is denoted as $\tilde{D}_R^{(k)}$. It then concatenates that selected column vector to the RF combiner $W_{RF}$ as shown in Step 7. The gradient direction in Step 8 is computed at each iteration and the step-size is determined explicitly making use of the gradient direction as shown in Step 10. Similar to the TX case, the index set $\Gamma$ is updated at each iteration in Step 11 which is used to generate baseband combiner matrix $W_{BB}$. The residual precoding matrix is computed at Step 13. Finally the RF combiner
3.3 EE Maximization via Dynamic Power Allocation

In this section we derive the proposed approach which aims at the maximization of the EE by dynamic power allocation in the baseband domain. In terms of achievable information rate $R$ and consumed power $P$, the EE for the A/D hybrid design can be computed as follows:

$$EE(P_{TX}) \triangleq \frac{R(P_{TX})}{P(P_{TX})} \text{(bits/Hz/J)},$$

(3.10)

where $R$ represents the information rate in bits/s/Hz and $P$ is the required power in Watts (W).

The proposed design, as depicted in Fig. 3.2, describes a A/D hybrid system for the TX and the RX, with a certain number of RF chains $L_T$ implemented in the hardware. The selection mechanism between the available RF chains is implemented in the baseband domain, as part of the digital processor. This procedure is driven by the DM block, which describes the optimal power scheme for each channel realization.

The power allocation at the TX can be described mathematically by using a diagonal sparse matrix $P_{TX} \in \mathcal{D}^{L_T \times L_T}$ where $\mathcal{D}^{L_T \times L_T} \subset \mathbb{R}^{L_T \times L_T}$ denotes the set of $L_T \times L_T$ diagonal sparse matrices. To represent the baseband selection mechanism we consider that $[P_{TX}]_{kk} \in [0, P_{max}]$, for $k = 1, \ldots, L_T$, where $P_{max} = \text{tr}(P_{TX})$. The diagonal entries of $P_{TX}$ with a zero value represent an
open switch in Fig. 3.2. Thus, the non-zero diagonal values of $P_{TX}$ determine the number of the active RF chains for the TX, i.e., $L_{opt}^T = \|P_{TX}\|_0$. If we increase the number of RF chains we might achieve a higher information rate but there is also higher power consumption. Hence, maximizing the EE ratio in (3.10) while considering different constraints on the precoder design provides us the optimal number of RF chains.

### 3.3.1 Problem Formulation

For a point-to-point A/D hybrid MIMO system, as shown in Fig. 3.2, the overall achievable rate With Respect To (W.R.T.) the active RF chains can be expressed as follows:

$$R(P_{TX}, P_{RX}) = \log \left| \frac{1}{\sigma_n^2} + \frac{1}{\sigma_n^2} W_{BB}^H P_{RX}^2 W_{RF}^H H_{RF} \times \right.$$  
$$P_{TX}^2 \hat{F}_{BB} \hat{F}_{BB}^H P_{TX}^2 W_{RF}^H W_{RF}^2 \left| \right|,$$

where $P_{TX} \in \mathbb{R}^{L_T \times L_T}$ is the diagonal matrix describing the power allocation for the TX. For the RX, we use the diagonal matrix $P_{RX} \in \{0, 1\}^{L_R \times L_R}$ which takes only values from $\{0, 1\}$, since it only represents a switching network, hence, $L_{opt}^R = \|P_{RX}\|_0$.

Based on [16], it is reasonable to assume that $\hat{F}_{BB} \hat{F}_{BB}^H \approx I_{L_T}$ and $W_{BB}W_{BB}^H \approx I_{L_R}$, then

$$R(P_{TX}, P_{RX}) = \log \left| I_{L_R} + \frac{1}{\sigma_n^2} P_{RX}^2 W_{RF}^H H_{RF} \times \right.$$  
$$P_{TX}F_{RF}^H H_{RF} W_{RF} P_{RX}^2 \left| \right|. \quad (3.12)$$

To simplify this problem, we decompose it into two successive sub-problems, one
for the TX and one for the RX. Specifically, to obtain $P_{TX}$ we assume that the RX has activated all the switches, i.e., $P_{RX} = I_{LR}$. So,

$$R(P_{TX}) = \log \left| I_{LR} + \frac{1}{\sigma_n^2} W_{RF}^H H F_{RF} P_{TX} F_{RF}^H H^H W_{RF} \right|. \quad (3.13)$$

Once we obtain $P_{TX}$, we can estimate $P_{RX}$ based on the following formulation:

$$R(P_{RX}) = \log \left| I_{LR} + \frac{1}{\sigma_n^2} P_{RX}^{1/2} W_{RF}^H H F_{RF} P_{TX} F_{RF}^H H^H W_{RF} P_{RX}^{1/2} \right|. \quad (3.14)$$

Maximizing EE at the RX using (3.14) results into a non-trivial integer programming problem. Therefore in the following we will focus our analysis on the EE maximization at the TX in order to obtain $L_{opt}^T$. We consider the optimal number of RF chains at the RX to be same as at the TX, i.e., $L_{opt}^R = L_{opt}^T$.

Measuring the energy consumed for each entity in the precoder and the combiner is important to design an energy efficient mmWave A/D hybrid MIMO system. In this chapter, we use the power model described in Section 2.2.4 for the case of full resolution sampling, so that the total power $P$ for an A/D HBF system can be described as follows, where we include the power consumed by the RX components as well:

$$P = \beta \text{tr}(P_{TX}) + 2P_{CP} + N_T P_T + N_R P_R + L_{opt}^T \times (P_{RF} + N_T P_{PS}) + L_{opt}^R (P_{RF} + N_R P_{PS}) (W), \quad (3.15)$$

where $\beta$ represents the reciprocal of amplifier efficiency; the common parameters at the TX and the RX are $P_{CP}$, $P_{RF}$, and $P_{PS}$ which represent the circuit power, i.e., is the power required by all circuit components at the TX, the power per
RF chain, and the power per phase shifter, respectively. $P_T$ and $P_R$ represent the power per antenna element at the TX and the RX, respectively.

For simplicity we remove the sub-index term “TX” from $P_{TX}$. Hence, we consider the problem (3.10) expressed w.r.t. the power allocation matrix $P \in \mathbb{R}^{L_T \times L_T}$ as follows:

$$\max_{P \in \mathbb{D}^{L_T \times L_T}} \frac{R(P)}{P(P)} \quad \text{s. t. } P(P) \leq P'_{\text{max}} \text{ and } R(P) \geq R_{\text{min}}.$$  \hspace{1cm} (3.16)

The first constraint term in (3.16) sets the upper bound for the total power budget of the communication system, i.e., $P'_{\text{max}} = \beta P_{\text{max}} + 2 P_{\text{CP}} + N_T P_T + N_R P_R + L_T \times (P_{RF} + N_T P_{PS}) + L_R (P_{RF} + N_R P_{PS})$.

### 3.3.2 DM Based Proposed Solution

Fractional programming theory provides us several options to obtain the solution of (3.16). One computational efficient algorithm is the Dinkelbach’s algorithm which has been introduced firstly in [70, 71]. Dinkelbach’s algorithm replaces the fractional cost function of (3.16) with a sequence of easier difference-based problems. The simulation results in Section 3.5 suggest that this method can achieve good performance. Specifically, the cost function of (3.16) is replaced by a sequence of problems:

$$\max_{P^{(m)} \in \mathbb{D}^{L_T \times L_T}} \{ R(P^{(m)}) - \nu^{(m)} P(P^{(m)}) \}, \hspace{1cm} (3.17)$$

where $\nu^{(m)} = R(P^{(m-1)})/P(P^{(m-1)}) \in \mathbb{R}^+$, for $m = 1, 2, \ldots, I_{\text{max}}$, where $I_{\text{max}}$ is the number of maximum iterations. Dinkelbach’s algorithm is an iterative algorithm, where at each step an update of $\nu^{(m)}$ is obtained based on the estimated rate and power from the previous iteration. To simplify the implementation of
this algorithm we desire a rate expression that does not require explicit formulas for the precoder and combiner matrices, thus avoiding re-running Algorithms 1 and 2 for each possible choice of active RF chains.

In order to proceed with the Dinkelbach’s algorithm in our context, let us first elaborate on the information rate and power expressions. Considering the SVD of the channel as $H = U_H \Sigma_H V_H^H$ as shown in Section 3.2, (3.13) is expressed as:

$$R(P) = \log \left| I_{NR} + \frac{1}{\sigma_n^2} W_{RF}^H U_H \Sigma_H V_H^H F_{RF} \times \right. \left. P F_{RF}^H V_H \Sigma_H^H U_H W_{RF} \right|.$$

(3.18)

Following the analysis of [16], it can be proven that $V_H^H F_{RF} \approx [I_L T \, 0_T^{(N_T-L_T) \times L_T}]^T$ and $U_H^H W_{RF} \approx [I_L R \, 0_T^{(N_R-L_R) \times L_R}]^T$, hence,

$$R(P) = \log \left| I_{NR} + \frac{1}{\sigma_n^2} \bar{\Sigma}^2 P \right|,$$

(3.19)

where $\bar{\Sigma} \in \mathbb{R}^{L_T \times L_T}$ with $[\bar{\Sigma}]_{kk} = [\Sigma_H]_{kk}$ for $k = 1, \ldots, L_T$, assuming $L_T = L_R$, while its remaining entries are zero. Since the involved matrices in (3.19) are diagonal, the information rate is decomposed into $L_T$ parallel streams, as follows:

$$R(P) \approx \sum_{k=1}^{L_T} \log \left( 1 + \frac{1}{\sigma_n^2} [\bar{\Sigma}^2]_{kk} |P|_{kk} \right) \text{ (bits/s/Hz)}.$$

(3.20)

Recall that $L_T$ and $L_R$ have preset values based on the hardware design and describe the available RF chains at the TX and the RX, respectively. Considering only the TX, the consumed power w.r.t. the diagonal power allocation matrix
can be written as:

\[ P_{TX}(P) = P_{static} + \sum_{k=1}^{L_T} (\beta[P]_{kk} + P_{RF} + N_T P_{PS}) \]  
\[ = P_{static} + \sum_{k=1}^{L_T} \beta' P_{kk} \text{ (W)}; \]  

(3.21)  
(3.22)

where \( P_{static} \equiv P_{CP} + N_T P_T \) is independent of the power allocation matrix \( P \) and \( \beta' \equiv \beta + \frac{P_{RF} + N_T P_{PS}}{P_{max}} \). The equivalence between (3.21) and (3.22) is justified since \( \sum_{k=1}^{L_T} [P]_{kk} = \text{tr}(P) = P_{max} \).

Based on (3.20) and (3.22), the \( m \)-th DM step can be expressed as follows:

\[ \{P^{(m)}, \nu^{(m)}\} = \arg \max_{P^{(m)} \in \mathbb{D}^{L_T \times L_T}} G(P^{(m)}, \nu^{(m)}), \]  
(3.23)

where

\[ G(P^{(m)}, \nu^{(m)} \equiv \sum_{k=1}^{L_T} \log \left( 1 + \frac{1}{\sigma_n^2} [\Sigma^2]_{kk} |P^{(m)}|_{kk} \right) \]  
\[ - \nu^{(m)} \sum_{k=1}^{L_T} \beta' P_{kk}. \]  

(3.24)

Note that problem (3.23) is a non-convex one because of the constraint \( P^{(m)} \in \mathbb{D}^{L_T \times L_T} \). To proceed, first we alleviate this constraint, thus (3.23) can be efficiently solved by any standard interior-point method (for example, CVX [72]). Step 3 of Algorithm 3 shows that after alleviating this constraint, (3.23) is solved via CVX to update \( P^{(m)} \). Then we impose the constraint by hard-thresholding the entries of \( P^{(m)} \), i.e., \( P_{th}^{(m)} \), as shown in Step 4 of Algorithm 3. The thresholding sets to zero all entries of \( P^{(m)} \) that are lower than a given tolerance value \( \epsilon_{th} \).

Algorithm 3 starts by initializing the number of available RF chains \( L_T \). We update \( P^{(m)} \) by solving the relaxation of (3.23) via CVX as shown in Step 3.
Algorithm 3 Proposed DM for RF Chain Selection

1: **Initialize:** $P^{(0)}, \nu^{(0)}$ satisfying $\gamma(P^{(0)}, \nu^{(0)}) \geq 0$, $L_T$, tolerance $\epsilon$
2: $m = 0$
3: **while** $|\gamma(P^{(m)}, \nu^{(m)})| > \epsilon$ **do**
4: Update $P^{(m)}$ by solving the relaxation of (3.23) via CVX [72].
5: Thresholding $P^{(m)}$ as $P^{(m)}_{th}$.
6: Counting non-zero values of $P^{(m)}_{th}$ provides $L_T^{opt}$.
7: Compute $R(P^{(m)})$ and $P_{TX}(P^{(m)})$.
8: Compute $\gamma(P^{(m)}, \nu^{(m)})$
   where $\nu^{(m)} = R(P^{(m-1)})/P(P^{(m-1)}) \in \mathbb{R}^+$. Steps 8 shows the update in $\nu^{(m)}$ with $R(P^{(m)})/P_{TX}(P^{(m)})$.
9: $m = m + 1$
10: **end while**
11: Obtain $L_T^{opt} = \|P^{(m)}_{th}\|_0$

Steps 4-5 show that $P^{(m)}$ is thresholded as $P^{(m)}_{th}$ and counting its non-zero values provides us the optimal number of RF chains which keeps updating within the loop but obtained as $\|P^{(m)}_{th}\|_0$ after the loop ends as shown in Step 11. $R(P^{(m)})$ and $P_{TX}(P^{(m)})$ are computed in Step 6 and $\gamma(P^{(m)}, \nu^{(m)})$ is computed based on (3.24) in Step 7 where $\nu^{(m)} = R(P^{(m-1)})/P(P^{(m-1)}) \in \mathbb{R}^+$. Steps 8 shows the update in $\nu^{(m)}$ with $R(P^{(m)})/P_{TX}(P^{(m)})$. The loop continues until $|\gamma(P^{(m)}, \nu^{(m)})|$ is less than a given tolerance $\epsilon$. We consider that the optimal number of RF chains provides the number of data streams as well, i.e., $N_s = L_T^{opt}$.

### 3.3.3 Full Search (FS) Approach

To show that the loss performance is not much in Dinkelbach optimization we also consider a Full Search (FS) approach which resolves the non-convexity issue of (3.23) with convex approximation providing a modified version of the proposed Dinkelbach optimization solution which iterates over all the possible number of RF chains. The steps are stated in Algorithm 4 where the maximum EE is obtained and the corresponding number of RF chains are considered to be optimal at the
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Algorithm 4 FS Approach for RF Chain Selection

1: Initialize: \( L_T \), tolerance \( \epsilon \), EE\(^{(0)}\) = 0
2: for \( i = 1 : L_T \) do
3: while \( |\mathcal{G}(\mathbf{P}^{(m)}, \nu^{(m)})| > \epsilon \) do
4: Compute \( \mathbf{P}^{(m)} \) subject to \( i \) RF chains
5: → obtain \( L_{opt} \) from \( \mathbf{P}^{(m)} \).
6: Compute \( R(\mathbf{P}^{(m)}), P_{TX}(\mathbf{P}^{(m)}) \) and \( \mathcal{G}(\mathbf{P}^{(m)}, \nu^{(m)}) \).
7: Update \( \nu^{(m)} \) and compute \( EE^{(m)} = R(\mathbf{P}^{(m)})/P_{TX}(\mathbf{P}^{(m)}) \).
8: \( m = m + 1 \)
9: end while
10: Obtain \( L_T^{(i)} = L_{opt} \) and EE\(^{(i)}\) based on EE\(^{(m)}\) value.
11: if EE\(^{(i)}\) ≥ previous EE\(^{(i-1)}\) do
12: Update EE\(^{(i)}\) and \( L_T^{(i)} \)
13: end if
14: end for

end of the algorithm. In Table 3.4 of Section 3.5, we show that the proposed DM has similar performance to the FS approach, while the complexity for computing FS increases significantly.

3.3.4 Brute Force (BF) Approach

The solution to achieve optimal number of RF chains at each realization is also provided in [65] which we call as the BF approach. To make the A/D HBF system energy efficient, BF approach, at each realization (current channel condition), makes a search on all the possible number of RF chains, i.e., \( L_T = \{1, 2, 3, ..., N_T\} \), and computes best EE while designing the precoder and combiner matrices, and chooses the corresponding number of RF chains as the optimal number of RF chains. We, in our work, mitigate that need of searching for all possible number of RF chains and then finding an optimal solution, and thus providing equally a high energy efficient and low complexity solution. The observations made in the next section support this statement.
3.4 Simulation Results

This section shows the performance of the proposed DM compared to the existing state of the art solutions such as the BF approach, digital beamforming, analog beamforming and modified version of the proposed solution, i.e., FS approach. For simulations, the proposed DM and the FS approach consider $L_T = L_R = \text{length}(\text{eig}(HH^H))$ and the BF approach uses the same precoding and combining matrices as the DM solution. The tolerance values considered in both the DM solution and the FS approach algorithms are $\epsilon = 10^{-4}$ and $\epsilon_{th} = 10^{-6}$. The fully digital beamforming solution uses the same number of RF chains as antennas, i.e., $L_T = N_T$ and $L_R = N_R$, and precoding and combining matrices are $F_{opt}$ and $W_{mmse}$, respectively, as shown in Subsections 3.3.1 and 3.3.2. The analog beamforming solution implements a single RF chain, i.e., $L_T = L_R = 1$, and the precoding and combining matrices are computed as the phases of the first singular vectors, i.e., $F = V_H(1 : N_T, 1)/\text{abs}(V_H)$ and $W = U_H(1 : N_R, 1)/\text{abs}(U_H)$, respectively.

The performance of the codebook-free designs such as ADMM [44] and SVD based [42] solutions when incorporated with the proposed framework, using $L_T^{opt}$ RF chains, are also observed over the case when fixed number of RF chains are used to compute the precoder and combiner matrices. The comparison between GP and OMP algorithms is also observed through observing the variations in run time w.r.t. the number of RF chains and computational complexities.

3.4.1 System Setup

For the channel parameters, there are 10 rays for each cluster and there are 8 clusters in total, i.e., $N_{\text{ray}} = 10$ and $N_{\text{cl}} = 8$ in (3.1). The average power of each
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circuit power of the TX</td>
<td>$P_{CP} = 10$ W</td>
</tr>
<tr>
<td>Power per RF chain</td>
<td>$P_{RF} = 100$ mW</td>
</tr>
<tr>
<td>Power per phase shifter</td>
<td>$P_{PS} = 10$ mW</td>
</tr>
</tbody>
</table>

(a) Typical values of the power terms [73].

<table>
<thead>
<tr>
<th>Number of RF chains, $L_T$</th>
<th>Maximum consumed power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>34.50</td>
</tr>
<tr>
<td>8</td>
<td>38.50</td>
</tr>
<tr>
<td>64</td>
<td>94.50</td>
</tr>
</tbody>
</table>

(b) Maximum consumed power in (3.15) for different values of $L_T$ for a $64 \times 16$ system with $\text{tr}(\mathbf{F F}^H) = 1$.

Table 3.1: Simulation parameters for the power expressions of different precoding solutions.

Cluster is unity, i.e., $\sigma_{\alpha,i} = 1$. The azimuth and elevation angles of departure and arrival are computed on the basis of the Laplacian distribution [74] with uniformly distributed mean angles and angle spread as $7.5^\circ$. The mean angles are sectored within the range of $60^\circ$ to $120^\circ$ in the azimuth domain, and $80^\circ$ to $100^\circ$ in the elevation domain. The 64 antenna elements at the TX, i.e., $N_T = 64$, and 16 at the RX, i.e., $N_R = 16$, in the ULA, antenna elements are spaced by distance $d = \lambda/2$ where $\lambda/2$ can be based on a standard frequency value such as $28$ GHz [65]. The system bandwidth is normalized to 1 Hz in the simulations. The Signal-to-Noise Ratio (SNR) is $1/\sigma_n^2$. All the simulation results are averaged over 1000 random channel realizations. To illustrate the achievable EE of different precoding solutions, the parameters in the power expressions for each precoder design are set as shown in Table 3.1.(a). For a typical case, the power per power amplifier, $P_{PA} = 300$ mW, and maximum achievable power, $P_{\text{max}} = 1$ W. Table 3.1.(b) shows the maximum power which can be consumed as determined in (3.15) for different number of RF chains in a $64 \times 16$ fully-connected system. The amplifier efficiency $1/\beta$ is considered as 0.4 and the minimum desired rate in (3.16), $R_{\text{min}} = 1$ bits/s/Hz.
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3.4.2 Beam Training and Data Communications Phases

Analysis

Based on the described communication phases in Fig. 3.2.(b), there are \( L_T \) active RF chains during the beam training phase. Once the Dinkelbach or FS optimization is performed then we obtain the optimal number \( L_{opt}^T \) RF chains for the data communications phase. Considering that \( \alpha \) represents the ratio between the two phases, the power consumption performance for both the stages is given by:

\[
\text{Power} = \alpha \times P(L_T) + (1 - \alpha) \times P(L_{opt}^T) \ (W),
\]

where \( P(L_T) \) is the power consumption with (3.15) using \( L_T \) RF chains and \( P(L_{opt}^T) \) is using the optimal number of RF chains, \( L_{opt}^T \). For example, as shown in Fig. 3.3.(a), when we consider that the beam training phase is active for 10% of the time with \( L_T \) RF chains, i.e., \( \alpha = 0.1 \), and the data communications phase is active for the remaining 90% time with \( L_{opt}^T \) RF chains, i.e., \( 1 - \alpha = 0.9 \). The
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performance is observed with three SNR cases in Fig. 3.3.(b). It can be observed that the overall power consumption increases with the increase in the number of RF chains in the beam training phase and high SNR values have higher power consumption levels. For example, at \( L_T = 6 \), the power consumption at SNR = 0 dB is about 0.65 W higher than at SNR = −10 dB.

3.4.3 Convergence of the Proposed DM Solution

Fig. 3.4 shows the convergence of the Dinkelbach optimization solution as proposed in Algorithm 3 to obtain the optimal number of RF chains. It can be observed that the EE for different SNR levels increases with the iterations used to find the optimal number of RF chains. The proposed solution converges rapidly and needs only 2 iterations to converge and achieve an optimal solution at each realization.
Figure 3.5: PMF plots of the DM and BF solutions at different $P_{\text{max}}$ values for the optimal number of RF chains $L_{\text{opt}}^T$ and their difference $\Delta L_{\text{opt}}^T$ for $64 \times 16$ system and SNR = 10 dB.
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3.4.4 Proposed DM versus BF Approach

The comparison is made to the BF method [65] in detail in terms of the Probability Mass Function (PMF) for RF chain selection, EE performance and the computational complexity. The PMF plots indicate the histogram that for how many realizations (on y-axis) a particular value of the variable defined on x-axis is achieved. Figs. 3.5 and 3.6 show the PMF of the distribution of the proposed DM and the BF approach over the optimal number of RF chains, i.e., $L_T^{\text{opt}}$, their difference, i.e., $\Delta L_T^{\text{opt}} = |L_T^{\text{opt}}_{\text{BF}} - L_T^{\text{opt}}_{\text{DM}}|$, and the EE difference, i.e., $\Delta E = |E_{\text{BF}} - E_{\text{DM}}|$, at each channel realization.

Fig. 3.5 shows that for how many channel realizations, the beamforming solutions such as the DM and the BF approach find a particular optimal number of RF chains for different values of $P_{\text{max}}$. It gives us an idea on how close the proposed DM solution is to the BF technique, in terms of finding the optimal
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<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM</td>
<td>$\mathcal{O}(L_{T}^{opt})$</td>
</tr>
<tr>
<td>BF</td>
<td>$\mathcal{O}(L_{T}^{opt}N_T)$</td>
</tr>
<tr>
<td>FS</td>
<td>$\mathcal{O}(L_{T}^{opt}L_T)$</td>
</tr>
</tbody>
</table>

(a) Complexity orders of the DM, the BF and FS approaches.

<table>
<thead>
<tr>
<th>No. of TX antennas, $N_T$</th>
<th>Time (s): DM</th>
<th>Time (s): BF</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>0.429</td>
<td>0.613</td>
</tr>
<tr>
<td>96</td>
<td>0.438</td>
<td>1.06</td>
</tr>
<tr>
<td>112</td>
<td>0.454</td>
<td>1.76</td>
</tr>
<tr>
<td>128</td>
<td>0.455</td>
<td>2.69</td>
</tr>
</tbody>
</table>

(b) Run times of the DM and the BF approach w.r.t. $N_T$ at SNR = 10 dB and $P_{\text{max}} = 1$.

Table 3.2: Computational complexity comparison between the DM, the BF and FS approaches.

number of RF chains. For example, at $P_{\text{max}} = 1$ W, the DM solution chooses $L_T^{opt} = 4$ for $\approx 750$ different channel realizations whereas BF chooses 4 RF chains for $\approx 300$ realizations and the difference (at each realization) between chosen optimal number of RF chains by both the methods, i.e., $\Delta L_T^{opt}$ is 0 for $\approx 450$ different realizations. Also, for example, the EE difference between the two methods, $\Delta E$, at $P_{\text{max}} = 1$ W is close to 0 bits/Hz/J for $\approx 650$ channel realizations as observed from Fig. 3.6.

Table 3.2.(a) shows the computational complexities used by the solutions of the DM, the BF and FS approaches w.r.t. the number of the RF chains. We can observe that complexity for the solution of the DM requires complexity order of only $\mathcal{O}(L_T^{opt})$ per iteration. Since the number of the required iterations is usually very small, the overall complexity of the DM is much less than the BF approach which depends on the product of the number of RF chains and the number of antennas. Also, it clearly suggests that the complexity for FS approach increases significantly as the search is made for all possible number of RF chains $L_T$.

For further comparison of the proposed method to the BF approach, we verify
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<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>OMP</td>
<td>$O((L_{opt}^{T})^4) + O((L_{opt}^{T})^3 N_T)$</td>
</tr>
<tr>
<td>GP</td>
<td>$O((L_{opt}^{T})^3 N_T)$</td>
</tr>
</tbody>
</table>

(a) Complexity orders of GP and OMP.

<table>
<thead>
<tr>
<th>No. of RF chains at the TX</th>
<th>Time (µs): OMP</th>
<th>Time (µs): GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1.6</td>
<td>1.1</td>
</tr>
<tr>
<td>16</td>
<td>5.8</td>
<td>2.8</td>
</tr>
<tr>
<td>24</td>
<td>10</td>
<td>5.0</td>
</tr>
<tr>
<td>32</td>
<td>16.4</td>
<td>8.0</td>
</tr>
</tbody>
</table>

(b) Run time comparison w.r.t. the number of RF chains for $64 \times 16$ mmWave system with $N_{cl} = 8$, $N_{ray} = 10$, and $\text{SNR} = 10 \text{ dB}$.

Table 3.3: Computational complexity comparison between GP and OMP solutions.

the run time results as shown in Table 3.2.(b). At $\text{SNR} = 10 \text{ dB}$ and $P_{\text{max}} = 1$, the run time is much less for the proposed solution w.r.t. the number of TX antennas. These results are reported from MATLAB simulation runtime for an independent channel realization. For example, for a large number of antennas, i.e., $N_T = 128$, the proposed solution consumes $\approx 6$ times less run time than the BF solution. The observations support the statement that the proposed solution has low complexity while still optimizing the number of RF chains.

3.4.5 Proposed GP versus OMP

Concerning the complexity for deriving the beamforming matrices, recall that OMP requires inversion of a matrix with size $k \times k$, at each one of the $L_{opt}^T$ iterations in total, with $k = 1, \ldots, L_{opt}^T$. This operation has cubic complexity order w.r.t. the size of the matrix, i.e., $O(k^3)$, in general. So, for $L_{opt}^T$ iterations, the total cost would be:

$$\sum_{k=1}^{L_{opt}^T} O(k^3) = O((L_{opt}^T)^4).$$  (3.26)
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Additionally, a matrix-matrix product is required at each iteration with total cost $O((L_{opt}^T)^3 N_T)$. On the other side, the proposed GP algorithm requires only matrix-matrix multiplications at each iteration, hence the complexity order is $O((L_{opt}^T)^3 N_T)$. This complexity reduction is justified by the substitution of the matrix inversion with a gradient step. The derived complexity orders are summarized in Table 3.3.(a). In Table 3.3.(b) we show the MATLAB\textsuperscript{TM} run time comparison (in µs) between OMP and GP w.r.t. the number of RF chains at the TX for a 64 × 16 mmWave MIMO system with SNR = 10 dB. As the time difference between both the algorithmic solutions is considerable with the increase in the number of RF chains, the obtained values indicate that GP consumes much less time than OMP leading to a lower complexity system.

3.4.6 EE and SE Performance of Proposed DM

Fig. 3.7 shows the EE and SE performance of the proposed solution, the BF solution, the full digital solution and the analog beamforming solution w.r.t. SNR for a 64 × 16 mmWave MIMO system. It can be clearly observed from Fig. 3.7.(a) that the proposed solution is as energy efficient as the BF solution, and better
than the fully digital and analog beamforming solutions. For example, at 10 dB, the proposed solution has merely a EE difference of $\approx 0.01$ bits/Hz/J with the BF, but shows $\approx 0.35$ bits/Hz/J and $\approx 0.25$ bits/Hz/J better EE than the fully digital and analog beamforming solutions, respectively. Also, for example, in Fig. 3.7.(b) the proposed design at 10 dB shows a $\approx 10$ bits/s/Hz less SE than the fully digital solution, $\approx 10$ bits/s/Hz better than analog beamforming and approximately the same performance as the BF method.

Fig. 3.8.(a) shows the EE comparison among the solutions with partially-connected structures where each RF chain is connected to $N_T / L_T^{opt}$ antennas through phase shifters. We can observe similar EE performance characteristics as in Fig. 3.7.(a); for example, the proposed solution has approximately the same EE performance as the BF method, $\approx 0.4$ bits/Hz/J and $\approx 0.32$ bits/Hz/J better than the fully digital and analog beamforming solutions, respectively, at SNR = 15 dB. Fig. 3.8.(b) shows the EE performance comparison w.r.t. the number of TX antennas, $N_T$, for a fully-connected structure. We can observe that the performance starts decreasing with the increase in the number of antenna
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Figure 3.9: EE performance gains w.r.t. SNR at $N_T = 64$ over the fixed number of RF chains case.

| SNR (dB) | $|\text{EE}_{\text{DM}} - \text{EE}_{\text{FS}}|$ (bits/Hz/J) |
|----------|------------------------------------------------|
| -10      | 0.013                                         |
| -5       | 0.018                                         |
| 0        | 0.043                                         |
| 5        | 0.108                                         |
| 10       | 0.189                                         |

Table 3.4: EE performance difference between the DM and the FS approach.

For example, at $N_T = 64$, the EE for the proposed DM is close to that of the BF solution which is $\approx 0.35$ bits/Hz/J and $\approx 0.25$ bits/Hz/J better than the fully digital beamforming and analog beamforming solutions, respectively. At $N_T = 256$, the EE performance for the proposed DM solution is decreased to $\approx 0.56$ bits/Hz/J and close to the BF solution, and $\approx 0.5$ bits/Hz/J and $\approx 0.2$ bits/Hz/J better than the fully digital beamforming and analog beamforming solutions, respectively.

Fig. 3.9 shows the EE gain of the DM based framework when used with codebook-based GP and OMP techniques, and when incorporated with codebook-
free ADMM [44] and SVD [42] techniques, over the case of a fixed number of RF chains, in this case, 8. The codebook-free technique such as ADMM performs better than the codebook-based techniques such as GP and OMP, while SVD shows a similar performance. The EE performance of GP and OMP techniques are same. Table 3.4 shows EE performance comparison between the proposed DM approach (Algorithm 3), i.e., EE_{DM}, and the FS approach (Algorithm 4), i.e., EE_{FS}, where we can observe that the difference between their EE is considerably low. It states that the FS approach shows very similar performance to the proposed method. From implementation perspective, we already showed in Table 3.2 (a) that the FS approach has higher computational complexity than the proposed DM solution.

3.5 Summary

This chapter proposes an energy efficient A/D HBF framework with a novel architecture for a mmWave MIMO system, where we optimize the active number of RF chains through fractional programming. The proposed DM based framework reduces the complexity significantly and achieves almost the same EE performance as the state of the art BF approach. Both approaches achieve higher EE performance when compared with the fully digital beamforming and the analog beamforming solutions. In particular, the proposed solution only needs to compute the precoder and combiner matrices once, after the number of active RF chains are decided through the Dinkelbach optimization solution.

The modified version of the proposed solution, i.e., FS approach, shows very similar performance to the proposed DM but the complexity increases significantly. The codebook-free designs such as ADMM and SVD based solutions, when incorporated with the proposed framework also achieve better EE performance.
over the fixed number of RF chains case. It is also shown that GP incorporated with the proposed DM is a faster and less complex approximation solution to compute the precoder and combiner matrices than OMP.

For this chapter, we focus on maximizing the EE but extending these techniques to consider both estimated channels and frequency selective channels can be considered for future work. Also, this chapter optimizes the number of RF chains and streams to provide an energy efficient solution, however it considers full resolution sampling. In the following chapter, we discuss channel estimation and EE maximization solutions for the mmWave hybrid MIMO system with low resolution sampling.
Chapter 4

Sparse MmWave Channel Estimation and EE
Maximization with Low Resolution DACs/ADCs

4.1 Introduction

Previously, we discussed that A/D HBF architectures reduce the hardware complexity through fewer RF chains and support multi-stream communication with good capacity performance [14,16,17]. Furthermore, optimizing the number of RF chains and streams provides an energy efficient mmWave hybrid MIMO system. However, the large number of antenna elements associated with mmWave MIMO systems makes it hard to use many ADCs, which is a power hungry component [15]. Moreover, ADCs have much higher sampling rates for wide bandwidth mmWave systems than at microwave frequencies, and employing high speed ADCs increases the power consumption and the cost significantly [46, 75]. Implementing low resolution quantization such as 1-bit to 3-bit resolution in hybrid MIMO systems further improves the EE of such systems [15]. For example, the use of 1-bit ADCs in MIMO systems has been discussed in [76] and [77], and channel estimation is investigated as well. In that work, the channel is known perfectly to the TX and the RX while in practical
scenarios, the CSI is not known and should be estimated by both the TX and the RX. In this chapter we discuss the role of low resolution quantization in mmWave HBF MIMO systems for sparse channel estimation and EE maximization. In this section, we first proceed with the literature review of the sparse channel estimation and EE maximization associated with the low resolution quantization and then we discuss our contributions in this chapter.

4.1.1 Literature Review

In terms of the sparse channel estimation, references [78–80] estimate the sparse mmWave channel using signal processing tools for high resolution ADCs, but the use of low resolution ADCs at the RX can significantly reduce the power consumption without significantly affecting the capacity of the system [81]. Recently, [82] and [83] considered 1-bit ADC quantization systems and the sparsity in the angle domain is exploited to be able to use CS techniques to recover the channel parameters. The proposed adaptive technique in [82] fails to provide good estimation of the channel at low SNR values. Reference [83] proposes only an Expectation-Maximization (EM) algorithm which has high complexity since each iteration requires a matrix inverse computation and convergence of the algorithm requires many iterations. To observe the effect of low resolution ADCs, an Additive Quantization Noise Model (AQNM) is considered in [57] and [84]. The effect of AQNM is investigated in [57] for the case of a point-to-point mmWave MIMO system, while in [84] the desired rate of the uplink was derived for the case of mmWave fading channels. References [85] and [86] also implement the EM algorithm for a MIMO channel. Further improvements to the EM algorithm are proposed using EM-Generalized Approximate Message Passing (GAMP) [87] and Vector Approximate Message Passing (VAMP) [88]. The use of EM-GAMP
has been exploited for a broadband mmWave MIMO channel model with low resolution ADCs at the RX in [89].

*In terms of the EE maximization*, the existing literature mostly discusses low resolution DACs/ADCs with a large or full number of RF chains (one RF chain per antenna) or full or high resolution sampling with a small number of RF chains. As the power consumption of DACs/ADCs increases exponentially with the number of bits, to further reduce the power consumption one can consider a combined analog and digital hybrid structure with small number of RF chains and low resolution DACs/ADCs as discussed briefly in Chapter 3. To observe the effect of low resolution ADCs, an AQNM is considered in [57] for the case of a point-to-point mmWave MIMO system and in [84] for the case of mmWave fading channels. Reference [67] assumes fully digital precoding at the TX, and baseband and RF combining with low resolution sampling at the RX. Reference [90] develops the idea of a mixed-ADC architecture where a better energy-rate trade off is achieved with the use of a combination of low and high resolution ADCs than using only full resolution or low resolution systems.

Most of the literature studies the use of low resolution sampling only at the RX side, assuming fully digital or hybrid TX with high resolution DACs. Given the use of wide bandwidths in typical mmWave systems at the TX, employing low resolution DACs at the TX can also help to reduce the power consumption. So EE approaches that are mainly focused on ADCs at the RX can also be applied to the DACs at the TX considering the TX specific system model parameters. Reference [91] uses low resolution DACs which can be implemented to reduce the power consumption for a hybrid MIMO architecture. Reference [92] employs low resolution DACs at the base station for a narrowband multi-user MIMO system.
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References [44, 65] consider the EE optimization problem for hybrid transceivers but with full resolution sampling at the DACs/ADCs.

This chapter exploits the low resolution sampling at the conversion units and provides more efficient solutions in terms of EE and channel estimation than existing baselines in the literature. The details of the contributions are discussed in the following subsection.

4.1.2 Contributions

In section 4.3, we exploit the Stein’s Unbiased Risk Estimate (SURE) based GAMP solution combined with EM steps called the EM-SURE-GAMP in a mmWave MIMO system with low resolution sampling at the RX. Reference [93] describes the advantages of the SURE based parametric denoiser when incorporated with the Approximate Message Passing (AMP) framework. This novel solution avoids strong assumptions on the channel statistics where SURE, depending on the noisy observation, is minimized to adaptively optimize the denoiser within the parametric class at each iteration. The proposed solution is compared with the EM-GAMP solution for a narrowband channel model and improved MSE performance is observed for both low and high SNR regimes. The unknown channel parameters are modeled by a Bernoulli Gaussian distribution for both the techniques.

In Section 4.4, we proceed with a A/D hybrid transmit beamformer with low resolution DACs. The analog and digital parts are connected with a predefined number of RF chains which can be in active or inactive state. Assuming that the power consumption of the TX is determined mainly by the DACs of the RF chains, deactivating specific RF chains in an intelligent manner would increase the EE of the beamformer. Therefore, in this work, we derive an optimal approach in
terms of EE maximization, which selects the best subset between the available RF chains. We implement an iterative method to overcome the non-convexity of the fractional programming optimization problem. The proposed approach capitalizes from sparse-based subset selection techniques to provide an efficient solution to the problem. We also implement an exhaustive search approach (for example, in [65]) which expresses the upper bound for EE maximization and clearly shows the performance trade-offs. In the next section, we discuss the mmWave A/D HBF MIMO system model with low resolution DACs/ADCs.

This chapter proceeds by discussing the system model for a mmWave HBF MIMO system with low resolution sampling in Section 4.2. Then it proposes an efficient sparse channel estimation algorithm for a mmWave HBF MIMO system with low resolution ADCs in Section 4.3, and EE maximization approach for mmWave HBF MIMO system with low resolution DACs in Section 4.4. Section 4.5 provides the simulation results and Section 4.6 concludes this chapter.

4.2 MmWave HBF MIMO System with Low Resolution DACs/ADCs

The system setup in Fig. 4.1 shows the updated system model (of Fig. 3.1) with low resolution DACs and ADCs at the TX and the RX, respectively. We already know that the number of TX RF chains $L_T$ is usually smaller than the number of the TX antennas $N_T$ and similarly for the RX $L_R \leq N_R$ for a HBF system. After the RF/analog precoding, each phase shifter is connected to all the antenna elements, and similarly at the RX, each phase shifter is connected to all the antenna elements before the analog combining unit.

At the TX, the low resolution DACs are associated with the RF chains after
the baseband precoding unit and before the analog precoding unit. At the RX, the low resolution ADCs are associated with the RF chains after the analog combining unit and before the baseband combining unit. The analog precoder and combiner matrices, $F_{RF}$ and $W_{RF}$, are based on phase shifters, i.e., the elements of these matrices have unit modulus and continuous phase over $0 - 2\pi$ radians. Thus, $F_{RF} \in \mathcal{F}^{N_T \times L_T}$ and $W_{RF} \in \mathcal{W}^{N_R \times L_R}$ where the set $\mathcal{F}$ and $\mathcal{W}$ represent the set of possible phase shifts in $F_{RF}$ and $W_{RF}$, respectively. The sets $\mathcal{F}$ and $\mathcal{W}$ for variables $a$ and $b$, respectively, are defined as $\mathcal{F} = \{a \in \mathbb{C} \mid |a| = 1\}$ and $\mathcal{W} = \{b \in \mathbb{C} \mid |b| = 1\}$.

4.2.1 System with Low Resolution ADCs for Channel Estimation

We consider the channel model in (3.1) and the beamspace representation of the channel with ULA setup [38,39] as shown in (3.2) and express it as $H = D_R Z D_H^T$, where $Z \in \mathbb{C}^{N_R \times N_T}$ represents a sparse channel matrix with a few non-zero entries assumed to follow Bernoulli-Gaussian distribution, while $D_R \in \mathbb{C}^{N_R \times N_R}$ and $D_T \in \mathbb{C}^{N_T \times N_T}$ are the DFT matrices at the RX and the TX, respectively. For $N_T$ TX antennas and $N_R$ RX antennas, the channel matrix $H \in \mathbb{C}^{N_R \times N_T}$ can be further expressed as follows:

$$H = D_R Z D_H^T = \sum_{i=1}^{N_R} \sum_{k=1}^{N_T} [Z]_{ik} a_R(\phi_i) a_T^H(\theta_k),$$  \hspace{1cm} (4.1)

where $a_T(\theta_k) = \frac{1}{\sqrt{N_T}}[1, e^{-j\theta_k}, \ldots, e^{-j(k-1)\theta_k}]^T$ is the steering vector of the TX with $\theta_k = k/N_T$ the normalized uniformly spaced spatial angles. Specifically, each element of the sparse matrix $[Z]_{ik}$ is assumed to follow the Bernoulli-Gaussian
distribution [89], i.e.,

\[ p([Z]_{ik}) = (1 - \eta)\delta([Z]_{ik}) + \frac{\eta}{\sqrt{2\pi\sigma_h}} e^{- \frac{|[Z]_{ik}|^2}{2\sigma_h^2}} \]

where \( \delta(\cdot) \) is the Dirac delta function and \( \eta = \frac{L}{N_T N_R} \) denotes the sparsity of the virtual channel where \( L \) is the number of channel paths.

We consider the system setup in Fig. 4.1 with low resolution ADCs at the RX and assume that the channel is quasi-static, i.e., it remains static during a period of time, which includes both channel training and data transmission phases. During the training phase, at each training instance \( t \), the TX generates the vector \( s(t) \in \mathbb{C}^{N_s \times 1} \) following \( \mathbb{E}[s(t)s(t)^H] = \frac{1}{N_s}I_{N_s} \), which is the input to the RF precoder, \( F_{RF}(t) \in \mathbb{C}^{L_T \times N_s} \). This signal is transmitted through the sparsely modeled channel \( \hat{H} \) and the received vector is processed by the RF combiner \( W_{RF}(t) \in \mathbb{C}^{N_R \times L_T} \). The elements of the RF precoders and combiners have equal norm as they represent the TX and the RX phase shifters. For the case of number of streams equal to the number of RF chains, the baseband matrices, \( F_{BB}(t) \in \mathbb{C}^{L_T \times N_s} \) at the TX and \( W_{BB}(t) \in \mathbb{C}^{L_R \times N_s} \) at the RX, are identity.
matrices so we consider only RF/analog processing to formulate the channel estimation problem. Similar to (3.4) and considering low resolution ADCs at the RX and full resolution sampling at the TX, the received signal after RF/analog processing, $\mathbf{y}_c(t) \in \mathbb{C}^{L_R \times 1}$ for $t = 1, \ldots, T$, is expressed as follows:

$$
\mathbf{y}_c(t) = \mathbf{W}^H_{RF}(t)[\mathbf{H}t(t) + \mathbf{n}(t)] = \mathbf{W}^H_{RF}(t)\mathbf{H}_{RF}(t)s(t) + \mathbf{W}^H_{RF}(t)\mathbf{n}(t),
$$

(4.2)

where $\mathbf{t}(t) = \mathbf{F}_{RF}(t)s(t)$ is the transmitted signal at time instance $t$, $\mathbf{n}(t)$ is the noise vector following the complex Gaussian distribution with i.i.d. entries, i.e., $\mathbf{n}(t) \sim \mathcal{CN}(\mathbf{0}, \sigma^2 \mathbf{I}_{N_R})$. By concatenating all the $T$ training sequences the into the real-valued equivalent form we have

$$
\bar{\mathbf{y}} = \begin{bmatrix} \text{Re}(\bar{\mathbf{y}}_c) \\
\text{Im}(\bar{\mathbf{y}}_c) \end{bmatrix} = \bar{\Psi} \begin{bmatrix} \text{Re}(\mathbf{z}_c) \\
\text{Im}(\mathbf{z}_c) \end{bmatrix} + \begin{bmatrix} \text{Re}(\bar{\mathbf{n}}_c) \\
\text{Im}(\bar{\mathbf{n}}_c) \end{bmatrix}
$$

(4.3)

where the concatenated received signal $\bar{\mathbf{y}}_c = [\mathbf{y}_c(1), \ldots, \mathbf{y}_c(t)]^T \in \mathbb{C}^{TL_R \times 1}$, the system matrix $\bar{\Psi} = \begin{bmatrix} \text{Re}(\Psi_c) & -\text{Im}(\Psi_c) \\
\text{Im}(\Psi_c) & \text{Re}(\Psi_c) \end{bmatrix} \in \mathbb{R}^{2TL_R \times 2N_RN_T}$, where $\Psi_c = [\Psi_c(1), \ldots, \Psi_c(t)]^T$ with $\Psi_c(t) = \{s^T(t)\mathbf{F}_{RF}(t)\mathbf{D}_R \otimes \mathbf{W}^H_{RF}(t)\mathbf{D}_T\} \in \mathbb{C}^{TL_R \times N_RN_T}$, $\mathbf{z}_c$ contains the entries of the sparse channel matrix $\mathbf{Z}$, i.e.,

$$
\mathbf{z}_c = \text{vec}(\mathbf{Z}) = \text{vec}([\mathbf{Z}_{11}, \mathbf{Z}_{12}, \ldots, \mathbf{Z}_{21}, \mathbf{Z}_{22}, \ldots, \mathbf{Z}_{N_RN_T}])^T,
$$

(4.4)

and $\bar{\mathbf{n}}_c = [\mathbf{W}^H_{RF}\mathbf{n}(1), \ldots, \mathbf{W}^H_{RF}\mathbf{n}(t)]^T \in \mathbb{C}^{TL_R \times 1}$.

Now, let us denote the $K$-level quantization of $\bar{\mathbf{y}} \in \mathbb{R}^{2TL_R \times 1}$ as

$$
\bar{\mathbf{q}} = \mathcal{Q}(\bar{\mathbf{y}}),
$$

(4.5)
where \( \bar{q} = [q_1, \ldots, q_{2TL_R}]^T \in \mathbb{R}^{2TL_R \times 1} \). Each output element takes one of the \( K \) distinct values i.e., \( q^1_i, \ldots, q^K_i \). with \( q^k_i = -(M + 1) + k\Delta \) depending on the quantizer lower and upper thresholds \([l^k_i, u^k_i]\). The lower and upper quantizer boundary values are set to \( q_{\min} = -\kappa \sqrt{\mathbb{E}\{y_i^2\}} \) and \( q_{\max} = \kappa \sqrt{\mathbb{E}\{y_i^2\}} \), \( \forall i \) and for \( \kappa \in [1,5] \), respectively. The quantizer’s step-size is given by \( \Delta = \frac{q_{\max} - q_{\min}}{M} \), while the average power \( \mathbb{E}\{y_i^2\} \) can be obtained via an automatic gain control circuit.

### 4.2.2 System with Low Resolution DACs for EE Maximization

We now consider how to extend Section 4.2.1 to study the AQNM to represent the introduced distortion of the quantization noise at the TX. Given that \( Q(\cdot) \) denotes a uniform scalar quantizer then for the scalar input \( s \) we have that,

\[
Q(s) \approx \delta s + \epsilon, \quad (4.6)
\]

where

\[
\delta = \sqrt{1 - \frac{\pi \sqrt{3}}{2} 2^{-2b}} \quad (4.7)
\]

is the multiplicative distortion parameter for bit sampling resolution equal to \( b \) and \( \epsilon \) is the additive quantization noise with \( \epsilon \sim \mathcal{CN}(0, \sigma^2_\epsilon) \), where

\[
\sigma_\epsilon = \sqrt{1 - \frac{\pi \sqrt{3}}{2} 2^{-2b}} \sqrt{\frac{\pi \sqrt{3}}{2} 2^{-2b}} = \delta(1 - \delta^2). \quad (4.8)
\]

Let \( s \in \mathbb{C}^{N_s \times 1} \) is the normalized data vector, then based on the AQNM the vector containing the complex output of all the DACs can be expressed as:

\[
Q(F_{BB}s) \approx \delta F_{BB}s + \epsilon, \quad (4.9)
\]
where $Q(F_{BB}s) \in \mathbb{C}^{L_T \times 1}$ and $F_{BB} \in \mathbb{C}^{L_T \times N_s}$ is the baseband part of transmit beamformer. The second term of (4.9) expresses the additive quantization noise for all RF chains with $\epsilon \in \mathbb{C}N(0, \sigma^2\epsilon I_{L_T})$. This leads us to the following expression for the transmitted signal, as seen at the output of the A/D hybrid TX:

$$ t = F_{RF}(\delta F_{BB}s + \epsilon) = \delta F_{RF}F_{BB}s + F_{RF}\epsilon, \quad (4.10) $$

where $F_{RF}$ is the analog precoding matrix at the TX.

Note that, in this context, we consider the low resolution quantization at the TX and full resolution sampling at the RX. So we can express the RX combining matrix as $W = W_{RF}W_{BB} \in \mathbb{C}^{N_r \times N_s}$ which includes both the RF and digital processing at the RX. For such a system, the output RX signal is expressed as follows:

$$ r = W^HHt + W^Hn \quad \Rightarrow \quad r = \underbrace{\delta W^HHF_{RF}F_{BB}s}_{H_{\text{eff}}(L_T, \delta)} + \underbrace{W^HHF_{RF}\epsilon + W^Hn}_{\eta}, \quad (4.11) $$

where $H_{\text{eff}}(L_T, \delta)$ is the effective channel which is a function of the number of RF chains $L_T$ and the distortion $\delta$, $\eta$ is the combined effect of the Gaussian and quantization noise with $\eta \sim \mathbb{C}N(0, R_\eta)$, while $R_\eta$ is the combined noise covariance matrix with,

$$ R_\eta(L_T, \delta) = \mathbb{E}[\eta\eta^H] = \sigma^2\epsilon W^HHF_{RF}F_{RF}^HHW + \sigma^2_nW^HW, \quad (4.13) $$

which is also a function of the number of RF chains $L_T$ and the distortion $\delta$. Note that unlike what is common in the existing literature, in this work we also take into account the cross-terms of the noise covariance matrix $R_\eta$. We believe this
is a more realistic scenario since it can also incorporate system impairments such as phase noise into the problem formulation for the EE maximization case. In the next section, we first proceed with the proposed sparse channel estimation for the HBF system with low resolution ADCs at the RX and then discuss the EE maximization for the HBF system with low resolution DACs at the TX.

4.3 Proposed Sparse Channel Estimation

4.3.1 Problem Formulation

Following the beamspace representation of the sparse mmWave channel in (3.2), the system model of (4.2) can be rewritten into an equivalent form for the channel estimation problem, i.e.,

\[
y_c(t) = \left( s^T(t) F_{RF}(t)^T D_T \otimes W_{RF}^H(t) D_R \right) z_c + W_{RF}^H(t) n(t). \tag{4.14}
\]

Now the sparse estimation techniques can be utilized to recover the sparse vector \( z_c \). Concerning the analog/RF beamforming matrices, these are designed as random matrices [94] as we require sensing matrix to be random to be able to apply CS. The TX and the RX share a pseudo-random key so the RX can predict the precoding matrix. In particular, the angles of precoding/combining matrices are generated as random variables following a uniform distribution, i.e., \( \tilde{\phi}_i(t) \sim \mathcal{U}(0, 2\pi) \). Then, for each training instance \( t \) and \( \forall k = 1, \ldots, N_T, i = 1, \ldots, L_T \), we use the matrix:

\[
[F_{RF}(t)]_{ki} = \frac{1}{\sqrt{N_T}} e^{j(k-1)\sin(\tilde{\phi}_i(t))}, \tag{4.15}
\]
for the precoder, and accordingly for the combiner at the RX:

$$[W_{RF}(t)]_{ki} = \frac{1}{\sqrt{N_R}} e^{j(k-1)\sin(\theta_i(t))}. \quad (4.16)$$

Before proceeding, let us describe in more detail two main issues that render the channel estimation problem more challenging in the case of channel estimation at the RX of a hybrid MIMO system and low resolution quantization. The first issue comes from the channel subspace sampling limitation [95] which prevents the direct estimation of the CSI due to the beamforming matrices. In the conventional case, where the beamforming matrices are composed by DFT columns, the resulting measurement matrix $\Psi_c$ has a block structure with areas of similar values [96]. This implies that $\text{rank}(\Psi_c) = \text{rank}(W_{RF}^H(t)D_R) \leq N_T N_R$. Moreover, taking into account the quantization of the received signal, the overall system, given by (4.5), is a non-linear one due to the staircase ADCs, especially for the low resolution cases, i.e., 1-3 bit.

To overcome the quantization non-linearity effects at the RX, we employ quantization dithering [97]. Dithering is a commonly used technique where an
external signal is injected to the input to combat the non-linear quantization effects, improve the robustness and the asymptotic stability of the system [98,99]. In a design like ours, two external signals are injected at the MIMO RX, one in the spatial angles and another in the amplitude, as shown in Fig. 4.2 and discussed in [96]. Therefore, the use of dithering is two-fold: first we improve the properties of the measurement matrix by introducing randomness into the signal capturing process. Afterwards, the outputs of the RF combiner are perturbed by adding random analog memory-less signals to overcome the stair-case effects of low resolution ADCs. In this work we consider a simple type of dithering termed as non-subtractive random dithering. The additional dithering term in noise can be considered as an artificial noise and the concept is similar to the method of stochastic resonance. The concept of stochastic resonance comes into existence when there are system nonlinearities and the increases in levels of unpredictable fluctuations, e.g., random noise, cause an increase in a metric of the quality of signal transmission or detection performance rather than a decrease. For instance, [100] suggested that detection performance can be improved by adding an independent noise to the data under certain conditions. Specifically, we assume that a Gaussian random signal with zero mean, i.e., \( \bar{d} \sim N(0, \sigma_d^2 I) \) is added to the input, thus, the overall system is described as:

\[
\tilde{r} = Q(\bar{\Psi}z_c + \bar{n} + \bar{d}) \in \mathbb{R}^{2TN_r \times 1},
\]

(4.17)

where \( \bar{d} \in \mathbb{R}^{2TN_r \times 1} \) is the control signal. The overall noise can be modelled as \( \bar{n} + \bar{d} \sim N(0, \sigma^2 I) \), where \( \sigma^2 = \sigma_n^2 + \sigma_d^2 \).
4.3.2 EM-SURE-GAMP Based Proposed Solution

To solve the non-linear sparse channel estimation problem of (4.14), we obtain an approximation of the maximum a-posteriori channel estimator via the EM algorithm [83], for \( l \)-th iteration, i.e.,

\[
E_{\bar{y}|\bar{r},z_c} \left\{ \frac{\partial}{\partial z_c} \ln p(\bar{r}, \bar{y}|z_c(l)) \right\} = 0, \tag{4.18}
\]

where the conditional Probability Density Function (PDF) \( p(\bar{r}, \bar{y}|z_c) \) involving \( \bar{r} \) and \( \bar{y} \) random variables is computed based on [101]. The EM algorithm which solves (4.17), is described by the following steps for the \((l+1)\)-th iteration:

- **E-step:** In the first step compute a vector \( b_l = [b_{1(l)}, \ldots, b_{2TNR(l)}] \) with entries

\[
b_{i(l)} = -\frac{\sigma}{\sqrt{2\pi}} e^{-\frac{(l_i-|\Psi z_c(l)|)^2}{2\sigma^2}} - e^{-\frac{(u_i-|\Psi z_c(l)|)^2}{2\sigma^2}} \frac{\text{erf}(-l_i+|\Psi z_c(l)|\sqrt{2\sigma}) - \text{erf}(-u_i+|\Psi z_c(l)|\sqrt{2\sigma})}{\sqrt{2\sigma}}, \tag{4.19}
\]

where \( l_i, u_i \) are the lower and upper bounds of the quantizer for \( [\Psi z_c(l)]_i \) respectively; \( \text{erf}(\cdot) \) is the error function.

- **M-step:** In the second step estimate the sparse channel \( z_c(l+1) \in \mathbb{R}^{2N_R N_T \times 1} \) by solving the linear system of equations:

\[
Az_c(l+1) = \beta_l, \tag{4.20}
\]

with \( \beta_l \triangleq \bar{\Psi}^T \bar{\Psi} z_c(l) + b_l \) and \( A \triangleq \bar{\Psi}^T \bar{\Psi} + C_n^{-1} \) where \( C_n^{-1} \) is the correlation matrix based on the channel known statistics.

The performance of the EM algorithm is determined by which solution we use for the linear system of equations in (4.20). Given that prior PDF of the CSI, i.e., \( p([Z]_{ik}) \), is known, several sparse solvers can be employed for the estimation of \( z_c \).
Algorithm 5 Proposed EM-SURE-GAMP Algorithm for Channel Estimation

1: Initialization: $\hat{z}_1 = 0, \xi_0 = 0, c_1 = \frac{1}{2N_R N_T}, \tau_z(1) = 1.$
// start GAMP iteration [108]
2: for $t = 1, \ldots, T_{\text{max}}$ do
3: $\gamma_t = A \hat{z}_t$
4: $\tau_{p(t)} = \frac{1}{2N_R N_T} \| A \|_F^2 \tau_z(t)$
5: $p_t = \gamma_t - \tau_{p(t)} \xi_{t-1}$ // Compute EM-steps from (4.20)
6: Update $\delta_l$ using EM-steps.
// start parametric SURE-AMP steps [93]
7: Compute estimate of conditional probability distribution $p(\gamma_t|p_t, \tau_{p(t)}, \delta_t)$ as $\xi_t = E_{p(\gamma_t|p_t, \tau_{p(t)}, \delta_t)}[\gamma_t|p_t, \tau_{p(t)}, \delta_t]$ using variance of $p(\gamma_t|p_t, \tau_{p(t)}, \delta_t)$
8: Compute $\tau_{\xi(t)} = \frac{1}{2N_R N_T \tau_{p(t)}} \left[ 1 - \frac{\text{Var}_{p(\gamma_t|p_t, \tau_{p(t)}, \delta_t)}[\gamma_t|p_t, \tau_{p(t)}, \delta_t]}{\tau_{p(t)}} \right]$ using variance of $p(\gamma_t|p_t, \tau_{p(t)}, \delta_t)$
9: $\tau_{\beta(t)} = \frac{1}{2N_R N_T} \| A \|_F^2 \tau_{\xi(t)}$
10: Compute noisy version of signal $\hat{z}_t$ as $\beta_t = \hat{z}_t + \tau_{\beta(t)} A^* \xi_t$
11: Select $\theta_t = H_t(\beta_t, c_t)$ where parameter selection function $H_t$ is designed as a function of noisy data $\beta_t$ and effective noise covariance $c_t$
12: Compute new signal estimate $\hat{z}_{t+1} = f_t(\beta_t, c_t|\theta_t)$ by denoising $\beta_t$ using parametric denoising function $f_t(\cdot|\theta_t)$
13: $\tau_z(t+1) = \tau_{\beta(t)} f(t)(\beta_t, c_t|\theta_t)$
14: Estimate effective noise variance $c_{t+1} = \frac{1}{2N_R N_T} \| \tau_{\beta(t)} \xi_t \|_2^2$
15: end for

e.g., AMP [102], CoSaMP [103], SGP [104], offering trade-offs between complexity, performance and prior knowledge. Since the matrix dimensions are expected to be very large in the massive MIMO case, matrix inversion is prohibitively complex.

The linear channel estimation problem in (4.20) can be considered similar to the noisy quantized CS problem [105]; among the numerous existing algorithms for sparse inverse linear problems, the AMP-based solver has been shown to converge faster, i.e., in few iterations, with predictable dynamics together with low computational complexity. In its original formulation for $l_1$-minimization [102], AMP is designed as a variant of a soft-thresholding iterative algorithm;
in [106,107] extensions of AMP have been used to handle a wide class of random sensing matrices and for sparse learning applications.

Note that the tendency of a GAMP algorithm [108] is to approach a computationally difficult problem by a sequence of simple scalar estimation problems with matrix multipliers. When the matrix $A$ is very large with i.i.d. sub-Gaussian entries, GAMP is characterized by scalar state evolution [108] and when this state evolution approaches a unique fixed point, GAMP converges to the Minimum Mean Square Error (MMSE) solution. However, in practice, $A$ may not be very large with i.i.d. sub-Gaussian entries, even in that case the estimate provided by the GAMP algorithm after a few iterations are often very close to the MMSE [87].

In our context, since the channel noise model in (4.17) is quantized Gaussian as it is modeled as the quantization function, we need to adopt the generalized version of AMP, i.e., GAMP [108], whose computation is detailed in the Algorithm 5 where the expectation is over the posterior probability $p(\gamma_t|p_t, \tau_{p(t)}, \delta_l)$ which is dependent on the quantizer function $Q$ through (4.19). In particular, this algorithm performs a sequence of MMSE estimations on the product $A\hat{z}_t$ (which is denoted as $\gamma_t$) where $\hat{z}_t$ refers to the estimate of the vector $z_{c(l+1)}$ for the M-step in (4.20) and $l$ is the EM iteration index. The vector $\delta_l$ is updated using the EM-steps as indicated in (4.20). In Algorithm 5, lines 7 and 8 represent the estimate and variance of conditional probability distribution $p(\gamma_t|p_t, \tau_{p(t)}, \delta_l)$ denoted as $E_{p(\gamma|p_t, \tau_{p(t)}, \delta_l)}[\cdot]$ (the value results in $\xi_t$ which is used in following steps) and $\text{Var}_{p(\gamma|p_t, \tau_{p(t)}, \delta_l)}[\cdot]$, respectively. Regarding the MMSE estimator for $\hat{z}_t$, standard AMP [102] is based on the assumption that the prior $p(\hat{z}_t)$ is precisely defined and, therefore, it is possible to derive the associated MMSE estimator.

In this case, we utilize a variant, named SURE-GAMP, which derives specific MMSE estimators tailored for the dithered system model in (4.17) as follows. The
SURE approach [93] aims to find the denoiser within a class with the least MSE by optimizing the free parameters $\theta_t$ of some piecewise kernel functions $f_t(\cdot|\theta_t)$ in order to obtain an optimal adaptive non linearity; moreover, the optimization of the denoiser does not require knowledge of the prior distribution. In the simulations, SURE-GAMP uses a family of parameterized denoising functions for the class of Bernoulli Gaussian signals, which can be analyzed through the Gaussian-mixture distribution as well [89]. At each iteration, the parametric SURE-GAMP algorithm adaptively chooses the best denoiser, i.e. the one with the least MSE, by selecting the parameters $\theta^t$ which correspond to the minimum of the selection function $H_t$, such as in line 11 of Algorithm 5, dependent on the noisy data $\beta_t$ and the estimate of the effective noise variance $c_t$ which leads to solving the following optimization problem:

$$
\theta_t = H_t(\beta_t, c_t) = \arg \min_{\theta} \mathbb{E}[f(\beta_t, c_t|\theta) - \beta_t)^2 + 2c_t f'(\beta_t, c_t|\theta)]
$$

(4.21)

In [93], the authors have shown that this optimization is equivalent to solving a linear system of equations whose dimension equals the number of kernel functions which are the number $n_{\text{ker}}$ of basis functions representing $f(\cdot|\theta)$ ($n_{\text{ker}} = 3$, in the simulations). Therefore, the overall complexity of SURE-GAMP is dominated by the matrix-vector multiplications in lines 3 and 10 of Algorithm 5, whose order is $O((N_R N_T)^2)$. The EM steps are combined with the SURE-GAMP algorithm to avoid the need of specifying a prior probability on $z_{c(t+1)}$. The algorithm converges after a few iterations when a solution close to minimum MSE is achieved. In the next section we proceed with the low resolution DACs case for EE maximization and the simulation results for both the sparse channel estimation and EE maximization problems are presented in Section 4.5.
4.4 Proposed EE Maximization Approach

4.4.1 Problem Formulation

Similar to the EE equation in (3.10) where it is a function of the diagonal sparse matrix $\mathbf{P}_{\text{TX}}$, we can again define the EE of a point-to-point MIMO system as the ratio of the information rate and the total consumed power [109]. Note that, in this context we consider low resolution DACs at the TX, so the rate and power quantities depend on the distortion of the DACs, i.e., $\delta$ and the number of the RF chains, i.e., $L_T$, thus the EE can be expressed as

$$\text{EE}(L_T, \delta) \triangleq \frac{R(L_T, \delta)}{P(L_T, \delta)} \text{ (bits/Joule)}.$$  

Exploiting the linearity property of the quantization model in (4.9), the information rate $R(L_T, \delta)$ is expressed as:

$$R(L_T, \delta) = \log_2 |\mathbf{I}_{N_s} + \frac{1}{N_s} \mathbf{R}_\eta^{-1} \mathbf{H}_{\text{eff}} \mathbf{H}_{\text{eff}}^H| \text{ (bits/s/Hz)},$$  

where the values of $L_T$ and $\delta$ will affect the noise covariance matrix $\mathbf{R}_\eta(L_T, \delta)$ and the effective channel $\mathbf{H}_{\text{eff}}(L_T, \delta)$.

Concerning the power consumption model as described in Section 2.2.4 for the case of low resolution sampling at the TX and $\delta$ being the distortion of the DACs, we consider that the total power consumption $P(L_T, \delta)$ is proportional to:

$$P(L_T, \delta) \propto L_T \left[ P_{\text{DAC}} \left( \frac{\pi \sqrt{3}}{2(1-\delta^2)} \right)^{1/2} + N_T P_{\text{PS}} \right] \text{ (W)},$$  

(4.24)
where $P_{\text{DAC}}$ and $P_s$ depend upon the DAC and phase-shifter power consumption values, respectively.

Given the expressions (4.23) and (4.24), we can now define the EE maximization problem as a fractional programming problem:

$$\arg \max_{L_T, \delta} \text{EE}(L_T, \delta) \text{ subject to } P(L_T, \delta) \leq P_{\text{max}},$$

(4.25)

where $P_{\text{max}}$ is the maximum available power budget. Our goal, by solving (4.25), is to obtain the number of RF chains and bit resolution in an optimal manner. To obtain a solution to (4.25) we have developed an iterative procedure that approximates the initial fractional problem with a convex-concave optimization, using the Dinkelbach approximation [70] and subset selection. The Dinkelbach approach makes an iterative approximation of the fractional problem with a sequence of non-fractional but constrained optimization ones. Although simpler, each one of these problems is still non-convex. However, by decomposing the contribution of each RF chain to the EE performance of the system, we can employ subset selection methods which minimize the number of RF chains by solving an $\ell_1$ approximation to the non-convex problem.

Before proceeding with the description of the proposed technique, we derive a technique based on exhaustive search for EE maximization, which will serve as an upper bound for comparison with the proposed method.

### 4.4.2 Upper Bound on EE via Exhaustive Search

To obtain an upper bound, we consider the case where $L_T = N_T$. This simplifies the computation of the beamformers at the RX and the RX, by using the SVD of the channel. However, since we change the number of the RF chains/antennas, the channel and its SVD, has to be updated at each time. Specifically, an exhaustive
search approach is needed to obtain the optimum EE over all possible values of \((L_T, \delta) \in \{1, \ldots, b_{\text{max}}\} \times \{1, \ldots, L_T\}\). For each set value \((L_T, \delta)\), the SVD of the effective channel has to be obtained, i.e.,

\[
H_{\text{eff}}(L_T, \delta) = \delta U \Sigma V^H,
\]

where \(U \in \mathbb{C}^{N_R \times N_L}\) and \(V \in \mathbb{C}^{N_T \times N_T}\) are unitary matrices, and \(\Sigma \in \mathbb{R}^{N_R \times N_T}\) is a rectangular matrix of singular values in decreasing order whose diagonal elements are non-negative real numbers and whose non-diagonal elements are zero. We assume that the rank of the channel is \(r\).

Hence, the rate expression in (4.23) becomes:

\[
R(L_T, \delta) = \log_2 |I_{N_s} + \frac{\delta^2}{N_s} R_{\eta}^{-1} W^H H F F^H H^H W| \\
= \log_2 |I_{N_s} + \frac{\delta^2}{N_s} R_{\eta}^{-1} \Sigma \Sigma^H| \\
= \sum_{i=1}^{r} \log_2 \left( 1 + \frac{\delta^2}{N_s} [R_{\eta}^{-1}]_{ii} [\Sigma \Sigma^H]_{ii} \right),
\]

where \(R_{\eta}\) becomes a diagonal matrix with entries \([R_{\eta}]_{ii} = \sigma^2_{\epsilon} [\Sigma \Sigma^H]_{ii} + \sigma^2_n\). Based on (4.27), the rate expression is decomposed into the singular value domain, thus, the number of the rank \(r\) represents the virtual number of RF chains. So, the goal here is to reduce the number of virtual RF chains \(r\), alongside with the distortion \(\delta\) which depends on the bit resolution \(b\).

Algorithm 6 shows the exhaustive search approach (similar to [65] and the concept of exhaustive search discussed in Section 3.4.4 of Chapter 3), called the Brute Force (BF) technique, thus, it provides the solution to achieve the optimal number of RF chains and the optimal number of associated DAC bits at each channel realization. It makes a search of all the possible number of RF
Algorithm 6: Brute Force (BF) Approach for RF Chain and DAC Bit Resolution Selection

Input: \( b_{max}, H \)

Begin:
1. for \( b = 1, ..., b_{max} \)
2. Compute \( \delta(b) \) based on (4.7)
3. for \( l_t = 1, ..., N_T \)
4. Compute the SVD of \( H_{eff}(l_t, \delta(b)) \) based on (4.26)
5. Compute EE(\( l_t, \delta(b) \)) based on (4.23) and (4.24)
6. end
7. end
8. Find the \( L_{opt_T} \) and \( b_{opt} \) such as \( EE(L_{opt_T}, \delta(b_{opt})) > EE(l_t, \delta(b)) \forall (b, l_t) \)

Output: \( L_{opt_T} \) and \( b_{opt} \)

chains/antennas, i.e., \( l_t = \{1, ..., N_T\} \) and over the available bit resolution, i.e., \( b = 1, ..., b_{max} \), where \( b_{max} \) is the highest achievable resolution. It then finds the best EE out of all possible efficiency values and chooses the corresponding optimal number of active RF chains \( L_{opt_T} \) and the optimal resolution sampling \( b_{opt} \) for the TX. This method provides the best possible EE performance assuming that the SVD of \( H \) is perfectly known at the TX.

4.4.3 Proposed Dinkelbach Method (DM) with Subset Selection Optimization

Let us now consider an optimal design where we seek the sampling resolution for each DAC and the optimal number of active RF chains \( L_T \) that will maximize the EE of the TX. We consider a variable number of RF chains, i.e., by using switches to activate/deactivate each one independently [66], then the problem becomes:

\[
\arg \max_{S, \delta} \frac{R(S, \delta)}{P(S, \delta)} \text{ subject to } P(S, \delta) \leq P_{max},
\]

where \( S \in \{0, 1\}^{L_T \times L_T} \) is a diagonal binary matrix representing switches which activate or deactivate the RF chains. Hence, the resulting optimization problem
of (4.28) has two unknown quantities to be recovered, the matrices $S$ and $\delta$. We transform the problem into a subset selection based problem considering sparse optimization and compressive sampling.

We consider the problem to be equivalent to finding only a sparse selection vector, $\text{diag}(S) \in \{0,1\}^{L_T \times 1}$, where each unity value represents one active RF chain with a predefined resolution, while the zero value represents an inactive RF chain. It is important to note that based on the proposed architecture, the optimization problem does not consider a predefined number of active/inactive RF chains, but this quantity is an optimization variable. Incorporating this selection procedure into our formulation, the received signal $\hat{r} \in \mathbb{C}^{N_s \times 1}$ after the baseband RX, which is the modified expression of the output RX signal $r$ in (4.12), is expressed as

$$\hat{r} = \delta W^H HF_{RF} SF_{BB} s + \eta,$$  

(4.29)

where $S \in \{0,1\}^{L_T \times L_T}$ is a diagonal selection matrix composed by zeros and ones, with $[S]_{kk} \in \{0,1\}$ and $[S]_{kl} = 0$ for $k \neq l$; the term $\delta W^H HF_{RF} SF_{BB}$ is the effective channel $\hat{H}_{\text{eff}} \in \mathbb{C}^{N_s \times N_s}$ in this case, including hybrid TX precoding and RX combining and quantization distortion. The parameter that we aim to optimize in (4.29) is now the entries of the diagonal selection matrix $S \in \{0,1\}^{L_T \times L_T}$. The effective channel can be decomposed as:

$$\hat{H}_{\text{eff}} = \delta W^H HF_{RF} SF_{BB}$$  

(4.30)

$$= \sum_{i=1}^{L_T} [S]_i [\delta W^H HF_{RF}]_i [F_{BB}^T]^T$$

$$= \sum_{i=1}^{L_T} [S]_i a_i b_i^T,$$  

(4.31)

where $b_i \triangleq [F_{BB}^T]_i \in \mathbb{C}^{N_s \times 1}$, $a_i \triangleq [\delta R^{-\frac{1}{2}} W^H HF_{RF}]_i \in \mathbb{C}^{N_s \times 1}$ and where
[S]_{ii} \in \{0, 1\} determines the state of the i-th RF chain. Based on (4.31), the received signal can be equivalently expressed as the following measurement vector:

$$\hat{r} = \sum_{i=1}^{L_T} [S]_{ii} a_i (b_i^T s) + \hat{\eta},$$

(4.32)

where $\hat{\eta} \triangleq S \eta$ whose noise covariance matrix, which is the modified expression of the noise covariance matrix $R_\eta$ in (4.13), can be expressed in terms of the selection matrix as

$$\hat{R}_\eta = E[\hat{\eta}\hat{\eta}^H] = \sigma^2 W^H H F_{RF} S F_{BB} P_{RF}^H S F_{BB}^H H W + \sigma_n^2 W^H W.$$  

(4.33)

The problem becomes equivalent with the estimation of $S$ that maximizes the EE of the hybrid precoder. It can be shown that the rate and power equations for such scenario can be expressed as:

$$R(S, \delta) = \log_2 \left| I_{N_s} + \frac{1}{N_s} \sum_{i=1}^{L_T} [S]_{ii} a_i^H a_i b_i^H \right|,$$

(4.34)

and

$$P(S, \delta) \propto \sum_{i=1}^{L_T} [S]_{ii} \left[ P_{DAC} \left( \frac{\pi \sqrt{3}}{2(1 - \delta^2)} \right)^{1/2} + N_T P_{PS} \right]$$

(4.35)

$$= L_T \left[ P_{DAC} \left( \frac{\pi \sqrt{3}}{2(1 - \delta^2)} \right)^{1/2} + N_T P_{PS} \right],$$

(4.36)

The problem of maximizing EE (4.28) is a concave-convex fractional problem and one solution method is the Dinkelbach approximation [70]. The DM, as discussed in Chapter 3 already, is an iterative and parametric algorithm, where a sequence of easier problems converge to the global solution. Let
Algorithm 7 Proposed Dinkelbach Method (DM) for RF Chain and DAC Bit Selection

Input: $\kappa^{(0)}$, H

Begin:
1. for $b = 1, \ldots, b_{\text{max}}$
2. Compute $H_{\text{eff}}(N_T, \delta(b))$ in (4.26).
3. for $m = 1, 2, \ldots, I_{\text{max}}$
4. Obtain $S^{(m)}$ by solving (4.37) given $\kappa^{(m-1)}$.
5. Calculate $R(S^{(m)}, \delta^{(m)})$ in (4.34) and $P(S^{(m)}, \delta^{(m)})$ in (4.35).
6. Compute $\kappa^{(m)} = R(S^{(m)}, \delta^{(m)})/P(S^{(m)}, \delta^{(m)})$.
7. end
8. end

Output: Optimal $L_T^{\text{opt}}$ and $b^{\text{opt}}$

$\kappa^{(m)} = R(S^{(m)}, \delta^{(m)})/P(S^{(m)}, \delta^{(m)}) \in \mathbb{R}$, for $m = 1, 2, \ldots, I_{\text{max}}$, where $I_{\text{max}}$ is the maximum number of iterations, then each iteration step of Dinkelbach can be expressed as:

$$S^{(m)}(\kappa^{(m)}) \triangleq \arg \max_{S \in S} \{ R(S, \delta) - \kappa^{(m)} P(S, \delta) \}, \quad (4.37)$$

where $S$ is the set of diagonal matrices with the feasible bit allocations which satisfy $P(S, \delta) \leq P_{\text{max}}$. Algorithm 7 summarizes the Dinkelbach algorithm via the subset selection approach where the optimal number of RF chains and associated sampling resolution is obtained.

Computational Complexity of the Proposed DM

It can be observed that the DM via subset selection approach requires complexity order of only $b_{\text{max}}O(L_T^3)$ per iteration and the BF approach requires complexity order of $b_{\text{max}}O(L_T^2 N_T)$. Since the number of the required iterations is usually very small (as shown in Fig. 4.7) as the $F$ and $W$ matrices are required to be computed in Algorithm 6 and not Algorithm 7, the overall complexity of the DM via the subset selection approach is much less than the BF approach.
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4.5 Simulation Results

In this section, we evaluate the MSE performance of the proposed EM-SURE-GAMP technique for sparse channel estimation, and the EE and SE performance of the proposed DM for EE maximization using computer simulation results. The computer simulation results have been averaged over 100 and 1000 Monte-Carlo realizations, for the sparse channel estimation case and the EE maximization case, respectively. Note that MSE performance results of the proposed EM-SURE-GAMP algorithm are compared with the EM-GAMP solution. Reference [108] suggests the computation of the minimum MSE of the estimate; combined with EM steps we can plot the MSE results of EM-GAMP algorithm to compare with the proposed EM-SURE-GAMP solution.

Figure 4.3: MSE versus SNR performance for the proposed EM-SURE-GAMP channel estimation.
4.5.1 MSE Performance of Proposed EM-SURE-GAMP

System Setup: Following the condition $L_T \leq N_T$ and $L_R \leq N_R$ for a hybrid MIMO architecture, we consider a simple case of $N_T = 8$, $N_R = 8$, and the number of RF chains and streams equal to the number of antennas, i.e., $L_T = L_R = N_s = 8$. It provides us easier computation for the analog precoder and combiner matrices. We can also consider fewer RF chains and streams than the number of antennas [17] to observe the channel estimation performance plots. The number of multipaths is 5 and due to low overload probability, the value of $\kappa$ used in the quantization is 4. We run the proposed algorithm for $T_{\text{max}} = 1$ and 100 EM iterations.

Fig. 4.3 shows the MSE variations w.r.t. SNR when comparing the EM-SURE-GAMP algorithm with EM-GAMP for 1-bit, 2-bit and 3-bit resolution ADCs. We can observe that the EM-SURE-GAMP algorithm achieves better
MSE performance for both low and high SNR regimes. For example, at SNR = 10 dB, the SURE algorithm variant outperforms EM-GAMP by about 3 dB in MSE terms for 1-bit quantization. For 2- and 3-bit, the MSE gain is around 2 dB.

Fig. 4.4 again shows that EM-SURE-GAMP performs better than EM-GAMP when MSE is plotted against the number of quantization bits for different values of SNR such as $-5$ dB, 10 dB and 20 dB. The training length for Fig. 4.3 and Fig. 4.4 is $T = 2^{11}$ and EM-SURE-GAMP shows good performance for a channel sparsity level of 8%, i.e., the ratio of non-zero entries of the beamspace channel to the product $N_R \times N_T$. It can be observed that, for example, with 3-bit resolution, a significant gain in MSE for the SURE variant of around 6$-$7 dB compared to EM-GAMP is observed for all SNR values.

Fig. 4.5 shows that the EM-SURE-GAMP solution outperforms EM-GAMP solution w.r.t. the training length for a range of training sequence lengths of 64...
Figure 4.6: Convergence of the proposed DM for different number of TX antennas at SNR = 30 dB, $N_R = 32$, $L_T = 32$ and $N_s = 8$.

to 2048 and converges more quickly than EM-GAMP for a channel sparsity level of 8%, 15 dB SNR, when 1-bit, 2-bit and 3-bit ADC resolutions are considered.

### 4.5.2 EE and SE Performance of Proposed DM

**System Setup:** $N_T = 64$, $N_R = 32$, $L_T = 32$ (the number of available RF chains), $N_s = 8$, $N_{cl} = 2$, $N_{ray} = 10$, and $\sigma_{a,i}^2 = 1$. The azimuth angles of departure and arrival are computed with uniformly distributed mean angles; each cluster follows a Laplacian distribution with mean angles equal to zero. The antenna elements in the ULA are spaced by distance $d = \lambda/2$. Concerning the quantization model, since DACs have the same sampling resolution for each RF chain the quantization distortion parameter is the same for all DACs and the highest bit resolution $b_{max} = 8$. The typical values of power terms for the power model in (4.24) of Subsection 3.2.2 are $P_{PS} = 10$ mW, $P_{DAC} = 0.1$ W and $P_{max} = 1$ W. We solve the sparse approximation problem for the RF and baseband precoding matrices $F_{RF}$.
**Figure 4.7:** EE and SE performance comparison w.r.t. transmit SNR (dB) at $N_T = 64$, $N_R = 32$, $L_T = 32$ and $N_s = 8$.

and $F_{BB}$ using Orthogonal Matching Pursuit (OMP) \[16,17\], and the combiner matrix $W$ is the product of $1/\sqrt{N_s}$ and the first $N_s$ columns of the matrix $U$.

For comparison with the proposed DM via subset selection solution, we have considered the digital beamforming architecture ($L_T = N_T$) with 8-bit DACs, which represents the optimum from the achievable SE perspective, combined analog and digital hybrid precoding with $L_T$ RF chains for 1-bit and 8-bit DACs, which represent the lowest and the highest SE cases. We also compare with the hybrid beamforming for $L_T$ RF chains with a random resolution selected for each DAC from the range $[1,8]$-bit, and hybrid beamforming with the optimal number of active RF chains $L_T^{opt}$ and corresponding optimal sampling resolution $b_T^{opt}$ obtained from the BF approach.

Fig. 4.6 shows the convergence of the DM based solution as proposed in Algorithm 7 to obtain the optimal number of active RF chains and corresponding optimal sampling resolution. It can be observed that the performance curves
based on the current EE $\kappa$ (step 6 of Algorithm 7) for different numbers of TX antennas increase w.r.t. the number of iterations. The proposed solution converges rapidly and needs only 2-3 iterations to converge.

It can be clearly observed from Fig. 4.7 that the proposed solution achieves a similar EE performance w.r.t. SNR as the BF approach and outperforms the hybrid 1-bit and hybrid 8-bit quantized DACs, plus the hybrid randomly selected resolution and digital beamforming with full-bit (8-bit) quantization. For example, at 10 dB SNR, the EE for the proposed DM solution is approximating the BF solution performance, about 0.3 bits/Joule better than the randomly selected resolution with hybrid beamforming, about 0.35 bits/Joule better than the hybrid 1-bit and about 0.38 bits/Joule better than the hybrid 8-bit and digital beamforming baselines. The proposed solution also achieves SE performance higher than the randomly selected and 1-bit quantization baselines. Only the digital beamforming and 8-bit hybrid baselines have better SE performance, but
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Figure 4.9: EE and SE performance comparison w.r.t. the number of RX antennas at SNR = 5 dB, \(N_T = 64\), \(L_T = 32\) and \(N_s = 8\).

this is achieved by using higher rate 8-bit quantization DACs. For example, at 0 dB SNR, the proposed solution outperforms randomly selected quantization by about 7 bits/s/Hz, 1-bit hybrid by about 9 bits/s/Hz. Concerning the lower SE performance of the proposed technique and the BF approach, this is due to the fact that BF has no constraint in the overall power consumption.

Fig. 4.8 shows similar performance behavior when plotting EE and SE w.r.t. the number of TX antennas at 5 dB SNR. For example, for \(N_T = 80\), the proposed solution demonstrates EE performance close to the BF approach. The DM performs about 0.3 bits/Joule and about 7.5 bits/s/Hz better than the hybrid randomly selected resolution baseline and about 0.35 bits/Joule and 10 bits/s/Hz better than the 1-bit hybrid baseline. Fig. 4.9 plots the performance comparison of the proposed solution with the baselines w.r.t. number of RX antennas at 5 dB SNR. Similar to above plots, it achieves high SE and has almost the same EE performance as the BF approach. For example, for \(N_R = 16\), the
proposed solution demonstrates EE performance close to the BF approach. The DM solution performs about 0.25 bits/Joule and 5 bits/s/Hz better than the randomly selected resolution baseline, and about 0.275 bits/Joule and about 7.5 bits/s/Hz better than the 1-bit hybrid baseline.

4.6 Summary

In this chapter we discussed sparse channel estimation and EE maximization solutions with low resolution sampling at the ADCs and the DACs, respectively.

Firstly in Section 4.3, we propose an efficient algorithm based on the AMP framework to estimate the sparse mmWave channel in a hybrid MIMO system with low resolution ADCs at the RX. The EM-SURE-GAMP algorithm is proposed and exploited to estimate the channel which provides the flexibility to avoid strong assumptions on the channel priors where SURE, depending on the noisy observation, is minimized to adaptively optimize the denoiser within the parametric class at each iteration. When compared with the state of the art EM-GAMP solution, the MSE of the proposed solution performs better w.r.t. low and high SNR regimes, w.r.t. the number of ADC bits, and w.r.t. the training length.

Secondly, in Section 4.4, we consider a mmWave hybrid MIMO system with analog and digital parts connected with fewer number of RF chains than the transmitting antennas, while TX DACs operate with low resolution sampling. We consider the case where all DACs have the same sampling resolution for each RF chain and aim to optimize the number of active RF chains and associated resolution of DACs. The proposed method achieves similar EE performance with the upper bound of the derived exhaustive search approach, while it exhibits lower computational complexity and fast convergence.
In the next chapter, we use the low resolution sampling at both the TX and the RX simultaneously, and include the joint DAC/ADC bit allocation and HBF optimization for EE maximization with varying bit resolutions unlike the EE maximization case in this chapter.
Chapter 5

EE Maximization by Joint Bit Allocation and Hybrid Beamforming Optimization

5.1 Introduction

The A/D HBF MIMO systems reduce the hardware complexity and power consumption through using fewer RF chains and optimizing the number of RF chains with full resolution sampling provides an energy efficient system. An alternative solution to reduce the power consumption and hardware complexity is by reducing the bit resolution [15] of the DACs and the ADCs. In the previous chapter, an efficient sparse mmWave channel estimation algorithm is designed for a HBF MIMO system with low resolution sampling at the ADCs. Furthermore, the low resolution sampling is implemented at the DACs and bit resolution with active RF chains selection is optimized to achieve high EE gains. The EE maximization work in Chapter 4 discusses a low resolution sampling setup but all DACs choose the same sampling resolution for each RF chain. In this chapter, we provide the flexibility in choosing the bit resolution for each DAC and ADC, and a joint optimization problem is formulated involving both the TX and the RX. We jointly optimize the HBF and DAC/ADC bit resolution matrices, unlike
the existing approaches that optimize either DAC/ADC bit resolution or HBF matrices. The proposed design provides high flexibility, given that the analog precoder/combiner is codebook-free, thus there is no restriction on the angular vectors and different bit resolutions can be assigned to each DAC/ADC. We proceed with the literature review in the next subsection and then discuss the contributions of this chapter in detail in the following subsection.

5.1.1 Literature Review

As we know, to observe the effect of ADC resolution and bandwidth on rate, an AQNM is considered in [57] for a mmWave MIMO system under a RX power constraint. Reference [84] uses AQNM and shows the significance of low resolution ADCs on decreasing the rate. Recent work on A/D hybrid MIMO systems with low resolution sampling dynamically adjusts the ADC resolution [110]. Most of the literature such as in [25, 57, 84, 90, 110–112] imposes low resolution only at the RX side, and mostly assumed a fully digital or hybrid TX with high resolution DACs. However, there is a need to conduct research on optimizing the bit resolution problem for the TX side as well.

Furthermore, the existing literature mostly develops systems based on high resolution ADCs with a small number of RF chains or low resolution ADCs with a large number of RF chains. Either way, only fixed resolution DACs/ADCs are taken into account. References [44,65] consider EE optimization problems for A/D hybrid transceivers but with fixed and high resolution at the DACs/ADCs. The power model in [65] takes into account the power consumed at every RF chain and a constant power term for site-cooling, baseband processing and synchronization at the TX and [44] considers the RF hardware losses and some computational power expenditure.
Some approaches have been applied in A/D hybrid mmWave MIMO systems for EE maximization and low complexity with both full and low resolution sampling cases [24,26]. Reference [24] proposes an energy efficient A/D hybrid beamforming framework with a novel architecture for a mmWave MIMO system. The number of active RF chains are optimized dynamically by fractional programming to maximize EE performance but the DAC/ADC bit resolutions are fixed. Reference [26] proposes a novel EE maximization technique that selects the best subset of the active RF chains and DAC resolution which can also be extended to low resolution ADCs at the RX. Reference [111] suggests implementing fixed and low resolution ADCs with a small number of RF chains. Reference [90] works on the idea of a mixed-ADC architecture where a better energy-rate trade off is achieved by combining low and high resolution ADCs, but still with a fixed resolution for each ADC and without considering A/D hybrid beamforming. An A/D hybrid beamforming system with fixed and low resolution ADCs has been analyzed for channel estimation in [25].

One can implement varying resolution ADCs at the RX [112] which may provide a better solution than the RX with fixed and low resolution ADCs. Similarly, exploring low resolution DACs at the TX can also help reduce the power consumption. Thus, research that is focused on ADCs at the RX can also be applied to the TX DACs considering the TX specific system model parameters. Similar to using different ADC resolutions at the RX [112], which could provide a better solution than fixed low resolution ADCs, one can design a variable DAC resolution TX. Extra care is needed when deciding the number of bits used as the total DAC/ADC power consumption can be dominated by only a few high resolution DACs/ADCs. From [113], we notice that a good trade off between the
power consumption and the performance may be to consider the range of 1-8 bits for I- and Q-channels, where 8-bit represents the full-bit resolution DACs/ADCs.

Reference [91] uses low resolution DACs for a single user MIMO system while [92] employs low resolution DACs at the base station for a narrowband multi-user MIMO system. Reference [114] also discusses fixed and low resolution DACs architecture for multi-user MIMO systems. Reference [115] considers a single user MIMO system with quantized hybrid precoding including the RF quantized noise term beside the AWGN while evaluating EE and SE performance. The existing literature still does not consider adjusting the resolution associated with DACs/ADCs dynamically. It is possible to consider both the TX and the RX simultaneously where we can design an optimization problem to find the optimal number of quantized bits to achieve high EE performance. When designing for high EE, the complexity of the solution also needs to be taken into account while providing improvements over the existing literature.

5.1.2 Contributions

This chapter designs an optimal EE solution for a mmWave A/D hybrid MIMO system by introducing a novel TX decomposition of the A/D hybrid precoder to three parts representing the analog precoder matrix, the DAC bit resolution matrix and the digital precoder matrix, respectively. A similar decomposition at the RX represents the analog combiner matrix, the ADC bit resolution matrix and the digital combiner matrix. Our aim is to minimize the distance between the decomposition, which is expressed as the product of three matrices, and the corresponding fully digital precoder or combiner matrix. The joint problem is decomposed into a series of sub-problems which are solved using the Alternating
Direction Method of Multipliers (ADMM). We implement an exhaustive search approach [65] to evaluate the upper bound for EE maximization.

In [27], we addressed bit allocation and hybrid combining at the RX only, where we jointly optimized the number of ADC bits and hybrid combiner matrices for EE maximization. A novel decomposition of the hybrid combiner to three parts was introduced: the analog combiner matrix, the bit resolution matrix and the baseband combiner matrix, and these matrices were computed using the ADMM approach in order to solve the matrix factorization problem. In addition to [27], the main contributions of this chapter can be listed as follows:

- This chapter designs an optimal EE solution for a mmWave A/D hybrid beamforming MIMO system by introducing the novel matrix decomposition that is applied to the hybrid beamforming matrices at both the TX and the RX. This decomposition defines three matrices, which are the analog beamforming matrix, the bit resolution matrix and the baseband beamforming matrix at both the TX and the RX. These matrices are obtained by the solution of an EE maximization problem and the DAC/ADC bit resolution is adjusted dynamically unlike fixed bit resolution in the existing literature.

- The joint TX-RX problem is a difficult problem to solve due to non-convex constraints and non-convex cost functions. Firstly we address the joint TX-RX problem unlike in the existing literature. Then we decouple it into two sub-problems dealing with the TX and the RX separately, where the corresponding problems at the TX and the RX are solved by the alternating minimization technique such as ADMM [116] to obtain the unknown precoder/combiner and DAC/ADC bit resolution matrices.

- This work jointly optimizes the hybrid beamforming and DAC/ADC
bit resolution matrices, unlike the existing approaches that optimize either DAC/ADC bit resolution or hybrid beamforming matrices. Moreover, the proposed design has high flexibility, given that the analog precoder/combiner is codebook-free, thus there is no restriction on the angular vectors and different bit resolutions can be assigned to each DAC/ADC.

The performance of the proposed technique is investigated through extensive simulation results, achieving increased EE compared to the baseline techniques with fixed DAC/ADC bit resolutions and number of RF chains, and an exhaustive search based approach which is an upper bound for EE maximization. In the next section, we present the channel and system models where the channel model is based on a mmWave channel setup and the system model defines the low resolution quantization at both the TX and the RX.

5.2 MmWave HBF MIMO System with Low Resolution DACs and ADCs

We consider the same channel model as in (3.1) and similar mmWave MIMO HBF system model as shown in Fig. 4.1. In addition, Fig. 5.1 shows the block diagram of beam tracking phase and data communications phase in this context. Note that, unlike the previous chapter where we discuss the low resolution sampling at the TX for EE maximization and the RX for channel estimation, we consider the low resolution sampling both at the DACs and the ADCs simultaneously in this chapter. We follow the same definition of the channel model and system model parameters as in the previous chapters. We again use ULA antennas for simplicity and model the antenna elements at the RX as ideal sectored elements [35]. We assume that the CSI is known at both the TX and the RX. The matrices
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Proposed Approach

Beam Training Phase

Data Communications Phase

Figure 5.1: Block diagram of the beam tracking phase and the data communications phase.

F_{RF} \in \mathcal{F}_{N_T \times L_T}^{N_T \times L_T} \text{ and } W_{RF} \in \mathcal{W}_{N_R \times L_R}^{N_R \times L_R} \text{ where the set } \mathcal{F} \text{ and } \mathcal{W} \text{ represent the set of possible phase shifts in } F_{RF} \text{ and } W_{RF}, \text{ respectively. The sets } \mathcal{F} \text{ and } \mathcal{W} \text{ for variables } f \text{ and } w, \text{ respectively, are defined as } \mathcal{F} = \{ f \in \mathbb{C} \mid |f| = 1 \} \text{ and } \mathcal{W} = \{ w \in \mathbb{C} \mid |w| = 1 \}.

Note that, we optimize the DAC and ADC resolution and the precoder and combiner matrices at the TX and the RX on a frame-by-frame basis. As shown in Fig. 5.1, we consider two stages in the system model: i) the beam training phase, and ii) the data communications phase. In stage i), firstly, the channel \( H \) is computed which provides us the optimal beamforming matrices, i.e., \( F_{DBF} \) at the TX and \( W_{DBF} \) at the RX. In stage ii), the optimal precoding and DAC bit resolution matrices \( F_{RF}, F_{BB} \) and \( \Delta_{TX} \) at the TX, respectively, and the optimal combining and ADC bit resolution matrices \( W_{RF}, W_{BB} \) and \( \Delta_{RX} \) at the RX are obtained. These two phases consist of one communication frame where the frame duration is smaller than the channel coherence time. Furthermore, if we assume that the TX/RX is active for stage i) a small proportion of time, for example, < 10%, then the overall transmit energy consumption is dominated by stage ii).

Similar to the previous chapter, we consider the linear AQNM to represent the distortion of quantization [57]. Given that \( Q(\cdot) \) denotes a uniform scalar quantizer then for the scalar complex input \( x \in \mathbb{C} \) that is applied to both the real
and imaginary parts, we have, \( Q(x) \approx \delta x + \epsilon \), where \( \delta = \sqrt{1 - \frac{\pi \sqrt{3}}{2} 2^{-2b}} \in [m, M] \) is the multiplicative distortion parameter for a bit resolution equal to \( b \) [117], where \( m \) and \( M \) denote the minimum and maximum value of the range. The resolution parameter \( b \) is denoted as \( b_i \forall i = 1, \ldots, L_T \) and \( b_i \forall i = 1, \ldots, L_R \) at the TX and the RX, respectively. Note that the introduced error in the above linear approximation decreases for larger resolutions. However, our proposed solution focuses on EE maximization and this linear approximation does not impact the performance significantly as observed from the simulation results in Section 5.5.

The parameter \( \epsilon \) is the additive quantization noise with \( \epsilon \sim \mathbb{C}N(0, \sigma^2_{\epsilon}) \), where \( \sigma_{\epsilon} = \sqrt{1 - \frac{\pi \sqrt{3}}{2} 2^{-2b} \sqrt{\frac{\pi \sqrt{3}}{2} 2^{-2b}}} \). The matrices \( \Delta_{TX} \) and \( \Delta_{RX} \) represent diagonal matrices with values depending on the bit resolution of each DAC and ADC, respectively. Specifically, each diagonal entry of \( \Delta_{TX} \) is given by:

\[
[\Delta_{TX}]_{ii} = \sqrt{1 - \frac{\pi \sqrt{3}}{2} 2^{-2b_i}} \in [m, M] \ \forall \ i = 1, \ldots, L_T, \tag{5.1}
\]

and each diagonal entry of \( \Delta_{RX} \) is given by:

\[
[\Delta_{RX}]_{ii} = \sqrt{1 - \frac{\pi \sqrt{3}}{2} 2^{-2b_i}} \in [m, M] \ \forall \ i = 1, \ldots, L_R, \tag{5.2}
\]

where, for simplicity, we assume that the range \([m, M]\) is the same for each of the DACs/ADCs. The additive quantization noise for the DACs and ADCs are written as complex Gaussian vectors \( \epsilon_{TX} \in \mathbb{C}N(0, C_{cT}) \) and \( \epsilon_{RX} \in \mathbb{C}N(0, C_{cR}) \) [26] where \( C_{cT} \) and \( C_{cR} \) are the diagonal covariance matrices for DACs and ADCs, respectively. The covariance matrix entries are as follows:

\[
[C_{cT}]_{ii} = \left(1 - \frac{\pi \sqrt{3}}{2} 2^{-2b_i}\right) \left(\frac{\pi \sqrt{3}}{2} 2^{-2b_i}\right) \forall i = 1, \ldots, L_T, \tag{5.3}
\]
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and

$$[C_{eR}]_{ii} = \left(1 - \frac{\pi\sqrt{3}}{2}2^{-2b_i}\right) \left(\frac{\pi\sqrt{3}}{2}2^{-2b_i}\right) \forall i = 1, \ldots, L_R.$$  \hspace{1cm} (5.4)

Note that while optimizing the EE of the TX side, it is considered that the RX parameters, which includes the analog combiner matrix, the ADC bit resolution matrix and the baseband combiner matrix is known to the TX and vice-versa.

Let us consider $s \in \mathbb{C}^{N_s \times 1}$ as the normalized data vector, then based on the AQNM, the vector containing the complex output of all the DACs can be expressed as follows:

$$Q(F_{BB}s) \approx \Delta_{TX}F_{BB}s + \epsilon_{TX} \in \mathbb{C}^{L_T \times 1},$$  \hspace{1cm} (5.5)

This leads us to the following linear approximation for the transmitted signal $t \in \mathbb{C}^{N_T \times 1}$, as seen at the output of the A/D hybrid TX in Fig. 4.1:

$$t = F_{RF}\Delta_{TX}F_{BB}s + F_{RF}\epsilon_{TX}.$$  \hspace{1cm} (5.6)

After the effect of the wireless mmWave channel $H$ and the Gaussian noise $n$ with independent and identically distributed entries and complex Gaussian distribution, i.e., $n \sim \mathcal{CN}(0, \sigma_n^2I_{N_R})$, the received signal $y \in \mathbb{C}^{N_R \times 1}$ is expressed as follows:

$$y = Ht + n = HF_{RF}\Delta_{TX}F_{BB}s + HF_{RF}\epsilon_{TX} + n.$$  \hspace{1cm} (5.7)

When the analog combiner matrix $W_{RF}$ and ADC quantization based on AQNM are applied to the received signal $y$, we obtain the following:

$$Q(W_{RF}^Hy) \approx \Delta_{RX}^HW_{RF}^Hy + \epsilon_{RX} \in \mathbb{C}^{L_R \times 1}.$$  \hspace{1cm} (5.8)
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After the application of the baseband combiner matrix $W_{BB}$, the output signal $r \in \mathbb{C}^{N_s \times 1}$ at the RX, as shown in Fig. 4.1, can be expressed as follows:

$$r = W_{BB}^H \Delta_{RX}^H W_{RF}^H y + W_{BB}^H \epsilon_{RX}. \quad (5.9)$$

Considering the A/D hybrid precoder matrix $F = F_{RF} \Delta_{TX} F_{BB} \in \mathbb{C}^{N_T \times N_s}$ and the A/D hybrid combiner matrix $W = W_{RF} \Delta_{RX} W_{BB} \in \mathbb{C}^{N_R \times N_s}$, we can express the RX output signal $r$ in (5.9) as follows:

$$r = W^H F s + W^H F_{RF} \epsilon_{TX} + W_{BB}^H \epsilon_{RX} + W^H n. \quad (5.10)$$

where $\eta$ is the combined effect of the additive white Gaussian RX noise and quantization noise that has covariance matrix, $R_\eta \in \mathbb{C}^{N_s \times N_s}$, given by,

$$R_\eta = W^H F_{RF} C_{cT} F_{RF}^H H^H W + W_{BB}^H C_{cR} W_{BB} + \sigma_n^2 W^H W. \quad (5.11)$$

In the following sections, we discuss the joint optimization solution to compute the optimal DAC/ADC bit resolution matrices and the optimal precoder/combiner matrices.

5.3 Joint DAC Bit Allocation and A/D Hybrid Precoding Optimization

Let us consider a point-to-point MIMO system with a linear quantization model. We define the EE as the ratio of the information rate $R$, i.e. SE, and the total
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consumed power $P$ [109] as:

$$EE \triangleq \frac{R}{P} \text{ (bits/Hz/J).}$$ \hspace{1cm} (5.12)

For the given point-to-point MIMO system, the SE is defined as,

$$R \triangleq \log_2 \left| \mathbf{I}_{N_s} + \frac{\mathbf{R}^{-1}}{N_s} \mathbf{W}^H \mathbf{F} \mathbf{F}^H \mathbf{W} \right| \text{ (bits/s/Hz)},$$ \hspace{1cm} (5.13)

where $\mathbf{F} = \mathbf{F}_R \Delta_{\text{TX}} \mathbf{F}_B$ and $\mathbf{W} = \mathbf{W}_R \Delta_{\text{RX}} \mathbf{W}_B$.

Similar to the power model at the TX in [26] and following Section 2.2.4 for the case of low resolution quantization and the power consumption at both the TX and the RX, the total consumed power for the system is expressed as

$$P \triangleq P_{\text{TX}}(\mathbf{F}_R, \Delta_{\text{TX}}, \mathbf{F}_B) + P_{\text{RX}}(\Delta_{\text{RX}}) \text{ (W)},$$ \hspace{1cm} (5.14)

where the power consumption at the TX is as follows:

$$P_{\text{TX}}(\mathbf{F}_R, \Delta_{\text{TX}}, \mathbf{F}_B) = \text{tr} (\mathbf{F} \mathbf{F}^H) + P_{\text{DT}}(\Delta_{\text{TX}}) + N_T P_T + N_T L_T P_{\text{PT}} + P_{\text{CT}} \text{ (W)},$$ \hspace{1cm} (5.15)

where $P_{\text{PT}}$ is the power per phase shifter, $P_T$ is the power per antenna element, $P_{\text{DT}}(\Delta_{\text{TX}})$ is the power associated with the total quantization operation at the TX, and following (5.1) and [57], we have

$$P_{\text{DT}}(\Delta_{\text{TX}}) = P_{\text{DAC}} \sum_{i=1}^{L_T} 2^{M_i} = P_{\text{DAC}} \sum_{i=1}^{L_T} \left( \frac{\pi \sqrt{3}}{2(1 - |\Delta_{\text{TX}}|^2_i)^{\frac{3}{2}}} \right)^{\frac{1}{2}} \text{ (W)},$$ \hspace{1cm} (5.16)

where $P_{\text{DAC}}$ is the power consumed per bit in the DAC and $P_{\text{CT}}$ is the power required by all circuit components at the TX. Similarly, the total power con-
sumption at the RX is,

\[ P_{RX}(\Delta_{RX}) = P_{DR}(\Delta_{RX}) + N_{R}P_{R} + N_{R}L_{R}P_{PR} + P_{CR} \ (W), \] (5.17)

where, at the RX, \( P_{PR} \) is the power per phase shifter, \( P_{R} \) is the power per antenna element, \( P_{DR} \) is the power associated with the total quantization operation, and following (5.2) and [57], we have

\[ P_{DR}(\Delta_{RX}) = P_{ADC} \sum_{i=1}^{L_{R}} 2^{b^{F_{i}}} = P_{ADC} \sum_{i=1}^{L_{R}} \left( \frac{\pi \sqrt{3}}{2(1-|\Delta_{RX}|_{ii}^{2})} \right)^{\frac{1}{2}} \ (W), \] (5.18)

where \( P_{ADC} \) is the power consumed per bit in the ADC and \( P_{CR} \) is the power required by all RX circuit components.

The maximization of EE is given by

\[
\max_{F_{RF}, \Delta_{TX}, F_{BB}, W_{RF}, \Delta_{RX}, W_{BB}} \frac{R(F_{RF}, \Delta_{TX}, F_{BB}, W_{RF}, \Delta_{RX}, W_{BB})}{P_{TX}(F_{RF}, \Delta_{TX}, F_{BB}) + P_{RX}(\Delta_{RX})}
\]

subject to \( F_{RF} \in \mathcal{F}^{N_{T} \times L_{T}}, \Delta_{TX} \in \mathcal{D}_{TX}^{L_{T} \times L_{T}}, W_{RF} \in \mathcal{W}^{N_{R} \times L_{R}}, \Delta_{RX} \in \mathcal{D}_{RX}^{L_{R} \times L_{R}}, \)

(5.19)

when the SE \( R \) is given by (5.13) and the power \( P \) in (5.14). The problem to be addressed involves a fractional cost function that both the numerator and the denominator parts are non-convex functions of the optimizing variables. Furthermore the optimization problem involves non-convex constraint sets. Thus, it is in general a very difficult problem to be addressed. It is interesting that the corresponding problem for a fully digital transceiver that admits a much simpler form is in general intractable due to the coupling of the TX-RX design [118]. To that end, we start by decoupling the TX-RX design problem.

Let us first express the EE maximization problem in the following relaxed
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form:

$$\min_{F_{RF}, \Delta_{TX}, F_{BB}, W_{RF}, \Delta_{RX}, W_{BB}} \neg R(F_{RF}, \Delta_{TX}, F_{BB}, W_{RF}, \Delta_{RX}, W_{BB})$$

$$+ \gamma_T P_{TX}(F_{RF}, \Delta_{TX}, F_{BB}) + \gamma_R P_{RX}(\Delta_{RX})$$

subject to

$$F_{RF} \in F_{NT \times LT}, \Delta_{TX} \in D_{LT \times LT},$$

$$W_{RF} \in W_{N_{RF} \times L_{RF}}, \Delta_{RX} \in D_{L_{RX} \times L_{RX}}, \quad (5.20)$$

where the parameters $\gamma_T \in (0, \gamma_{T_{max}}] \subset \mathbb{R}^+$ and $\gamma_R \in (0, \gamma_{R_{max}}] \subset \mathbb{R}^+$ are introducing a trade-off between the achieved rate and the power consumption at the TX’s and the RX’s side, respectively. Such an approach has been used in the past to tackle fractional optimization problems [70]. In the concave/convex case, the equivalence of the relaxed problem with the original fractional one is theoretically established. Unfortunately, a similar result for the case considered in the present work is not easy to be derived due to the complexity of the addressed problem. Thus, in the present work, we rely on line search methods in order to optimally tune these parameters.

Having simplified the original problem, we may now proceed by temporally decoupling the designs at the TX’s and the RX’s side. Under the assumption that the RX can perform optimal nearest-neighbor decoding based on the received signals, the optimal precoding matrices are designed such that the mutual information achieved by Gaussian signaling over the wireless channel is maximized [16]. The mutual information is given by

$$I \triangleq \log_2 \left| I_{N_s} + \frac{Q_{\eta}^{-1}}{N_s} H F F^H H^H \right| \text{ (bits/s/Hz),} \quad (5.21)$$

where again $F = F_{RF} \Delta_{TX} F_{BB}$ and and $Q_{\eta}$ is the covariance matrix of the sum
of noise and transmit quantization noise variables, i.e. \( \eta' = F_{RF} e_{TX} + n \), given by

\[
Q_{\eta'} = F_{RF} C_{\epsilon_T} F_{RF}^H + \sigma_n^2 I_{N_R}.
\]

(5.22)

Based on (5.20)-(5.21), the precoding matrices may be derived as the solution to the following optimization problem:

\[
(P_{1T}) : \min_{F_{RF}, \Delta_{TX}, F_{BB}} -I(F_{RF}, \Delta_{TX}, F_{BB}) + \gamma_T P_{TX}(F_{RF}, \Delta_{TX}, F_{BB}),
\]

subject to \( F_{RF} \in \mathcal{F}^{N_T \times L_T}, \Delta_{TX} \in D_{L_T \times L_T} \).

Now provided that the optimal precoding matrix \( F^* = F^*_{RF} \Delta^*_{TX} F^*_{BB} \) is derived from solving \((P_{1T})\), we can plug in these resulted precoding matrices in the cost function of (5.20) resulting in an optimization problem dependent only on the decoder matrices at the RX’s side, defined as,

\[
(P_{1R}) : \min_{W_{RF}, \Delta_{RX}, W_{BB}} - \tilde{R}(W_{RF}, \Delta_{RX}, W_{BB}) + \gamma_R P_{RX}(\Delta_{RX})
\]

subject to \( W_{RF} \in \mathcal{W}^{N_R \times L_R}, \Delta_{RX} \in D_{L_R \times L_R} \),

(5.23)

where \( \tilde{R}(W_{RF}, \Delta_{RX}, W_{BB}) = R(F^*_{RF}, \Delta^*_{TX}, F^*_{BB}, W_{RF}, \Delta_{RX}, W_{BB}) \).

Thus, the precoding and decoding matrices can be derived as the solutions to the two decoupled problems \((P_{1T}) - (P_{1R})\) above. In the following subsections, the solutions to these problems are developed. We start first with the development of the solution to TX’s side one \((P_{1T})\) and then the solution for the RX’s side \((P_{1R})\) counterpart follows.
5.3.1 Problem Formulation at the TX

Focusing on the TX side, we seek the bit resolution matrix $\Delta_{TX}$ and the hybrid precoding matrices $F_{RF}, F_{BB}$ that solve $\mathcal{P}_{1T}$. The set $\mathcal{D}_{TX}$ represents the finite states of the quantizer and is defined as,

$$\mathcal{D}_{TX} = \{ \Delta_{TX} \in \mathbb{R}^{L_T \times L_T} | m \leq [\Delta_{TX}]_{ii} \leq M \text{ } \forall \text{ } i = 1, ..., L_T \}.$$

Note that $P_{TX}(F_{RF}, \Delta_{TX}, F_{BB}) > 0$, as defined in (5.15), since the power required by all circuit components is always larger than zero, i.e., $P_{CP} > 0$.

Since dealing with the part of the cost function of $\mathcal{P}_{1T}$ that involves the mutual information expression is a difficult task due to the perplexed form of the latter, we adopt the approach in [16] where the maximization of the mutual information $I$ can be approximated by finding the minimum Euclidean distance of the hybrid precoder to the one of the fully digital transceiver for the full-bit resolution sampling case, denoted by $F_{DBF}$, i.e., $\| F_{DBF} - F_{RF} \Delta_{TX} F_{BB} \|_F^2$ [16]. Therefore, motivated by the previous, $\mathcal{P}_{1T}$ can be approximated to finding the solution of the following problem:

$$\mathcal{P}_2 : \min_{F_{RF}, \Delta_{TX}, F_{BB}} \frac{1}{2} \| F_{DBF} - F_{RF} \Delta_{TX} F_{BB} \|_F^2 + \gamma_T P_{TX}(F),$$

subject to $F_{RF} \in \mathcal{F}^{N_T \times L_T}, \Delta_{TX} \in \mathcal{D}_{TX}^{L_T \times L_T}$.

For a point-to-point MIMO system the optimal $F_{DBF}$ is given by $F_{DBF} = V \sqrt{P}$ where the orthonormal matrix $V \in \mathbb{C}^{N_T \times N_T}$ is derived via the channel matrix singular value decomposition (SVD), i.e. $H = U \Sigma V^H$ and $P$ is a diagonal power allocation matrix with real positive diagonal entries derived by the so-called “water-filling algorithm” [32].
Problem (P2) is still very difficult to address as it is non-convex due to the non-convex cost function that involves the product of three matrix variables and non-convex constraints. In the next section, an efficient algorithmic solution based on the ADMM is proposed.

5.3.2 Proposed ADMM Solution at the TX

In the following we develop an iterative procedure for solving (P2) based on the ADMM approach [116]. This method is a variant of the standard augmented Lagrangian method that uses partial updates (similar to the Gauss-Seidel method for the solution of linear equations) to solve constrained optimization problems. While it is mainly known for its good performance for a number of convex optimization problems, recently it has been successfully applied to non-convex matrix factorization as well [116, 119, 120]. Motivated by this, in the following ADMM based solutions are developed that are tailored for the non-convex matrix factorization problem (P2).

We first transform (P2) into a form that can be addressed via ADMM. By using the auxiliary variable $Z$, (P2) can be written as:

$$(P_3): \min_{Z, F_{RF}, \Delta_{TX}, F_{BB}} \frac{1}{2} \|F_{DBF} - Z\|^2_F + \mathbb{1}_{N_T \times L_T} \{F_{RF}\} + \mathbb{1}_{L_T \times L_T} \{\Delta_{TX}\} + \gamma_T P_{TX}(F),$$

subject to $Z = F_{RF} \Delta_{TX} F_{BB}$.

Problem (P3) formulates the A/D hybrid precoder matrix design as a matrix factorization problem. That is, the overall precoder $Z$ is sought so that it minimizes the Euclidean distance to the optimal, fully digital precoder $F_{DBF}$ while supporting decomposition into three factors: the analog precoder matrix $F_{RF}$, the DAC bit resolution matrix $\Delta_{TX}$ and the digital precoder matrix $F_{BB}$. 
The augmented Lagrangian function of (P_3) is given by

\[
L(Z, F_{RF}, \Delta_{TX}, F_{BB}, \Lambda) = \frac{1}{2} \|F_{DBF} - Z\|_F^2 + \mathbb{1}_{F^{\text{N}} \times L_T}\{F_{RF}\} + \mathbb{1}_{D^{\text{T}} \times L_T\}\{\Delta_{TX}\} + \frac{\alpha}{2} \|Z + \Lambda/\alpha - F_{RF}\Delta_{TX}F_{BB}\|_F^2 + \gamma_T P_{TX}(F),
\]  

(5.24)

where \(\alpha\) is a scalar penalty parameter and \(\Lambda \in \mathbb{C}^{N_{T} \times L_T}\) is the Lagrange Multiplier matrix. According to the ADMM approach [116], the solution to (P_3) is derived by the following iterative steps where \(n\) denotes the iteration index:

\[
(P_{3A}) : Z(n) = \arg \min_{Z} \mathcal{L}(Z, F_{RF(n-1)}, \Delta_{TX(n-1)}, F_{BB(n-1)}, \Lambda(n-1)),
\]

\[
(P_{3B}) : F_{RF(n)} = \arg \min_{F_{RF}} \mathcal{L}(Z(n), F_{RF}, \Delta_{TX(n-1)}, F_{BB(n-1)}, \Lambda(n-1)) ,
\]

\[
(P_{3C}) : \Delta_{TX(n)} = \arg \min_{\Delta_{TX(n)}} \mathcal{L}(Z(n), F_{RF(n)}, \Delta_{TX}, F_{BB(n-1)}, \Lambda(n-1)) + \gamma_T P_{TX}(F),
\]

\[
(P_{3D}) : F_{BB(n)} = \arg \min_{F_{BB}} \mathcal{L}(Z(n), F_{RF(n)}, \Delta_{TX(n)}, F_{BB}, \Lambda(n-1)) ,
\]

\[
\Lambda(n) = \Lambda(n-1) + \alpha \left( Z(n) - F_{RF(n)}\Delta_{TX(n)}F_{BB(n)} \right).
\]  

(5.25)

In order to apply the ADMM iterative procedure, we have to solve the optimization problems (P_{3A})-(P_{3D}). We may start from problem (P_{3A}) which can be written as follows:

\[
(P'_{3A}) : Z(n) = \arg \min_{Z} \frac{1}{2} \|(1+\alpha)Z - F_{DBF} + \Lambda(n-1) - \alpha F_{RF(n-1)}\Delta_{TX(n-1)}F_{BB(n-1)}\|_F^2.
\]

Problem (P'_{3A}) can be directly solved by equating the gradient of the augmented Lagrangian (5.24) w.r.t. \(Z\) being set to zero. Therefore, we have

\[
Z(n) = \frac{1}{\alpha+1} \left( F_{DBF} - \Lambda(n-1) + \alpha F_{RF(n-1)}\Delta_{TX(n-1)}F_{BB(n-1)} \right).
\]  

(5.26)
simplified form by keeping only the terms of the augmented Lagrangian that are 
dependent on $F_{RF}$:

\[
(P'_{3B}) : F_{RF}(n) = \arg \min_{F_{RF}} \mathbb{E}_{g} \mathcal{F}_{N_T \times L_T} \{F_{RF}\} + \frac{\alpha}{2} \|Z(n) + \Lambda(n-1)/\alpha \-
- F_{RF} \Delta_{TX(n-1)} F_{BB(n-1)}\|_F^2.
\]

The solution to problem $(P'_{3B})$ does not admit a closed form and thus, it is 
approximated by solving the unconstrained problem and then projecting onto the 
set $\mathcal{F}^{N_T \times L_T}$, i.e.,

\[
F_{RF}(n) = \Pi_{\mathcal{F}} \left\{ \left( \Lambda(n-1) + \alpha Z(n) \right) F_{BB(n-1)}^{H} \Delta_{TX(n-1)}^{H} \right. \-
- \left. \left( \alpha \Delta_{TX(n-1)} \Lambda_{BB(n-1)} F_{BB(n-1)}^{H} \Delta_{TX(n-1)}^{H} \right)^{-1} \right\},
\]

(5.27)

where $\Pi_{\mathcal{F}}$ projects the solution onto the set $\mathcal{F}$. This is computed by solving the 
following optimization problem [121]:

\[
(P''_{3B}) : \min_{A_{\mathcal{F}}} \|A_{\mathcal{F}} - A\|_F^2, \text{ subject to } A_{\mathcal{F}} \in \mathcal{F},
\]

where $A$ is an arbitrary matrix and $A_{\mathcal{F}}$ is its projection onto the set $\mathcal{F}$. The 
solution to $(P''_{3B})$ is given by the phase of the complex elements of $A$. Thus, for 
$A_{\mathcal{F}} = \Pi_{\mathcal{F}} \{A\}$ we have

\[
A_{\mathcal{F}}(x, y) = \begin{cases} 
0, & A(x, y) = 0 \\
\frac{A(x, y)}{|A(x, y)|}, & A(x, y) \neq 0 
\end{cases},
\]

(5.28)

where $A_{\mathcal{F}}(x, y)$ and $A(x, y)$ are the elements at the $x$th row-$y$th column of matrices
Algorithm 8 Proposed ADMM Solution for the A/D Hybrid Precoder Design

1: Initialize: $Z$, $F_{RF}$, $\Delta_{TX}$, $F_{BB}$ with random values, $\Lambda$ with zeros, $\alpha = 1$ and $n = 1$
2: while The termination criteria of (5.30) are not met or $n \leq N_{\text{max}}$ do
3: Update $Z_{(n)}$ using solution (5.26), $F_{RF_{(n)}}$ using solution (5.27), $\Delta_{TX_{(n)}}$ by solving ($P_{3C}$) using CVX [72], $F_{BB_{(n)}}$ using solution (5.29), and update $\Lambda_{(n)}$ using solution (5.25).
4: $n \leftarrow n + 1$
5: end while
6: return $F_{RF}^*$, $\Delta_{TX}^*$, $F_{BB}^*$

$A_f$ and $A$, respectively. While, this is an approximate solution, it turns out that it behaves remarkably well, as verified in the simulation results of Section 5.5. This is due to the interesting property that ADMM is observed to converge even in cases where the alternating minimization steps are not carried out exactly [116]. There are theoretical results that support this statement [122, 123], though an exact analysis for the case considered here is beyond the scope of this chapter.

In a similar manner, ($P_{3C}$) may be re-written as,

\[
(P'_{3C}) : \Delta_{TX(n)} = \arg \min_{\Delta_{TX}} \{ \Delta_{TX} \} + \frac{\alpha}{2} \| Z_{(n)} + \Lambda_{(n-1)}/\alpha - F_{RF_{(n)}} \Delta_{TX} F_{BB_{(n-1)}} \|^2_F + \gamma_T P_{TX}(F).
\]

To solve the above problem, we can write:

\[
(P''_{3C}) : \Delta_{TX(n)} = \arg \min_{\Delta_{TX}} \| y_c - \Psi_T \text{vec}(\Delta_{TX}) \|^2_2 + \gamma_T P_{TX}(F),
\]

subject to $\Delta_{TX} \in D_{TX}$,

The minimization problem in ($P''_{3C}$) consists of $y_c = \text{vec}(Z_{n} + \Lambda_{n-1}/\alpha)$, $\Psi_T = F_{BB_{(n-1)}} \otimes F_{RF_{(n)}}$ ($\otimes$ being the Khatri-Rao product) and is solved using CVX [72].
The solution of problem \( (P_{3D}) \) may be written in the following form:

\[ (P'_{3D}) : \quad F_{BB(n)} = \arg \min_{F_{BB}} \frac{\alpha}{2} \| Z(n) + \Lambda(n-1)/\alpha - F_{RF(n)} \Delta_{TX(n)} F_{BB} \|^2_F. \]

It is straightforward to see that the solution for \( (P'_{3D}) \) can be obtained by equating the gradient to zero and solving the resulting equation w.r.t. the matrix variable \( F_{BB} \), i.e.,

\[ F_{BB(n)} = \left( \alpha \Delta^H_{TX(n)} F^H_{RF(n)} F_{RF(n)} \Delta_{TX(n)} \right)^{-1} \Delta^H_{TX(n)} F^H_{RF(n)} \left( \Lambda(n-1) + \alpha Z(n) \right). \quad (5.29) \]

Algorithm 8 provides the complete procedure to obtain the optimal analog precoder matrix \( F_{RF} \), the optimal bit resolution matrix \( \Delta_{TX} \) and the optimal baseband (or digital) precoder matrix \( F_{BB} \). It starts the alternating minimization procedure by initializing the entries of the matrices \( Z, F_{RF}, \Delta_{TX}, F_{BB} \) with random values and the entries of the Lagrange multiplier matrix \( \Lambda \) with zeros. For iteration index \( n \), \( Z(n), F_{RF(n)}, \Delta_{TX(n)} \) and \( F_{BB(n)} \) are updated using Step 3 which shows the steps to be used to obtain the matrices. A termination criterion related to either the maximum permitted number of iterations \( (N_{max}) \) is considered or the ADMM solution meeting the following criteria is considered:

\[ \| Z(n) - Z(n-1) \|^2_F \leq \epsilon^z \land \| Z(n) - F_{RF(n)} \Delta_{TX(n)} F_{BB(n)} \|^2_F \leq \epsilon^p, \quad (5.30) \]

where \( \epsilon^z \) and \( \epsilon^p \) are the corresponding tolerances. Upon convergence, the number of bits for each DAC is obtained by using (5.1) and quantizing to the nearest integer value. The optimal hybrid precoding matrices \( F^*_{RF}, \Delta^*_{TX}, F^*_{BB} \) are obtained at the end of this algorithm.
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Computational Complexity Analysis of Algorithm 8

When running Algorithm 8, mainly Step 3, while updating $\Delta_{TX(n)}$ by solving $(\mathcal{P}_{3C}^r)$ using CVX, involves multiplication by $\Psi_T$ whose dimensions are $L_T N_T \times N_s L_T$. In general, the solution of $(\mathcal{P}_{3C}^r)$ can be upper-bounded by $O((L_T^2 N_T N_s)^3)$ which can be improved significantly by exploiting the structure of $\Psi_T$.

In the following section, we discuss the joint optimization problem at the RX and the solution to obtain the analog combiner matrix $W_{RF}$, the ADC bit resolution matrix $\Delta_{RX}$ and the digital combiner matrix $W_{BB}$.

5.4 Joint ADC Bit Allocation and A/D Hybrid Combining Optimization

5.4.1 Problem Formulation at the RX

Let us now move to the derivation of the solution to $(\mathcal{P}_{1R})$. The set $\mathcal{D}_{RX}$ represents the finite states of the ADC quantizer and is defined as,

$$\mathcal{D}_{RX} = \{ \Delta_{RX} \in \mathbb{R}^{L_R \times L_R} | m \leq [\Delta_{RX}]_{ii} \leq M \ \forall \ i = 1, ..., L_R \}.$$ 

Due to the perplexed form of the function $\tilde{R}(W_{RF}, \Delta_{RX}, W_{BB})$, we follow the same arguments the under of which we approximated $(\mathcal{P}_2)$ by $(\mathcal{P}_{1T})$, in order to approximate $(\mathcal{P}_{1R})$ by

$$(\mathcal{P}_5) : \min_{W_{RF}, \Delta_{RX}, W_{BB}} \frac{1}{2} \| W_{DBF} - W_{RF} \Delta_{RX} W_{BB} \|_F^2 + \gamma_R P_{RX}(\Delta_{RX}),$$

subject to $W_{RF} \in \mathcal{W}_{NR \times LR}, \Delta_{RX} \in \mathcal{D}_{RX}^{LR \times LR},$. 

where $W_{\text{DBF}}$ is the optimal solution for the fully digital RX which is given by $W_{\text{DBF}} = \sqrt{\tilde{P}\tilde{U}}$, where $\tilde{U} \in \mathbb{C}^{N_t \times N_t}$ is the orthonormal singular vector matrix which can be derived by the SVD of the equivalent channel matrix $\tilde{H} = HF^* = \tilde{U}\tilde{\Sigma}\tilde{V}^H$, and $\tilde{P}$ is diagonal power allocation matrix. Problem $(P_5)$ is also non-convex due to the non-convex cost function and non-convex set of constraints, as well, and for its solution an ADMM-based solution similar to the case of $(P_2)$ is derived in the following subsection.

### 5.4.2 Proposed ADMM Solution at the RX

In the following we develop an iterative procedure for solving $(P_5)$ based on ADMM [116]. We first transform $(P_5)$ into an amenable form. By using the auxiliary variable $Z$, $(P_5)$ can be written as:

$$(P_6): \min_{Z, W_{\text{RF}}, \Delta_{\text{RX}}, W_{\text{BB}}} \frac{1}{2} \| W_{\text{DBF}} - Z \|_F^2 + \mathbf{1}_{W_{N_t R} \times L_{R}} \{ W_{\text{RF}} \} + \mathbf{1}_{L_{R} \times L_{R}} \{ \Delta_{\text{RX}} \} + \gamma_{R} P_{RX}(\Delta_{\text{RX}}),$$

subject to $Z = W_{\text{RF}}\Delta_{\text{RX}}W_{\text{BB}}$.

Problem $(P_6)$ formulates the A/D hybrid combiner matrix design as a matrix factorization problem. That is, the overall combiner $Z$ is sought so that it minimizes the Euclidean distance to the optimal, fully digital combiner $W_{\text{DBF}}$ while supporting the decomposition into the analog combiner matrix $W_{\text{RF}}$, the quantization error matrix $\Delta_{\text{RX}}$ and the digital combiner matrix $W_{\text{BB}}$. The augmented Lagrangian function of $(P_6)$ is given by

$$\mathcal{L}(Z, W_{\text{RF}}, \Delta_{\text{RX}}, W_{\text{BB}}, \Lambda) = \frac{1}{2} \| W_{\text{DBF}} - Z \|_F^2 + \mathbf{1}_{W_{N_t R} \times L_{R}} \{ W_{\text{RF}} \} + \mathbf{1}_{L_{R} \times L_{R}} \{ \Delta_{\text{RX}} \} + \frac{\alpha}{2} \| Z + \Lambda - W_{\text{RF}}\Delta_{\text{RX}}W_{\text{BB}} \|_F^2 + \gamma_{R} P_{RX}(\Delta_{\text{RX}}), \quad (5.31)$$
Algorithm 9 Proposed ADMM Solution for the A/D Hybrid Combiner Design

1: Initialize: $Z$, $W_{RF}$, $\Delta_{RX}$, $W_{BB}$ with random values, $\Lambda$ with zeros, $\alpha = 1$ and $n = 1$
2: while $n \leq N_{\text{max}}$ do
3: Update $Z_{(n)}$ using solution (5.33), $W_{RF(n)}$ using solution (5.34), $\Delta_{RX(n)}$ by solving $(P_{6C})$ using CVX [72], $W_{BB(n)}$ using solution (5.35), and update $\Lambda_{(n)}$ using solution (5.32).
4: $n \leftarrow n + 1$
5: end while
6: return $W_{RF}^\star$, $\Delta_{RX}^\star$, $W_{BB}^\star$

where $\alpha$ is a scalar penalty parameter and $\Lambda \in \mathbb{C}^{N_R \times L_R}$ is the Lagrange Multiplier matrix. According to the ADMM approach [116], the solution to $(P_6)$ is derived by the following iterative steps:

$$(P_{6A}) : Z_{(n)} = \arg \min_{Z} \frac{1}{2} \|(1 + \alpha)Z - W_{DBF} + \Lambda_{(n-1)} - \alpha W_{RF(n-1)}\Delta_{RX(n-1)} W_{BB(n-1)}\|^2_F,$$

$$(P_{6B}) : W_{RF(n)} = \arg \min_{W_{RF}} \mathbb{I}_{W_{RF}} \mathbb{W}_{N_R \times L_R} \{ W_{RF} \} + \frac{\alpha}{2} \times \| Z_{(n)} + \Lambda_{(n-1)/\alpha} - W_{RF} \Delta_{RX(n-1)} W_{BB(n-1)} \|^2_F,$$

$$(P_{6C}) : \Delta_{RX(n)} = \arg \min_{\Delta_{RX}} \| y_c - \Psi_R \text{vec}(\Delta_{RX}) \|^2_2 + \gamma_R P_{RX}(\Delta_{RX})$$
subject to $\Delta_{RX} \in D_{RX},$

$$(P_{6D}) : W_{BB(n)} = \arg \min_{W_{BB}} \frac{\alpha}{2} \| Z_{(n)} + \Lambda_{(n-1)/\alpha} - W_{RF(n)}\Delta_{RX(n)} W_{BB(n)} \|^2_F,$$

$$\Lambda_{(n)} = \Lambda_{(n-1)} + \alpha (Z_{(n)} - W_{RF(n)}\Delta_{RX(n)} W_{BB(n)}) ,$$

(5.32)

where $n$ denotes the iteration index, $y_c = \text{vec}(Z_{(n)}) + \Lambda_{(n-1)/\alpha}$ and $\Psi_R = W_{BB(n-1)} \odot W_{RF(n)}$ ($\odot$ is the Khatri-Rao product).

We solve the optimization problems $(P_{6A})-(P_{6D})$ in a similar way to the
derivations in Section 5.3 for the TX. The solution for $Z(n)$ is:

$$Z(n) = \frac{1}{\alpha + 1} \left( W_{DBF} - \Lambda(n-1) + \alpha W_{RF(n-1)} \Delta_{RX(n-1)} W_{BB(n-1)} \right). \tag{5.33}$$

The equation for $W_{RF(n)}$ is as follows:

$$W_{RF(n)} = \Pi_W \left\{ \left( \Lambda(n-1) + \alpha Z(n) \right) W_{BB(n-1)} \Delta_{RX(n-1)}^H \left\{ \alpha \Delta_{RX(n-1)} W_{BB(n-1)} W_{BB(n-1)}^H \Delta_{RX(n-1)}^H \right\}^{-1} \right\}. \tag{5.34}$$

The solution to $\Delta_{RX(n)}$ is obtained by solving $(\mathcal{P}_{6C})$ using CVX [72]. The matrix $W_{BB(n)}$ is obtained as follows:

$$W_{BB(n)} = \left\{ \alpha \Delta_{RX(n)}^H W_{RF(n)} W_{RF(n)}^H W_{RF(n)} \right\}^{-1} \Delta_{RX(n)}^H W_{RF(n)} \left( \Lambda(n-1) + \alpha Z(n) \right). \tag{5.35}$$

Algorithm 9 provides the complete procedure to obtain $W_{RF}$, $\Delta_{RX}$ and $W_{BB}$. It starts by initializing the entries of the matrices $Z$, $W_{RF}$, $\Delta_{RX}$, $W_{BB}$ with random values and the entries of the Lagrange multiplier matrix $\Lambda$ with zeros. For iteration index $n$, $Z(n)$, $W_{RF(n)}$, $\Delta_{RX(n)}$, $W_{BB(n)}$ are updated at each iteration step by using the solution in (5.33), (5.34), solving $(\mathcal{P}_{6C})$ using CVX, (5.35) and (5.32), respectively. The operator $\Pi_W$ projects the solution onto the set $W$. This procedure is identical to problem $(\mathcal{P}_{3B})$ in Section 5.3, except that the set $W$ replaces $\mathcal{F}$. A termination criterion is defined using a maximum number of iterations ($N_{\text{max}}$) or a fidelity criterion similar to (5.30). Upon convergence, the number of bits for each ADC is obtained by using (5.2) and quantizing to the nearest integer value. The optimal hybrid combining matrices $W_{RF}^*$, $\Delta_{RX}^*$, $W_{BB}^*$ are obtained at the end of this algorithm.
Figure 5.2: Convergence of the proposed ADMM solution at the TX for different $N_T$ at $\gamma_T = 0.001$.

Computational Complexity Analysis of Algorithm 9

Similar to Algorithm 8 for the TX, the complexity of the solution of ($P_{6C}$) can be upper-bounded by $\mathcal{O}((L^2R N_s)^3)$ which can be improved significantly by exploiting the structure of $\Psi_R$.

Once the optimal DAC and ADC bit resolution matrices, i.e., $\Delta_{TX}$ and $\Delta_{RX}$, and optimal hybrid precoding and combining matrices, i.e., $F_{RF}$, $F_{BB}$ and $W_{RF}$, $W_{BB}$, are obtained then they can be plugged into (5.13) and (5.14) to obtain the maximum EE in (5.12). In the next section, we discuss the simulation results based on the proposed solution at the TX and the RX, and comparison with existing benchmark techniques.

5.5 Simulation Results

In this section, we evaluate the performance of the proposed ADMM solution using computer simulation results. All the results have been averaged over 1000
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Figure 5.3: Convergence of the proposed ADMM solution at the RX for different $N_R$ at $\gamma_R = 0.5$.

Monte-Carlo realizations. For comparison with the proposed ADMM solution, we consider several existing benchmark techniques as follows.

5.5.1 Benchmark Techniques

Digital Beamforming with Full-bit Resolution

We consider the conventional fully digital beamforming architecture, where the number of RF chains at the TX/RX is equal to the number of TX/RX antennas, i.e., $L_T = N_T$ and $L_R = N_R$. In terms of the resolution sampling, we consider full-bit resolution, i.e., $M = 8$-bit, which represents the best case from the achievable SE perspective.

A/D HBF with 1-bit and 8-bit Resolutions

We also consider a A/D HBF architecture with $L_T < N_T$ and $L_R < N_R$, for two cases of DAC/ADC bit resolution: a) 1-bit resolution which usually shows reasonable EE performance, and b) 8-bit resolution which usually shows high SE results.
We also implement an exhaustive search approach as an upper bound for EE maximization called Brute Force (BF), based on [65]. Firstly the EE problem is split into TX and RX optimization problems similar to those for the proposed ADMM approach. Then it makes a search over all the possible DAC and ADC bit resolutions in the range of \([m, M]\) associated with the each RF chain from 1 to \(L_T\) and 1 to \(L_R\) at the TX and the RX, respectively. It then finds the best EE out of all the possible cases and chooses the corresponding optimal resolution for each DAC and ADC. This method provides the best possible EE performance and serves as upper bound for EE maximization by the ADMM approach.

**Complexity Comparison with the BF Approach**

The proposed ADMM solution has lower complexity than the upper bound BF approach because the BF technique involves a search over all the possible DAC/ADC bit resolutions while the proposed ADMM solution directly optimizes the number of bits at each DAC/ADC. We constrain the number of RF chains
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Figure 5.5: EE and SE performance w.r.t. $N_T$ at SNR = 10 dB, $\gamma_T = 0.001$ and $\gamma_R = 0.5$.

$L_T = L_R = 5$ for the BF approach due to the high complexity order which is $O(M^{L_T})$ and $O(M^{L_R})$ at the TX and the RX, respectively.

5.5.2 System Setup

We set the following parameters, unless specified otherwise, to obtain the desired results: $N_T = 32$, $L_T = 5$, $N_s = L_T$, $L_R = L_T$, $N_R = 5$, $N_{cl} = 2$, $N_{ray} = 3$, $N_{\text{max}} = 20$, $m = 1$, $M = 8$, $\gamma_T^{\text{max}} = 0.1$, $\gamma_R^{\text{max}} = 1$, $\alpha = 1$ and $\sigma_i^2 = 1$. The azimuth angles of departure and arrival are computed with uniformly distributed mean angles, and each cluster follows a Laplacian distribution about the mean angle. The antenna elements in the ULA are spaced by distance $d = \lambda/2$. The SNR is given by the inverse of the noise variance, i.e., $1/\sigma_n^2$. The transmit vector $s$ is composed of the normalized i.i.d. Gaussian symbols. The values used for the power terms [73] in the power model equations in (5.15) and (5.17) are $P_{DAC} = P_{ADC} = 100$ mW, $P_{CT} = P_{CR} = 10$ W, $P_T = P_R = 100$ mW and $P_{PT} = P_{PR} = 10$ mW.
5.5.3 Convergence of the Proposed ADMM Solution

Figs. 5.2 and 5.3 show the convergence of the ADMM solution at the TX and the RX as proposed in Algorithm 8 and Algorithm 9, respectively, to obtain the optimal bit resolution at each DAC/ADC and the corresponding optimal precoder/combiner matrices. It can be observed from Fig. 5.2 that the proposed solution converges rapidly within 16 iterations and the normalized mean square error (NMSE) at the TX, \( \|F_{DBF} - F_{RF(N_{max})}\Delta_{TX(N_{max})}F_{BB(N_{max})}\|_F^2/\|F_{DBF}\|_F^2 \), goes as low as \(-15\) dB. Similarly, in Fig. 5.3, the proposed solution again converges rapidly and the NMSE at the RX, \( \|W_{DBF} - W_{RF(N_{max})}\Delta_{RX(N_{max})}W_{BB(N_{max})}\|_F^2/\|W_{DBF}\|_F^2 \), goes as low as \(-17\) dB. A lower number of TX/RX antennas shows lower NMSE for a given number of iterations as expected, since fewer parameters are required to be estimated.
5.5.4 EE and SE performance of Proposed ADMM

Fig. 5.4 shows the performance of the proposed ADMM solution compared with existing benchmark techniques w.r.t. SNR at $\gamma_T = 0.001$ and $\gamma_R = 0.5$. The proposed ADMM solution achieves high EE which is computed by (5.12) after obtaining the optimal DAC and ADC bit resolution matrices, i.e., $\Delta_{TX}$ and $\Delta_{RX}$, and optimal hybrid precoding and combining matrices, i.e., $\mathbf{F}_{RF}$, $\mathbf{F}_{BB}$ and $\mathbf{W}_{RF}$, $\mathbf{W}_{BB}$. The results are plugged into (5.13) and (5.14) to evaluate rate and power respectively. The EE for the proposed solution has similar performance to the BF approach and is better than the hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines. For example, at SNR = 10 dB, the proposed ADMM solution outperforms the hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines by about 0.03 bits/Hz/J, 0.04 bits/Hz/J and 0.065 bits/Hz/J, respectively.

The proposed solution also exhibits better SE, which is the rate in (5.13) after obtaining the optimal DAC and ADC bit resolution matrices, and optimal hybrid precoding and combining matrices, than the hybrid 1-bit and has similar
performance to the BF approach for high and low SNR regions and hybrid 8-bit baseline for low SNR region. Note that the proposed ADMM solution enables the selection of different resolutions for different DACs/ADCs and thus, it offers a better trade-off for EE versus SE than existing approaches which are based on a fixed DAC/ADC bit resolution.

Fig. 5.5 shows the EE (from (5.12)) and SE (from (5.13)) performance results w.r.t. the number of TX antennas $N_T$ at 10 dB SNR, $\gamma_T = 0.001$ and $\gamma_R = 0.5$. The proposed ADMM solution again achieves high EE and performs similar to the BF approach and better than the hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines. For example, at $N_T = 20$, the proposed ADMM solution outperforms hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines by about 0.03 bits/Hz/J, 0.045 bits/Hz/J and 0.06 bits/Hz/J, respectively. The proposed ADMM solution also exhibits SE performance similar to the BF approach and better than the hybrid 1-bit baseline.
Fig. 5.6 shows the EE performance results w.r.t. the number of RX antennas $N_R$ and the number of RX RF chains $L_R$, respectively, at 10 dB SNR, $\gamma_T = 0.001$ and $\gamma_R = 0.5$. The proposed ADMM solution again achieves high EE which decreases with increase in the number of RX RF chains, and performs similar to the BF approach (for versus $N_R$) and better than the hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines. For example, at $N_R = 7$, the proposed ADMM solution outperforms hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines by about 0.03 bits/Hz/J, 0.06 bits/Hz/J and 0.09 bits/Hz/J, respectively. Also, for example, at $L_R = 6$, the proposed ADMM solution outperforms hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines by about 0.025 bits/Hz/J, 0.08 bits/Hz/J and 0.115 bits/Hz/J, respectively. Note that, due to the high complexity of the BF approach, we do not plot results for this approach w.r.t. $L_T$ and $L_R$.

Fig. 5.7 shows the EE and SE performance results w.r.t. the number of TX RF chains $L_T$ at 10 dB SNR, $\gamma_T = 0.001$ and $\gamma_R = 0.5$. The proposed ADMM solution achieves high EE, though this decreases with increase in the number of...
TX RF chains ADMM achieves better EE performance than the hybrid 1-bit, the hybrid 8-bit and the digital full-bit resolution baselines. Also, the proposed ADMM solution exhibits SE performance better than the hybrid 1-bit baseline.

Furthermore, we investigate the performance over the trade-off parameters $\gamma_T$ and $\gamma_R$ introduced in (P2) and (P5), respectively. Fig. 5.8 shows the bar plot of the average of the optimal number of bits selected by the proposed ADMM solution for each DAC versus $\gamma_T$ and for each ADC versus $\gamma_R$. It can be observed that the average optimal number decreases with the increase in $\gamma_T$ and $\gamma_R$; for example, the average number of DAC bits is around 6 for $\gamma_T = 0.001$, 5 for $\gamma_T = 0.01$ and 4 for $\gamma_T = 0.1$. Similarly, at the RX, the average number of ADC bits is about 5 for $\gamma_R = 0.001$, 4 for $\gamma_R = 0.01$ and 3 for $\gamma_R = 0.1$. This is because increasing $\gamma_T$ or $\gamma_R$ gives more weight to the power consumption.

Figs. 5.9 and 5.10 show the EE and SE plots for several solutions w.r.t. $\gamma_T$ and $\gamma_R$ at the TX and the RX, respectively. It can be observed that the proposed solution achieves higher EE performance than the fixed bit allocation solutions such as the digital full-bit, the hybrid 1-bit and the hybrid 8-bit baselines and
achieves comparable EE and SE results to the BF approach. These curves also show that adjusting $\gamma_T$ and $\gamma_R$ values allow the system to vary the energy-rate trade-off. Note that the TX also accounts for the extra power term, i.e., $\text{tr}(F F^H)$ as shown in (5.15) which means that the selected $\gamma_T$ parameter at the TX is lower than the selected $\gamma_R$ parameter at the RX. Fig. 5.11 shows that the power consumption in the proposed case is low and decreases with the increase in the trade-off parameter $\gamma_T$ and $\gamma_R$ values unlike digital 8-bit, fixed bit resolution hybrid baselines and the BF approach.

5.6 Summary

This chapter proposes an energy efficient mmWave A/D hybrid MIMO system which can vary dynamically the DAC and ADC bit resolutions at the TX and the RX, respectively. This method uses the decomposition of the A/D hybrid precoder/combiner matrix into three parts representing the analog precoder/combiner matrix, the DAC/ADC bit resolution matrix and the digital pre-
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coder/combiner matrix. These three matrices are optimized by a novel ADMM solution which outperforms the EE of the digital full-bit, the hybrid 1-bit beamforming and the hybrid 8-bit beamforming baselines, for example, by 3%, 4% and 6.5%, respectively, for a typical value of 10 dB SNR. There is an energy-rate trade-off with the BF approach which yields the upper bound for EE maximization and the proposed ADMM solution exhibits lower computational complexity. Moreover, the proposed ADMM solution enables the selection of the optimal resolution for each DAC/ADC and thus, it offers better trade-off for data rate versus EE than existing approaches that are based on a fixed DAC/ADC bit resolution.

In the next section, we conclude the PhD research work and provide future work that will be carried out in relation to the research associated with the mmWave A/D HBF MIMO systems.
Chapter 6

Conclusions and Future Work

This thesis contributed to the field of energy efficient and low complexity solutions for mmWave MIMO systems with HBF architectures. Both full resolution and low resolution sampling cases are considered. In this concluding chapter, we first summarize the key findings of this thesis in Section 6.1. Then we proceed with the potential improvements and future work in Section 6.2.

6.1 Conclusions

In this thesis, we optimized mmWave HBF MIMO systems to achieve high EE gains with low complexity, which has not been widely studied in the literature. These communication techniques may be implemented in 5G and Beyond 5G standards. In a nutshell, we successfully designed energy efficient mmWave HBF MIMO systems with low complexity by exploiting the structure of complex and power hungry components such as RF chains in Chapter 3 and DAC/ADC converting units in Chapters 4 and 5. We also exploited the sparsity of the mmWave channel in part of Chapter 4 and provided an efficient and low complexity solution for sparse channel estimation while employing low resolution sampling. In following subsections we summarize the key findings of this thesis.
6.1.1 EE Maximization by Dynamic RF Chain Selection

The research work in Chapter 3 proposes an energy efficient A/D HBF framework with a novel architecture for a mmWave MIMO system, where we optimize the active number of RF chains through fractional programming. The proposed DM based framework reduces the complexity significantly and achieves almost the same EE performance as the state of the art BF approach. Both approaches achieve higher EE performance when compared with the fully digital beamforming and the analog beamforming solutions. In particular, the proposed solution only needs to compute the precoder and combiner matrices once, after the number of active RF chains are decided through the Dinkelbach optimization solution.

The modified version of the proposed solution, i.e., FS approach, shows very similar performance to the proposed DM but the complexity increases significantly. The codebook-free designs such as ADMM and SVD based solutions, when incorporated with the proposed framework also achieve better EE performance over the fixed number of RF chains case. It is also shown that GP incorporated with the proposed DM is a faster and less complex approximation solution to compute the precoder and combiner matrices than OMP.

6.1.2 Channel Estimation and EE Maximization with Low Resolution Sampling

The research work in Chapter 4 discussed sparse channel estimation and EE maximization solutions with low resolution sampling at the ADCs and the DACs, respectively. An algorithm based on EM density estimation, plus the SURE parametric denoiser with the GAMP framework is proposed for a mmWave hybrid MIMO system with low resolution sampling at the RX. We exploit this EM-
SURE-GAMP algorithm to estimate the channel which provides the flexibility to avoid strong assumptions on the channel priors where SURE, depending on the noisy observation, is minimized to adaptively optimize the denoiser within the parametric class at each iteration. When compared with the state of the art EM-GAMP solution, the MSE of the proposed solution performs better with respect to low and high SNR regimes, with respect to the number of ADC bits, and with respect to the training length.

Furthermore in Chapter 4, we consider low resolution sampling at the TX. We consider the case where all DACs have the same sampling resolution for each RF chain and aim to optimize the number of active RF chains and associated resolution of DACs. The proposed method achieves similar EE performance with the upper bound of the derived exhaustive search approach, i.e., BF approach, while it exhibits lower computational complexity and fast convergence.

6.1.3 EE Maximization by Joint Bit Allocation and HBF Optimization

The research work in Chapter 5 proposes an energy efficient mmWave A/D hybrid MIMO system which can vary dynamically the DAC and ADC bit resolutions at the TX and the RX, respectively. This method uses the decomposition of the A/D hybrid precoder/combiner matrix into three parts representing the analog precoder/combiner matrix, the DAC/ADC bit resolution matrix and the digital precoder/combiner matrix. These three matrices are optimized by a novel ADMM solution which outperforms the EE of the digital full-bit, the hybrid 1-bit beamforming and the hybrid 8-bit beamforming baselines, for example, by 3%, 4% and 6.5%, respectively, for a typical value of 10 dB SNR.

Furthermore, there is an energy-rate trade-off with the BF approach which
yields the upper bound for EE maximization and the proposed ADMM solution exhibits lower computational complexity. Moreover, the proposed ADMM solution enables the selection of the optimal resolution for each DAC/ADC and thus, it offers better trade-off for data rate versus EE than existing approaches that are based on a fixed DAC/ADC bit resolution.

6.2 Future Work

In this section, we introduce several potential research problems which can be studied for future work and as an improvement over the existing techniques. These research problems may be considered for beyond 5G and Sixth Generation (6G) communication standards.

6.2.1 EE Maximization with Combined TX-RX Optimization for Bit Allocation and RF Chain Selection

For Chapter 3, we focus on maximizing the EE but extending these techniques to consider both estimated channels and frequency selective channels can be considered for future work. Furthermore, the research work about EE maximization in Chapter 4 considers the case where all DACs have the same sampling resolution for each RF chain and select the best subset of the active RF chains and the DAC resolution at the TX. This work can be extended for a combined problem at the TX and the RX. For example, we present bit allocation and hybrid combining optimization solution for the RX in [27] and extend the problem for EE maximization for the case of joint TX and RX problem in [28].

Similarly, we can implement our technique for EE maximization used at the TX in [26] for a combined TX-RX problem. An EE maximization problem, with
rate and power consisting of system and channel model parameters at both the TX and the RX, can be provided. The joint TX and RX problem can be decoupled to deal with the TX and the RX separately. The corresponding problems can be solved by technique based on the DM and subset selection optimization such as in [26]. We can also implement similar exhaustive search approach as the BF approach, for example as shown in [28], to serve as an upper bound on the EE performance and show the performance trade-offs. This future work has been listed as “under preparation” in Appendix A.1, i.e., A.1.4, at the end of this thesis.

6.2.2 Channel Estimation with Low Resolution Sampling for Phase Shifters- and Lens-Based Hybrid MIMO

The research work about channel estimation in Chapter 4 uses the GAMP framework with EM density estimation and the SURE parameteric denoiser to estimate the sparse channel with low MSE and with low computational complexity. This work can be further extended with VAMP framework and performance trade-offs in terms of MSE and complexity can be observed for a phase shifters-based hybrid MIMO system. Moreover, the narrowband channel model can be replaced by wideband channel model and EM-based density estimation can be improved with more advanced CS approaches to achieve higher accuracy and lesser complexity.

Furthermore, we know that MIMO systems with beamforming capabilities are required to compensate for the high path-loss at mmWave frequencies. Recently, a practical two-stage Rotman lens beamformer has demonstrated increased antenna gain with reduced implementation complexity, since the conventional beam selection network was omitted. In a related future work, we can adopt this lens-
based MIMO system with HBF architecture and investigate its performance in terms of channel estimation with low resolution sampling at the RX. Although this design is characterised by low-complexity and low-cost, the analog beamformer and the ADCs introduce several impairments to the received signal. To mitigate these effects, we can develop a robust maximum a posteriori (MAP) estimator based on the EM iterative algorithm. This sparse channel estimation method for lens-based MIMO system can be compared with the conventional EM and minimum MSE approaches in the medium to high SNR regimes and for different bit resolution values.
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Abstract—This paper proposes a novel architecture with a framework that dynamically activates the optimal number of radio frequency (RF) chains used to implement hybrid beamforming in a millimeter wave (mmWave) multiple-input and multiple-output (MIMO) system. We use fractional programming to solve an energy efficiency maximization problem and exploit the Dinkelbach method (DM)-based framework to optimize the number of active RF chains and data streams. This solution is updated dynamically based on the current channel conditions, where the analog/digital (A/D) hybrid precoder and combiner matrices at the transmitter and the receiver, respectively, are designed using a codebook-based fast approximation solution called gradient pursuit (GP). The GP algorithm shows less run time and complexity while compared to the state-of-the-art orthogonal matching pursuit (OMP) solution. The energy and spectral efficiency performance of the proposed framework is compared with the existing state-of-the-art solutions, such as the brute force (BF), the digital beamformer, and the analog beamformer. The codebook-free approaches to design the precoders and combiners, such as alternating direction method of multipliers (ADMMs) and singular value decomposition (SVD)-based solution are also shown to be incorporated into the proposed framework to achieve better energy efficiency performance.

Index Terms—RF chain selection, energy efficiency optimization, low complexity, hybrid precoding and combining, millimeter wave MIMO, 5G wireless.

I. INTRODUCTION

THE EMERGING advanced consumer devices and developed communication systems have resulted in ever-increasing demands on bandwidth and capacity. For instance, Cisco’s annual report suggests that mobile video traffic is expected to generate 74% of the global mobile data traffic by 2020 [1]. The microwave frequency spectrum at sub-6 GHz frequencies, which we currently make use of for mobile broadband, is limited to a very crowded frequency range enhancing the demand for an unused available spectrum which can be resolved by the use of millimeter wave (mmWave) frequency spectrum [2], [3]. The use of mmWave frequency bands appears to be a promising technology to meet the needs of fifth generation (5G) wireless communication systems such as increased capacity, high data rates, improved coverage, lower latency, high mobility, high reliability and lower infrastructure costs [4]–[6]. A few existing applications of the mmWave spectrum are in satellite communications, wireless backhaul, radio applications and radar communications. However, mmWave faces challenges of severe path loss, blocking effects, new hardware constraints and unconventional channel characteristics.

The high bandwidths for mmWave communication compared to sub-6 GHz frequency bands must be traded off against increased path loss [7], which can be compensated using large-scale antenna arrays [8], [9]. The large number of antenna elements and the high bandwidth makes it hard to use a separate radio frequency (RF) chain for each antenna due to the large requirements in power consumption and hardware complexity [8]. A conventional fully digital beamforming architecture used for sub-6 GHz frequencies requires a dedicated RF chain per antenna with the electronic components such as digital-to-analog converters (DACs) and analog-to-digital converters (ADCs) that enhances the hardware complexity and power consumption with the increase in antenna size [8], [9]. Thus, a digital beamforming architecture seems currently impractical to be implemented for large scale antenna arrays in the mmWave band.

As an alternative, an analog beamforming approach could be considered to solve this problem. The analog beamforming architecture involves a network of analog phase shifters with a single RF chain in the system [10], [11], which is highly advantageous to reduce hardware complexity and power consumption. But analog only beamforming approach cannot support multi-stream communication and the capacity performance is usually worse than the fully digital one. Furthermore, the support of multi-user communications is very difficult.

The performance of the mmWave multiple-input multiple-output (MIMO) systems can be significantly improved through...
the use of analog/digital (A/D) hybrid beamforming architectures where the number of RF chains and associated ADCs/DACs are much less than the number of antennas [12], [13]. The A/D hybrid beamforming also enables spatial multiplexing and multi-user MIMO communication, and A/D hybrid transceiver solutions have recently been proposed to enable mmWave MIMO systems [14]–[16]. The A/D hybrid beamforming system can be implemented to provide satisfying rate performance by avoiding the discussed limitations of a fully digital solution [14]–[16]. One should note that we can reduce the power consumption by implementing low resolution quantization for both conventional and A/D hybrid beamforming architectures. To that end some approaches have been applied for energy efficiency maximization such as in [17]. Optimizing the number of RF chains further leverages the energy efficiency metric and reduces the gap between the spectral efficiency of A/D hybrid and fully digital beamforming architectures. Reference [18] suggests that the A/D hybrid beamforming architecture with low resolution DACs along with optimizing the number of RF chains shows better energy efficiency performance than the conventional digital beamforming architecture for 1-bit and 3-bits sampling resolutions.

To implement the A/D hybrid beamforming system which uses RF precoders based on the phase shifting networks, we can use the most popular structures such as the fully-connected and the partially-connected. The fully-connected structure connects all the antennas to each RF chain whereas the partially-connected structure connects only a subset of the antennas requiring less number of phase shifters [19]. The use of a partially-connected structure at the transceiver can further reduce the power consumption [16], for instance, our previous work [18] uses a partially-connected structure to evaluate the energy and rate performance where the partially-connected structure is opted to achieve high energy efficiency. This paper mainly uses the fully-connected structure to demonstrate the contributions of the proposed framework for a mmWave MIMO system. However, the energy efficiency performance using the partially-connected structure is also observed via simulations. We can observe from recent literature that there are works considering the energy efficient design of a A/D hybrid transceiver, however there is lack of works that optimize the number of RF chains which we discuss in the following subsection.

A. Literature Review

Reference [15] proposes a spectrally efficient A/D hybrid precoder design by maximizing the desired rate for fully-connected limited RF chain systems. However, it does not consider the energy consumption. For an energy efficient system, [20] considers a sub-connected architecture, where each RF chain is connected to only a subset of transmitter (TX) antennas requiring fewer phase shifters, but it does not discuss how to design an energy efficient precoder with a fully-connected architecture. Reference [19] considers both fully-connected and partially-connected structures to design an A/D hybrid precoder where the partially-connected structure seems to outperform fully-connected structure in terms of energy efficiency. However, it only considers the design of the precoder matrices and there is no emphasis on optimizing the number of RF chains which is a key factor for an energy efficient system.

The RF chains consume a large amount of power in wireless communication systems and increase the cost for these systems [21]. Reference [22] performs an energy efficient optimization to design a A/D hybrid precoder where to calculate the optimal number of RF chains, the full precoding solution is computed for all possible numbers of RF chains. This is referred to as the brute force (BF) technique throughout this paper. References [15] and [22] use orthogonal matching pursuit (OMP) to optimize the precoder matrices. Alternative greedy strategies to OMP can be exploited to lower the complexity. A mmWave A/D hybrid MIMO system can be used for 5G mmWave MIMO applications such as cellular backhaul connections when we jointly optimize the number of RF chains and the A/D hybrid precoder and combiner matrices leading to a highly energy efficient system.

B. Contributions

This paper proposes an energy efficient A/D hybrid beamforming framework, where the RF precoder and baseband precoder matrices, and RF combiner and baseband combiner matrices are optimized along with the number of active RF chains but with low complexity. We use power allocation, and Dinkelbach method (DM) is implemented to optimize the number of RF chains. Fig. 1 shows the novel architecture with proposed framework for a mmWave single user fully-connected A/D hybrid beamforming MIMO system with digital baseband precoding and associated associated switches, followed by RF chains and associated DACs, and constrained RF precoding implemented using phase shifters network at the TX, and vice-versa at the receiver (RX). In this novel architecture, for a certain number of RF chains implemented in the hardware, the DM block drives digital switches to activate only those RF chains that we obtain as an optimal solution from the proposed method. In practice the digital switches would be a part of the digital processor. If the DM block is replaced by another method used to optimize the number of RF chains, the number of active RF chains and associated DACs/ADCs may be different.

To compute the A/D hybrid precoders and combiners, the proposed approach incorporates a codebook-based approach through one of the greedy strategies, i.e., gradient pursuit (GP) [23]. Simulations show that the proposed GP-based approach is a faster and less complex approach to compute the precoder and combiner matrices than the state of the art OMP. Furthermore, the proposed framework can also be incorporated with the existing codebook-free solutions such as alternating direction method of multipliers (ADMM) [16] and singular value decomposition (SVD) based solution [12]. The objective is to achieve better energy efficiency performance for codebook-free approaches over the fixed number of RF chains case. The proposed energy efficient and low complexity A/D...
The main contributions of this paper can be summarized as follows:

1) The paper proposes a novel algorithmic framework, where the number of active RF chains is dynamically adapted on a frame-by-frame basis. This is carried out using a low complexity alternative to brute force optimization [22] based on the current channel conditions measured in the A/D hybrid beamforming architecture.

2) We develop a reduced complexity DM based solution to find the optimal number of RF chains and streams for the mmWave MIMO system for the current channel conditions.

3) A GP-based approach is proposed as a lower complexity approximation solution to compute the precoder and combiner matrices than the state of the art OMP solution.

Outline: Section II describes the channel and system model implemented for the novel architecture. Section III discusses the low complexity design of the A/D hybrid precoder and combiner matrices using GP algorithm. Section IV provides the energy efficiency maximization problem and we solve the optimization problem via the DM based solution used in the framework where Section IV-A discusses the energy efficiency computation, while Section IV-B describes the energy efficient and low complexity solution to optimize the number of RF chains and activate that many RF chains in the system (as shown in Fig. 1). Section V provides the simulation results. The conclusions are provided in Section VI.

Notations: \( \mathbf{A} \), \( \mathbf{a} \) and \( \mathbf{a} \) stand for a matrix, a vector and a scalar, respectively; \( \mathbf{A}^{(i)} \) represents the \( i \)-th column of \( \mathbf{A} \); transpose, complex conjugate transpose and pseudo inverse of \( \mathbf{A} \) are denoted as \( \mathbf{A}^T \), \( \mathbf{A}^H \) and \( \mathbf{A}^+ \), respectively; \( \| \mathbf{A} \| \) represents the Frobenius norm, \( \text{tr} ( \mathbf{A} ) \) and \( | \mathbf{A} | \) represent the trace, and determinant of \( \mathbf{A} \), respectively; \( \| \mathbf{a} \|_p \) is the \( p \)-norm of \( \mathbf{a} \); \( [ \mathbf{A} | \mathbf{B} ] \) denotes horizontal concatenation; \( x \cup y \) denotes the union of \( x \) and \( y \) union disjoint sets; \( \mathbf{A}_\Gamma \) denotes a matrix consisting of rows of matrix \( \mathbf{A} \) with indices from \( \Gamma \) set; \( \text{diag}(\mathbf{A}) \) generates a vector by the diagonal elements of \( \mathbf{A} \); \( \mathbf{I}_N \) and \( \mathbf{0}_{X \times Y} \) represent \( N \times N \) identity matrix and \( X \times Y \) all-zeros matrix, respectively; \( \mathbb{C} \mathbb{N}(\mathbf{a}; \mathbf{A}) \) denotes a vector of complex Gaussian random variables with mean \( \mathbf{a} \) and covariance matrix \( \mathbf{A} \), and i.i.d. shows that the entries of a vector of random variables are independent and identically distributed. \( \mathbf{X} \in \mathbb{C}^{A \times B} \) and \( \mathbf{X} \in \mathbb{R}^{A \times B} \) denote \( A \times B \) size \( \mathbf{X} \) matrix with complex and real entries, respectively; the expectation operator and the real part of a complex variable are denoted as \( \mathbb{E}\{ \cdot \} \) and \( \Re\{ \cdot \} \), respectively.

II. MMWAVE A/D HYBRID MIMO MODEL
A. MmWave Channel Model
Let us consider a single user MIMO system with \( N_T \) antennas at the TX, sending \( N_d \) data streams to a system with \( N_R \) RX antennas. The fading channel models used in traditional MIMO becomes inaccurate for mmWave channel modeling.
due to the high free-space path loss and large tightly-packed antenna arrays. The existing literature mostly addresses the narrowband clustered channel model [24], [25] for mmWave propagation due to different channel settings such as number of multipaths, amplitudes, etc. such as in [8], [15].

For $N_3$ clusters and $N_{ray}$ propagation paths in each cluster and for a uniform linear array (ULA) antenna elements, the mmWave channel matrix is defined as follows:

$$
H = \frac{N_3}{N_3 N_{ray}} \sum_{i=1}^{N_3} \sum_{l=1}^{N_{ray}} \alpha_{il} a_R(\phi_{il}) a_T(\phi_{il})^H,
$$

(1)

where $\alpha_{il}$ denotes the gain of $l$-th ray in $i$-th cluster and it is assumed that $\alpha_{il}$ are i.i.d. $\mathcal{CN}(0, \sigma_{il}^2)$, where $\sigma_{il}^2$ is average power of the $l$-th cluster such that $\sum_{i=1}^{N_3} \sigma_{il}^2 = \gamma$, where $\gamma = \sqrt{\frac{N_3 N_{ray}}{N_3}}$, is the normalization factor satisfying $\mathbb{E}(\|H\|^2) = 1/\sqrt{N_3 N_{ray}}$. Further, $a_R(\phi_{il})$ and $a_T(\phi_{il})$ represent the normalized receive and transmit array response vectors, where $\phi_{il}$ and $\phi_{il}$ are the azimuth angles of arrival and arrival, respectively. The antenna elements at the TX and the RX can be modeled as ideal sectored elements [26] and then antenna element gains can be averaged over ideal sectors.

In (1), the transmit and receive antenna element gains are considered unity over ideal sectors defined by $\phi_{il} \in [\phi_{il,\min}, \phi_{il,\max}]$ and $\phi_{il,\hat{l}} \in [\phi_{il,\hat{r}}, \phi_{il,\max}]$, respectively. For a $N_2$-element ULA, in $z$-axis, the array response vector can be expressed as [27]:

$$
a_T(\phi) = \sqrt{\frac{\gamma}{\lambda (N_2 - 1)}} \exp(i \frac{\pi}{\lambda} \cdot d \cdot \sin(\phi)),
$$

(2)

where $0 \leq m \leq (N_2 - 1)$ is a real integer, $d$ is the inter-element spacing in wavelengths and $\lambda$ is the signal wavelength. The array response vectors can also be computed using other array geometries such as rectangular array and circular array. As mentioned above, we assume perfect channel knowledge at the TX and the RX [15], [16], [22]. However, this work can also be extended to consider channel estimation errors, for example, [28] proposes an efficient channel estimation algorithm for hybrid mmWave systems.

The beamspace representation [29], [30] of the narrowband channel can be written as follows:

$$
H = D_R H D_T^H,
$$

(3)

where $H \in \mathbb{C}^{L_T \times L_T}$ represents a sparse matrix with a few non-zero entries, while $D_R \in \mathbb{C}^{N_T \times L_T}$ and $D_T \in \mathbb{C}^{N_T \times L_T}$ are the discrete Fourier transform (DFT) matrices.

### B. A/D Hybrid MIMO System Model

In large-scale MIMO communication systems, based on the A/D hybrid precoding scheme, the number of RF chains is larger than or equal to the number of baseband data streams and smaller than or equal to the number of TX antennas, $L_T$. $L_T$ denotes the number of available RF chains at the TX with the limitation that $N_L \leq L_T \leq N_T$ and similarly $L_R$ is for the RX with the condition $N_L \leq L_R \leq N_T$. We consider the number of RF chains at the RX to be same as at the TX, i.e., $L_R = L_T$.

Let $F_{BB} = P_{TX}^\dagger \hat{F}_{BB}$ denote the baseband precoder matrix which inputs to the DAC-RF chain block where $P_{TX} \in \mathbb{R}^{L_T \times L_T}$ is a diagonal matrix of power allocation values with $\text{tr}(P_{TX}) = P_{\text{max}}$. $F_{BB}$ is the digital precoding matrix before the switches, and $F_{RF}$ denotes the RF precoder matrix. $F_{BB}$ has dimensions of $L_T \times N_L$ using its $L_T$ transmit chains and $F_{RF}$ has dimensions of $N_T \times L_T$ using the phase shifting network. Similarly at the RX, the matrices $W_{BB}$ and $W_{RF}$ denote the $L_R \times N_L$ baseband combiner and the $N_R \times L_R$ RF combiner, respectively. The TX symbol vector $s \in \mathbb{C}^{N_T \times 1}$ is such that $\mathbb{E}(ss^H) = \frac{1}{N_T} I_{N_T}$. All elements of $F_{RF}$ and $W_{RF}$ are of constant modulus. The power constraint at the TX is satisfied by $\|F_{RF}F_{BB}^\dagger s\|^2 = P_{\text{max}}$ where $P_{\text{max}}$ is the maximum allocated power. We assume a unit magnitude and continuous phase constraint on the phase shifters [15].

Consider a narrowband propagation channel with $H$ as the $N_R \times N_T$ channel matrix, which is assumed to be known to both the TX and the RX, then the received signal can be expressed as follows:

$$
y = HF_{RF}F_{BB}^\dagger s + n,
$$

(4)

where $y \in \mathbb{C}^{N_R \times 1}$ is the received vector and $n$ is a $N_R \times 1$ noise vector with entries which are modeled as i.i.d. $\mathcal{CN}(0, \sigma_n^2)$. After the application of the combining matrices, the received signal can be written as follows:

$$
\hat{y} = W_{BB}^\dagger W_{RF}^\dagger y = W_{BB}^\dagger W_{RF}^\dagger F_{RF}F_{BB}^\dagger s + W_{BB}^\dagger W_{RF}^\dagger n.
$$

In the following section, we discuss the low complexity designs of A/D hybrid precoders, i.e., $F_{RF}$, $F_{BB}$, and A/D hybrid combiners, i.e., $W_{RF}$, $W_{BB}$.

### III. Low Complexity A/D Hybrid Precoders and Combiners Design

The combined problem of designing the precoders and combiners and the number of RF chains can be partitioned into three sub-problems:

- to optimize the A/D hybrid precoders $F_{RF}$, $F_{BB}$,
- to optimize the A/D hybrid combiners $W_{RF}$, $W_{BB}$ and
- to optimize the number of RF chains, i.e., obtaining $L_T^{\text{opt}}$ at the TX and $L_R^{\text{opt}}$ at the RX.

Firstly in this section, we focus on designing the A/D hybrid precoder matrices $F_{RF}$ and $F_{BB}$ as shown in Section III-A and the hybrid combiner matrices $W_{RF}$ and $W_{BB}$ as shown in Section III-B by assuming that $L_T^{\text{opt}}$ and $L_R^{\text{opt}}$ are computed from the proposed DM based solution in Section IV already.

In the next section, we propose the DM based solution for optimizing the number of RF chains at the TX and consider that $L_R^{\text{opt}} = L_T^{\text{opt}}$.

### A. A/D Hybrid Precoding at the TX

It is known that the precoding matrix for the digital beamformer is given based on the singular value decomposition (SVD) of the channel matrix. We consider channel’s SVD as $H = U_R \Sigma_R V_R^H$, where $U_R \in \mathbb{C}^{N_T \times N_L}$ and $V_R \in \mathbb{C}^{N_T \times N_T}$ are unitary matrices, and $\Sigma_R \in \mathbb{R}^{N_L \times N_T}$ is a rectangular matrix of singular values in decreasing order whose diagonal elements are non-negative real numbers and whose non-diagonal elements are zero. The optimal fully digital precoding
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matrix $\mathbf{F}_{\text{opt}} = \mathbf{V}_{\text{TX}} \mathbf{P}_{\text{TX}}^{(1/2)}$ where the matrix $\mathbf{V}_{\text{TX}} \in \mathbb{C}^{N_T \times N_t}$ consists of the $N_t$ columns of the right singular matrix $\mathbf{V}_{\text{TX}}$ [15] and $\mathbf{P}_{\text{TX}}$ is a diagonal matrix where each diagonal entry represents the power of each transmission stream for the digital precoding case with $\| \mathbf{F}_{\text{opt}} \|_F^2 = \text{tr}(\mathbf{P}_{\text{TX}}) = P_{\text{max}}$. We discuss about $\mathbf{P}_{\text{TX}}$ in more details in the next section. In this section we assume that $\mathbf{P}_{\text{TX}}$ is known.

In order to design the near-optimal A/D hybrid precoder, it can be assumed that the decomposition $\mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}}$ can be made sufficiently close to the optimal fully digital precoding matrix $\mathbf{F}_{\text{opt}}$ [15]. The Euclidean distance problem is a good approximation, so we can consider the Euclidean distance between the A/D hybrid precoder $\mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}}$ and the channel’s optimal fully digital precoder $\mathbf{F}_{\text{opt}}$ to optimize the A/D hybrid precoder matrices. We can define $\mathcal{F}_{\text{RF}}$ to be a set of basis vectors with $\phi_{il}^T$ are the angles from the DFT codebook. The problem to design the A/D hybrid precoder can be stated as follows [14], [15]:

\[
\begin{align*}
\mathbf{F}_{\text{RF}}^{\text{opt}} &= \min_{\mathbf{F}_{\text{RF}}, \mathbf{F}_{\text{BB}}} \| \mathbf{F}_{\text{opt}} - \mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}} \|_F^2, \\
\text{s.t.} \| \mathbf{F}_{\text{RF}} \|_F = P_{\text{max}}.
\end{align*}
\]

We consider two stages in the system model as shown in Fig. 1: a) the beam training phase, and b) the data communications phase. In stage a), firstly $L_1$ available RF chains are activated and the channel is computed which provides us the optimal beamformer, i.e., $\mathbf{F}_{\text{opt}}$. Then the SVD of the channel is computed and the proposed DM is performed to obtain $\mathbf{L}_{\text{RF}}^{\text{opt}}$. In stage b), the optimal analog and digital precoder matrices $\mathbf{F}_{\text{RF}}^{\text{opt}}$ and $\mathbf{F}_{\text{BB}}^{\text{opt}}$, respectively, are obtained using $\mathbf{L}_{\text{RF}}^{\text{opt}}$. Note that, if we assume that the TX is active for stage a) a small proportion of time, for example, $<10\%$, then the overall transmit energy consumption is dominated by stage b). The previous problem can be cast in the following form, given by:

\[
\begin{align*}
\mathbf{F}_{\text{BB}}^{\text{opt}} &= \min_{\mathbf{F}_{\text{BB}}} \| \mathbf{F}_{\text{opt}} - \mathbf{D}_T \mathbf{F}_{\text{BB}} \|_F^2, \\
\text{s.t.} \| \text{diag}(\mathbf{F}_{\text{BB}} \mathbf{F}_{\text{BB}}^H) \|_0 = L_T^{\text{opt}}, \| \mathbf{D}_T \mathbf{F}_{\text{BB}} \|_F^2 = P_{\text{max}},
\end{align*}
\]

where $\mathbf{D}_T \in \mathbb{C}^{N_T \times L_T^{\text{opt}}}$ is the matrix composed by the $L_T^{\text{opt}}$ columns of the DFT matrix $\mathbf{D}_T$ and $\mathbf{F}_{\text{BB}}$ is a $L_T^{\text{opt}} \times N_{\text{RF}}$ matrix. The matrices $\mathbf{D}_T$ and $\mathbf{F}_{\text{BB}}$ act as auxiliary variables from which we obtain $\mathbf{F}_{\text{RF}}^{\text{opt}}$ and $\mathbf{F}_{\text{BB}}^{\text{opt}}$ respectively. The sparsity constraint $\| \text{diag}(\mathbf{F}_{\text{BB}} \mathbf{F}_{\text{BB}}^H) \|_0 = L_T^{\text{opt}}$ suggests that $\mathbf{F}_{\text{BB}}$ can not have more than $L_T^{\text{opt}}$ non-zero rows. Thus, only $L_T^{\text{opt}}$ columns of the DFT matrix $\mathbf{D}_T$ are selected which is given by $\mathbf{D}_T$. Therefore, $L_T^{\text{opt}}$ non-zero rows of $\mathbf{F}_{\text{BB}}$ will give us the baseband precoder matrix $\mathbf{F}_{\text{BB}}^{\text{opt}}$ and the columns of $\mathbf{D}_T$ will provide the RF precoder matrix $\mathbf{F}_{\text{RF}}^{\text{opt}}$. The optimal number of RF chains, i.e., $L_T^{\text{opt}}$, is obtained from the proposed optimization solution derived in Section IV.

As shown in [15], (6) basically reformulates (5) into a sparsity constrained reconstruction problem with one variable. The problem can be now addressed as a sparse approximation problem [31] and OMP [32] can be used as an algorithmic solution. To develop fast approximate OMP algorithms that are less complex, [23] proposes improvements to greedy strategies using directional pursuit methods and discusses optimization schemes on basis of gradient, conjugate gradient and approximate conjugate gradient approaches. GP approach is implemented as an alternative solution to the optimization objective exhibiting similar performance as OMP, faster processing time and lower complexity. GP avoids matrix inversion by using only one matrix vector multiplication per iteration.

Algorithm 1 starts by finding the $k$-th column of $\mathbf{D}_T$, denoted as $\mathbf{D}_T^{(k)}$, along which the optimal precoder has the maximum projection and then concatenates that selected column vector to the RF precoder $\mathbf{F}_{\text{RF}}$ as shown in Step 6.

The gradient direction in Step 7 is computed at each iteration and the step-size is determined explicitly making use of the gradient direction, as shown in Step 9. The index set $\Gamma$ is updated at each iteration as shown in Step 10 which is used to generate the baseband precoder matrix $\mathbf{F}_{\text{BB}}$. The residual precoding matrix is computed at Step 12 and the algorithm continues until all $L_T^{\text{opt}}$ RF chains have been used. Finally the RF precoder matrix $\mathbf{F}_{\text{RF}}$ and the baseband precoder matrix $\mathbf{F}_{\text{BB}}$ are obtained at the end of the algorithm. The transmit power constraint is satisfied at Step 14.

### B. A/D Hybrid Combining at the RX

The A/D hybrid combiner design has a similar mathematical formulation except that the transmit power constraint no longer applies. One may note here that by assuming the A/D hybrid precoders $\mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}}$ to be fixed, the A/D hybrid combiners $\mathbf{W}_{\text{RF}} \mathbf{W}_{\text{BB}}$ can be designed in order to minimize the mean-squared-error (MSE) between the transmitted and processed received signals by using the linear minimum mean-square error (MMSE) RX [14], [15]. The optimization of the number of RF chains at the RX can be performed similarly as at
Algorithm 2 A/D Hybrid Combiner Design Through Gradient Pursuit (GP)
1. Input: $W_{\text{mmse}}, D_R, L_{\text{opt}}$
2. $W_{\text{RF}} = 0_{N_R \times L_{\text{opt}}}, \Gamma = \emptyset$
3. $W_{\text{res}} = W_{\text{mmse}}, W_{\text{BB}} = 0_{L_R \times N_s}$
4. for $i \leq L_{\text{opt}}$
5. $\Psi = D_R^H E[yy^H] W_{\text{res}}$
6. $k = \text{argmax}_{l=1,...,L_{\text{opt}}}(\Psi y_l^H), l$
7. $W_{\text{RF}} = [W_{\text{RF}} | D(k)_R]$
8. $D = W_{\text{RF}} W_{\text{res}}$
9. $C = W_{\text{RF}} D$
10. $g = \frac{1}{N} (W_{\text{RF}}^H C)$
11. $\Gamma = \Gamma \cup k$
12. $W_{\text{BB}}|_l = W_{\text{BB}}|_l - g D$
13. $W_{\text{res}} = W_{\text{res}} - g C$
14. end for

the TX. The design problem for combining matrices can be written as follows:
\[
\begin{align*}
\begin{bmatrix} W_{\text{RF}}^{\text{opt}} & W_{\text{BB}}^{\text{opt}} \end{bmatrix} &= \arg \min_{W_{\text{RF}}, W_{\text{BB}}} \mathbb{E} \left[ \left\| s - W_{\text{RF}}^H W_{\text{RF}}^H \right\|_2^2 \right], \\
\text{s.t.} & \quad W_{\text{RF}} \in W_{\text{RF}}
\end{align*}
\]
where $W_{\text{RF}}$ is defined similarly to $F_{\text{RF}}$ for TX. Following the steps in [15] and similar to the precoder optimization, the MMSE estimation problem may be further written as follows:
\[
\begin{align*}
\text{min} & \quad W_{\text{BB}}^{\text{opt}} \| y y^H \|_F^2 W_{\text{mmse}} - E[y y^H] D_R W_{\text{BB}}^2 \\
\text{s.t.} & \quad \left\| \text{diag}(W_{\text{BB}} W_{\text{BB}}^H) \right\|_F = L_{\text{opt}}
\end{align*}
\]
where $D_R$ is the DFT matrix and $W_{\text{BB}}$ is a $L_{\text{opt}} \times N_s$ matrix. The exact solution to (8) yields $W_{\text{BB}}^{\text{opt}}$ as follows [15]:
\[
W_{\text{BB}}^{\text{opt}} = \left( F_{\text{RF}}^H R_{\text{RF}}^H H_{\text{RF}}^H + \sigma_n^2 I_{N_s} \right)^{-1} \times \left( F_{\text{RF}}^H R_{\text{RF}}^H H_{\text{RF}}^H W_{\text{RF}}^H \right).
\]
Similar to the sparsity reconstruction problem for the TX, $L_{\text{opt}}$ non-zero rows of $W_{\text{BB}}^{\text{opt}}$ will give us the baseband combiner matrix $W_{\text{BB}}^{\text{opt}}$, and the corresponding $L_{\text{opt}}$ columns of $D_R$ will provide the RF combiner matrix $W_{\text{RF}}^{\text{opt}}$. This sparse signal recovery problem can again be solved by the GP algorithm.

Algorithm 2 provides the pseudo code of the GP solution to find the combiner matrices. It should be noted that step 14 of Algorithm 1 does not need to be replicated here as there is no power constraint at the RX unlike at the TX. It starts by finding the $k$-th column of $D_R$, denoted as $D(k)_R$, along which the optimal combiner has the maximum projection which requires the received signal as well for computation, and then concatenates that selected column vector to the RF combiner $W_{\text{RF}}$ as shown in Step 6. The gradient direction in Step 7 is computed at each iteration and the step-size is determined explicitly making use of the gradient direction as shown in Step 9. Similar to the TX case, the index set $\Gamma$ is updated at each iteration in Step 10 which is used to generate baseband combiner matrix $W_{\text{BB}}$. The residual precoding matrix is computed at Step 12. Finally the RF combiner matrix $W_{\text{RF}}$ and the baseband combiner matrix $W_{\text{BB}}$ are obtained at the end of the algorithm.

In the next section we discuss on obtaining the optimal number of RF chains.

IV. Maximization of the Energy Efficiency via Dynamic Power Allocation

In this section we derive the proposed approach which aims at the maximization of the energy efficiency (EE) by dynamic power allocation in the baseband domain. In terms of achievable information rate $R$ and consumed power $P$, the EE for the A/D hybrid design can be computed as follows:
\[
\text{EE}(P_{\text{TX}}) \triangleq \frac{R(P_{\text{TX}})}{P_{\text{TX}}}, \quad \text{bits/Hz/J},
\]
where $R$ represents the information rate in bits/s/Hz and $P$ is the required power in Watts ($W$).

The proposed design, as depicted in Fig. 1, describes an A/D hybrid system for the TX and the RX, with a certain number of RF chains $L_T$ implemented in the hardware. The selection mechanism between the available RF chains is implemented in the baseband domain, as part of the digital processor. This procedure is driven by the DM block, which describes the optimal power scheme for each channel realization.

The power allocation at the TX can be described mathematically by using a diagonal sparse matrix $P_{\text{TX}} \in \mathbb{R}^{L_T \times L_T}$ where $D_{\mathbb{R}^{L_T \times L_T}}$ denotes the set of $L_T \times L_T$ diagonal sparse matrices. To represent the baseband selection mechanism we consider that $[P_{\text{TX}}]_{lk} \in [0, P_{\text{max}}]$, for $k = 1, \ldots, L_T$, where $P_{\text{max}} = \text{tr}(P_{\text{TX}})$. If we increase the number of RF chains we might achieve a higher information rate but there is also higher power consumption. Hence, maximizing the EE ratio in (10) while considering different constraints on the precoder design provides us the optimal number of RF chains.

A. Problem Formulation

For a point-to-point A/D hybrid MIMO system, as shown in Fig. 1, the overall achievable rate with respect to the active RF chains can be expressed as follows:
\[
R(P_{\text{TX}}, P_{\text{RX}}) = \log(\mathbb{I}_{N_s} + \sigma_n^2) + \text{tr}(W_{\text{BB}}^H \mathbb{P}_{\text{TX}} W_{\text{RF}}^H H_{\text{RF}}^H W_{\text{RF}}^H P_{\text{RX}} W_{\text{BB}}^H),
\]
where $P_{\text{RX}} \in \mathbb{R}^{L_T \times L_T}$ is the diagonal matrix describing the power allocation for the TX. For the RX, we use the diagonal matrix $P_{\text{RX}} \in \{0,1\}^{L_R \times L_T}$ which takes only values from $\{0,1\}$, since it only represents a switching network, hence, $L_{\text{opt}} = \| P_{\text{RX}} \|_0$. 
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Based on [15], it is reasonable to assume that $F_{RF}F_{RF}^H \approx I_{L_T}$ and $W_{BB}W_{BB}^H \approx I_{L_R}$, then

$$R(P_{TX}, P_{RX}) = \log |I_{L_R} + \frac{1}{\sigma_n^2} \rho_{RX} W_{RF}^H H_{RF} F_{TX} F_{TX}^H H_{RF} W_{RF}^H |. \quad (12)$$

To simplify this problem, we decompose it into two successive sub-problems, one for the TX and one for the RX. Specifically, to obtain $P_{TX}$ we assume that the RX has activated all the switches, i.e., $P_{RX} = I_{L_R}$. So,

$$R(P_{TX}) = \log |I_{L_R} + \frac{1}{\sigma_n^2} \rho_{RX} W_{RF}^H H_{RF} F_{TX} F_{TX}^H H_{RF} W_{RF}^H |. \quad (13)$$

Once we obtain $P_{TX}$, we can estimate $P_{RX}$ based on the following formulation:

$$R(P_{RX}) = \log |I_{L_R} + \frac{1}{\sigma_n^2} \rho_{RX} W_{RF}^H H_{RF} F_{TX} F_{TX}^H H_{RF} W_{RF}^H |. \quad (14)$$

Maximizing EE at the RX using (14) results into a non-trivial integer programming problem. Therefore in the following we will focus our analysis on the EE maximization at the TX in order to obtain $L^T_{opt}$. We consider the optimal number of RF chains at the RX to be same as at the TX, i.e., $L^R_{opt} = L^T_{opt}$.

Measuring the energy consumed for each entity in the precoder and the combiner is important to design an energy efficient mmWave A/D hybrid MIMO system. Similarly to [9], [19], that total power $P$ for an A/D hybrid beamforming system can be described as follows, where we include the power consumed by the RX components as well:

$$P = \beta t_r(P_{TX}) + 2P_{CP} + N_I P_{RF} + N_R P_{PS} + L^T_{opt} \times (P_{RF} + N_I P_{PS}) + L^R_{opt} (P_{RF} + N_R P_{PS})(W),$$

where $\beta$ represents the reciprocal of amplifier efficiency; the common parameters at the RX and the TX are $P_{CP}$, $P_{RF}$, and $P_{PS}$ which represent the common power, the power per RF chain, and the power per phase shifter, respectively. $P_T$ and $P_R$ represent the power per antenna element at the TX and the RX, respectively.

For simplicity we remove the sub-index term “TX” from $P_{TX}$. Hence, we consider the problem (10) expressed with respect to the power allocation matrix $P \in \mathbb{R}^{L_T \times L_T}$ as follows:

$$\max_{P \in \mathbb{R}^{L_T \times L_T}} R(P) \text{ s.t. } P(P) \leq P_{max} \text{ and } R(P) \geq R_{min}. \quad (16)$$

The first constraint term in (16) sets the upper bound for the total power budget of the communication system, i.e., $P_{max} = \beta P_{max} + 2P_{CP} + N_I P_{RF} + N_R P_{PS} + L_T \times (P_{RF} + N_I P_{PS}) + L_R (P_{RF} + N_R P_{PS})$.
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#### B. Dinkelbach Method (DM) Based Proposed Solution

Fractional programming theory provides us several options to obtain the solution of (16). One computational efficient algorithm is the Dinkelbach's algorithm which has been introduced firstly in [33], [34]. Dinkelbach's algorithm replaces the fractional cost function of (16) with a sequence of easier difference-based problems. The simulation results in Section V suggest that this method can achieve good performance. Specifically, the cost function of (16) is replaced by a sequence of problems:

$$\max_{\nu(m) \in \mathbb{D}^{L_T \times L_T}} \left\{ R\left( P^{(m)} \right) - \nu^{(m)} P\left( P^{(m)} \right) \right\}, \quad (17)$$

where $\nu^{(m)} = R(\overline{P}^{(m-1)})/\overline{P}(\overline{P}^{(m-1)}) \in \mathbb{R}^+$, for $m = 1, 2, \ldots, I_{max}$, where $I_{max}$ is the number of maximum iterations. Dinkelbach's algorithm is an iterative algorithm, where at each step an update of $\nu^{(m)}$ is obtained based on the estimated rate and power from the previous iteration. To simplify the implementation of this algorithm we desire a rate expression that does not require explicit formulas for the precoder and combiner matrices, thus avoiding re-running Algorithms 1 and 2 for each possible choice of active RF chains.

In order to proceed with the Dinkelbach’s algorithm in our context, let us first elaborate on the information rate and power expressions. Considering the SVD of the channel as $H = U_{BB} \Sigma H_{BB} V_{BB}^H$ as shown in Section III-A, (13) is expressed as:

$$R(P) = \log |I_{L_R} + \frac{1}{\sigma_n^2} \rho_{RX} W_{RF}^H U_{BB} \Sigma H_{BB} V_{BB}^H W_{RF}^H |. \quad (18)$$

Following the analysis of [15], it can be proven that

$$V_{BB}^H W_{RF} \approx \left[ L_T H_{(N_N - L_R) \times L_T} \right]_{2}^T \text{ and } U_{BB}^H W_{RF} \approx \left[ L_R H_{(N_N - L_R) \times L_R} \right]_{1}^T,$$

hence,

$$R(P) = \log |I_{L_R} + \frac{1}{\sigma_n^2} \Sigma \Sigma^2 P|, \quad (19)$$

where $\Sigma \in \mathbb{R}^{L_R \times L_T}$ with $[\Sigma]_{kk} = [\Sigma H_{BB}]_{kk}$ for $k = 1, \ldots, L_T$, assuming $L_T = L_R$, while its remaining entries are zero. Since the involved matrices in (19) are diagonal, the information rate is decomposed into $L_T$ parallel streams, as follows:

$$R(P) \approx \sum_{k=1}^{L_T} \log \left( 1 + \frac{1}{\sigma_n^2} \left[ \Sigma_{kk}^2 \right] \left[ P_{kk} \right] \right) \text{ (bits/s/Hz).} \quad (20)$$

Recall that $L_T$ and $L_R$ have preset values based on the hardware design and describe the available RF chains at the TX and the RX, respectively. Considering only the TX, the consumed power with respect to the diagonal power allocation matrix can be written as:

$$P_{TX}(P) = P_{static} + \sum_{k=1}^{L_T} \left( \beta \left[ P_{kk} \right] + P_{RF} + N_I P_{PS} \right) \quad (21)$$

$$= P_{static} + \sum_{k=1}^{L_T} \beta \left[ P_{kk} \right] (W), \quad (22)$$
Algorithm 3 Dinkelbach Method (DM) Based Solution

1. Initialize: $P^{(0)}_i, \nu^{(0)}$ satisfying $G(P^{(0)}_i, \nu^{(0)}) \geq 0$, $L_T$, tolerance $\epsilon$
2. $m = 0$
3. while $|G(P^{(m)}_i, \nu^{(m)})| > \epsilon$
   4. Update $P^{(m)}_i$ by solving the relaxation of (23) via CVX [35].
   5. Thresholding $P^{(m)}_i$ as $P^{(m)}_{th}$.
   6. Counting non-zero values of $P^{(m)}_{th}$ provides $L_{T}^{opt}$.
   7. Compute $R(P^{(m)}_i)$ and $P_{TX}(P^{(m)}_i)$.
   8. Compute $G(P^{(m)}_i, \nu^{(m)})$, where $\nu^{(m)} = R(P^{(m)}_i)/P_{TX}(P^{(m)}_i) \in \mathbb{R}^+.$
   9. Update $\nu^{(m)}$ with $R(P^{(m)}_i)/P_{TX}(P^{(m)}_i).
   10. $m = m + 1$
11. end while
12. Obtain $L_{T}^{opt} = \|P^{(m)}_{th}\|_0$

where $P_{static} = P_{CP} + N_T P_{Tx}$ is independent of the power allocation matrix $P$ and $\beta = \beta + \frac{N_T P_{max}}{\text{tr}(P)}$. The equivalence between (21) and (22) is justified since $\sum_{k=1}^{L_{T}} |P|_{kk} = \text{tr}(P) = P_{max}$.

Based on (20) and (22), the $m$-th Dinkelbach method (DM) step can be expressed as follows:

$$\{P^{(m)}_i, \nu^{(m)}_i\} = \arg \max_{P^{(m)}_i \in \mathcal{D}^{L_{T}}} G(P^{(m)}_i, \nu^{(m)}_i),$$

where

$$G(P^{(m)}_i, \nu^{(m)}_i) \triangleq \sum_{k=1}^{L_{T}} \log \left(1 + \frac{1}{\sigma_k^2} \left| \mathbf{S} \right|_{kk} \left| P^{(m)}_i \right|_{kk} \right) - \nu^{(m)} \sum_{k=1}^{L_{T}} \beta_k \left| P^{(m)}_i \right|_{kk}.$$  \hspace{1cm} (24)

Note that problem (23) is a non-convex one because of the constraint $P^{(m)}_i \in \mathcal{D}^{L_{T}} \times L_{T}$. To proceed, first we alleviate this constraint, thus (23) can be efficiently solved by any standard interior-point method (for example, CVX [35]). Step 3 of Algorithm 3 shows that after alleviating this constraint, (23) is solved via CVX to update $P^{(m)}_i$. Then we impose the constraint by hard-thresholding the entries of $P^{(m)}_i$, i.e., $P^{(m)}_{th}$ as shown in Step 4 of Algorithm 3. The thresholding sets to zero all entries of $P^{(m)}_i$ that are lower than a given tolerance value $\epsilon_th$.

Algorithm 3 starts by initializing the number of available RF chains $L_T$. We update $P^{(m)}_i$ by solving the relaxation of (23) via CVX as shown in Step 3. Steps 4-5 show that $P^{(m)}_i$ is thresholded as $P^{(m)}_{th}$ and counting its non-zero values provides us the optimal number of RF chains which keeps updating within the loop but obtained as $\|P^{(m)}_{th}\|_0$ after the loop ends as shown in Step 11. $R(P^{(m)}_i)$ and $P_{TX}(P^{(m)}_i)$ are computed in Step 6 and $G(P^{(m)}_i, \nu^{(m)}_i)$ is computed based on (24) in Step 7 where $\nu^{(m)} = R(P^{(m)}_{i-1})/P_{TX}(P^{(m)}_{i-1}) \in \mathbb{R}^+$. Steps 8 shows the update in $\nu^{(m)}_i$ with $R(P^{(m)}_i)/P_{TX}(P^{(m)}_i)$. The loop continues until $|G(P^{(m)}_i, \nu^{(m)}_i)|$ is less than a given tolerance $\epsilon$.

We consider that the optimal number of RF chains provides the number of data streams as well, i.e., $N_s = L_{T}^{opt}$.

Algorithm 4 Full Search (FS) Approach

1. Initialize: $L_T$, tolerance $\epsilon$, EE$(0) = 0$
2. for $i = 1 : L_T$
3. while $|G(P^{(m)}_i, \nu^{(m)}_i)| > \epsilon$
4. Compute $P^{(m)}_i$ subject to $i$ RF chains
5. Compute $R(P^{(m)}_i), P_{TX}(P^{(m)}_i)$ and $G(P^{(m)}_i, \nu^{(m)}_i)$.
6. Update $\nu^{(m)}_i$ and compute EE$(m)$
7. $m = m + 1$
8. end while
9. Obtain $L_{T}^{(i)} = L_{T}^{opt}$ and EE$(i)$ based on EE$(m)$ value.
10. if EE$(i) \geq$ previous EE$(i-1)$
11. Update EE$(i)$ and $L_{T}^{(i)}$
12. end if
13. end for

C. Full Search (FS) Approach

To show that the loss performance is not much in Dinkelbach optimization we also consider a full search (FS) approach which resolves the non-convexity issue of (23) with convex approximation providing a modified version of the proposed Dinkelbach optimization solution which iterates over all the possible number of RF chains. The steps are stated in Algorithm 4 where the maximum energy efficiency "EE" is obtained and the corresponding number of RF chains are considered to be optimal at the end of the algorithm. In Table IV of Section V, we show that the proposed DM has similar performance to the FS approach, while the complexity for computing FS increases significantly.

D. Brute Force (BF) Approach

The solution to achieve optimal number of RF chains at each realization is also provided in [22] which we call as the brute force (BF) approach. To make the A/D hybrid beamforming system energy efficient, BF approach, at each realization (current channel condition), makes a search on all the possible number of RF chains, i.e., $L_T = \{1, 2, 3, \ldots, N_T\}$, and computes best energy efficiency while designing the precoder and combiner matrices, and chooses the corresponding number of RF chains as the optimal number of RF chains. We, in our work, mitigate that need of searching for all possible number of RF chains and then finding an optimal solution, and thus providing equally a high energy efficient and low complexity solution. The observations made in the next section support this statement.

V. Simulation Results

This section shows the performance of the proposed DM compared to the existing state of the art solutions such as the BF approach, digital beamforming, analog beamforming and modified version of the proposed solution, i.e., FS
approach. For simulations, the proposed DM and the FS approach consider \( L_T = L_R = \text{length}(\text{eig}(\mathbf{HH}^H)) \) and the BF approach uses the same precoding and combining matrices as the DM solution. The tolerance values considered in both the DM solution and the FS approach algorithms are \( \epsilon = 10^{-4} \) and \( \epsilon_{th} = 10^{-6} \). The fully digital beamforming solution uses the same number of RF chains as antennas, i.e., \( L_T = N_T \) and \( L_R = N_R \), and precoding and combining matrices are \( \mathbf{F}_{\text{opt}} \) and \( \mathbf{W}_{\text{uninc}} \), respectively, as shown in Sections III-A and III-B. The analog beamforming solution implements a single RF chain, i.e., \( L_T = 1 \), and the precoding and combining matrices are computed as the phases of the first singular vectors, i.e., \( \mathbf{F} = \mathbf{V}_H(1 : N_T, 1)/\text{abs}(\mathbf{V}_H) \) and \( \mathbf{W} = \mathbf{U}_H(1 : N_R, 1)/\text{abs}(\mathbf{U}_H) \), respectively.

The performance of the codebook-free designs such as ADMM [16] and SVD based [12] solutions when incorporated with the proposed framework, using \( L_{T \text{opt}} \) RF chains, are also observed over the case when fixed number of RF chains are used to compute the precoder and combiner matrices. The comparison between GP and OMP algorithms is also observed through observing the variations in run time with respect to the number of RF chains and computational complexities.

**A. System Setup**

For the channel parameters, there are 10 rays for each cluster and there are 8 clusters in total, i.e., \( N_{\text{ray}} = 10 \) and \( N_c = 8 \) in (1). The average power of each cluster is unity, i.e., \( \sigma_{\alpha, i} = 1 \). The azimuth and elevation angles of departure and arrival are computed on the basis of the Laplacian distribution [36] with uniformly distributed mean angles and angle spread as 7.5°. The mean angles are stored within the range of 60° to 120° in the azimuth domain, and 80° to 100° in the elevation domain. The 64 antenna elements at the TX, i.e., \( N_T = 64 \), and 16 at the RX, i.e., \( N_R = 16 \), in the ULA, antenna elements are spaced by distance \( d = \lambda/2 \) where \( \lambda/2 \) can be based on a standard frequency value such as 28 GHz [22]. The system bandwidth is normalized to 1 Hz in the simulations. The signal to noise ratio (SNR) is \( 1/\sigma_{\alpha}^2 \). All the simulation results are averaged over 1000 random channel realizations. To illustrate the achievable energy efficiency of different precoding solutions, the parameters in the power expressions for each precoder design are set as shown in Table I(a). For a typical case, the power per power amplifier, \( P_{\text{PA}} \) = 300 mW, and maximum achievable power, \( P_{\text{max}} = 1 \) W. Table I(b) shows the maximum power which can be consumed as determined in (15) for different number of RF chains in a 64 \( \times \) 16 fully-connected system. The amplifier efficiency \( 1/\beta \) is considered as 0.4 and the minimum desired rate in (16), \( R_{\text{min}} = 1 \) bits/s/Hz.

**B. Beam Training and Data Communications Phases Analysis**

Based on the described communication phases in Fig. 1(b), there are \( L_T \) active RF chains during the beam training phase. The fully digital beamforming solution uses the optimal number of RF chains, \( L_{T \text{opt}} \). For example, as shown in Fig. 2(a), when

\[
\text{Power} = \alpha \times P(L_T) + (1 - \alpha) \times P(L_{T \text{opt}}),
\]  

(25)

where \( P(L_T) \) is the power consumption with (15) using \( L_T \) RF chains and \( P(L_{T \text{opt}}) \) is using the optimal number of RF chains, \( L_{T \text{opt}} \). For example, as shown in Fig. 2(a), when
we consider that the beam training phase is active for 10% of the time with $L_T$ RF chains, i.e., $\alpha = 0.1$, and the data communications phase is active for the remaining 90% time with $L_{opt}$ RF chains, i.e., $1 - \alpha = 0.9$. The performance is observed with three SNR cases in Fig. 2(b). It can be observed that the overall power consumption increases with the increase in the number of RF chains in the beam training phase and high SNR values have higher power consumption levels. For example, at $L_T = 6$, the power consumption at SNR = 0 dB is about 0.65 W higher than at SNR = −10 dB.

C. Convergence and Accuracy Performance of the DM

Fig. 3(a) shows the convergence of the Dinkelbach optimization solution as proposed in Algorithm 3 to obtain the optimal number of RF chains. It can be observed that the energy efficiency for different SNR levels increases with the iterations used to find the optimal number of RF chains. The proposed solution converges rapidly and needs only 2 iterations to converge and achieve an optimal solution at each realization. To express the accuracy performance of the proposed DM, Fig. 3(b) shows the symbol error rate (SER) versus SNR plot for quadrature phase shift keying (QPSK) modulation where SER decreases with the increase in SNR.

D. Proposed DM Versus BF Approach

The comparison is made to the BF method [22] in detail in terms of the probability mass function (PMF) for RF chain selection, energy efficiency performance and the computational complexity. The PMF plots indicate the histogram that for how many realizations (on y-axis) a particular value of the variable defined on x-axis is achieved. Figs. 4 and 5 show the PMF of the distribution of the proposed DM and the BF approach over the optimal number of RF chains, i.e., $L_{opt}$, their difference, i.e., $\Delta L_{opt} = L_{opt}^{BF} - L_{opt}^{DM}$, and the energy efficiency difference, i.e., $\Delta E = |EE_{BF} - EE_{DM}|$, at each channel realization. Fig. 4 shows that for how many channel realizations, the beamforming solutions such as the DM and the BF approach find a particular optimal number of RF chains for different values of $P_{max}$. It gives us an idea on how close the proposed DM solution is to the BF technique, in terms of finding the optimal number of RF chains. For example, at $P_{max} = 1$ W, the DM solution chooses $L_{opt} = 4$ for $\approx 750$ different channel realizations whereas BF chooses 4 RF chains for $\approx 300$ realizations and the difference (at each realization) between chosen optimal number of RF chains by both the methods, i.e., $\Delta L_{opt}$ is 0 for $\approx 450$ different realizations.

Also, for example, the energy efficiency difference between the two methods, $\Delta E$, at $P_{max} = 1$ W is close to 0 bits/Hz/J for $\approx 650$ channel realizations as observed from Fig. 5.

Table II(a) shows the computational complexities used by the solutions of the BF approach and the DM with respect to the number of TX antennas. We can observe that complexity for the solution of the DM requires complexity order of $O(L_{opt}^2)$ per iteration. Since the number of the required iterations is usually very small, the overall complexity of the DM is much less than the BF approach which depends on the product of the number of RF chains and the number of antennas. This is also verified by the run time results as shown in Table II(b). At SNR = 10 dB and $P_{max} = 1$, the run time (in seconds) is much less for the proposed solution with respect to (w.r.t.) the number of TX antennas. These results are reported from MATLAB simulation runtime for 10 independent channel realizations. For example, for a large number of TX antennas, the proposed method is much faster than the BF approach.

### Table II

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dinkelbach</td>
<td>$O(L_{opt}^2)$</td>
</tr>
<tr>
<td>BF</td>
<td>$O(L_T N_T)$</td>
</tr>
</tbody>
</table>

(a) Complexity orders of DM and BF

(b) Run time comparison w.r.t. $N_T$ at SNR = 10 dB and $P_{max} = 1$. 

Fig. 3. Convergence and SER accuracy performance of the proposed DM solution for a fully-connected 64 × 16 system.
number of antennas, i.e., $N_T = 128$, the proposed solution consumes $\approx 6$ times less run time than the BF solution. The observations support the statement that the proposed solution has low complexity while still optimizing the number of RF chains.

**E. Proposed GP Versus OMP**

Concerning the complexity for deriving the beamforming matrices, recall that OMP requires inversion of a matrix with size $k \times k$, at each one of the $L_{opt}^{DP}$ iterations in total, with $k = 1, \ldots, L_{opt}^{DP}$. This operation has cubic complexity order with respect to the size of the matrix, i.e., $O(k^3)$, in general. So, for $L_{opt}^{DP}$ iterations, the total cost would be:

$$\sum_{k=1}^{L_{opt}^{DP}} O(k^3) = O(\left(L_{opt}^{DP}\right)^4).$$

Additionally, a matrix-matrix product is required at each iteration with total cost $O((L_{opt}^{DP})^3N_T)$. On the other side, the proposed GP algorithm requires only matrix-matrix multiplications at each iteration, hence the complexity order is $O((L_{opt}^{GP})^3N_T)$. This complexity reduction is justified by the substitution of the matrix inversion with a gradient step. The derived complexity orders are summarized in Table III(a). In Table III(b) we show the MATLAB run time comparison (in $\mu s$) between OMP and GP w.r.t. the number of RF chains at the TX for a $64 \times 16$ mmWave MIMO system with $SNR = 10$ dB. As the time difference between both the algorithmic solutions is considerable with the increase in the number of RF chains, the obtained values indicate that GP consumes much less time than OMP leading to a lower complexity system.

**F. Performance Evaluation**

Fig. 6 shows the energy efficiency and spectral efficiency performance of the proposed solution, the BF solution, the full digital solution and the analog beamforming solution w.r.t. $SNR$ for a $64 \times 16$ mmWave MIMO system. It can be clearly observed from Fig. 6(a) that the proposed solution is as energy efficient as the BF solution, and better than the fully digital and analog beamforming solutions. For example, at $10$ dB, the proposed solution has merely a energy efficiency difference of $\approx 0.01$ bits/Hz/J with the BF, but shows $\approx 0.35$ bits/Hz/J and $\approx 0.25$ bits/Hz/J better energy efficiency than the fully digital and analog beamforming solutions, respectively. Also, for example, in Fig. 6(b) the proposed design at $10$ dB shows a $\approx 10$ bits/s/Hz less spectral efficiency than the fully digital solution, $\approx 10$ bits/s/Hz better than analog beamforming and approximately the same performance as the BF method.

Fig. 7(a) shows the energy efficiency comparison among the solutions with partially-connected structures where each RF chain is connected to $N_T/L_{opt}^{GP}$ antennas through phase shifters. We can observe similar energy efficiency characteristics as in Fig. 6(a); for example, the proposed solution has approximately the same energy efficiency performance as the BF method, $\approx 0.4$ bits/Hz/J and $\approx 0.32$ bits/Hz/J better than the fully digital and analog beamforming solutions, respectively, at $SNR = 15$ dB. Fig. 7(b) shows the energy efficiency performance comparison w.r.t. the number of TX antennas, $N_T$, for a fully-connected structure.

**APPENDIX B. Attached Publications**

Table III

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>OMP</td>
<td>$O((L_{opt}^{DP})^3N_T)$</td>
</tr>
<tr>
<td>GP</td>
<td>$O((L_{opt}^{GP})^3N_T)$</td>
</tr>
</tbody>
</table>

(a) Complexity orders of GP and OMP.

(b) Run time comparison w.r.t. the number of RF chains for $64 \times 16$ mmWave system with $N_T = 8$, $N_{opt} = 10$, and $SNR = 10$ dB.
can observe that the performance starts decreasing with the increase in the number of antenna elements. For example, at $N_T = 64$, the energy efficiency for the proposed DM is close to that of the BF solution which is $\approx 0.35 \text{ bits/Hz/J}$ and $\approx 0.25 \text{ bits/Hz/J}$ better than the fully digital beamforming and analog beamforming solutions, respectively. At $N_T = 256$, the...
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Abstract

In this paper, we aim to design highly energy efficient end-to-end communication for millimeter wave multiple-input multiple-output systems. This is done by jointly optimizing the digital-to-analog converter (DAC)/analog-to-digital converter (ADC) bit resolutions and hybrid beamforming matrices. The novel decomposition of the hybrid precoder and the hybrid combiner to three parts is introduced at the transmitter (TX) and the receiver (RX), respectively, representing the analog precoder/combiner matrix, the DAC/ADC bit resolution matrix and the baseband precoder/combiner matrix. The unknown matrices are computed as a solution to the matrix factorization problem where the optimal fully digital precoder or combiner is approximated by the product of these matrices. A novel and efficient solution based on the alternating direction method of multipliers is proposed to solve these problems at both the TX and the RX. The simulation results show that the proposed solution, where the DAC/ADC bit allocation is dynamic during operation, achieves higher energy efficiency when compared with existing benchmark techniques that use fixed DAC/ADC bit resolutions.
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I. INTRODUCTION

MILLIMETER WAVE (mmWave) spectrum is an attractive alternative to the densely occupied microwave spectrum range of 300 MHz to 6 GHz for next generation wireless communication systems. The advantages of using a mmWave frequency band are increased capacity, lower latency, high mobility and reliability, and lower infrastructure costs [2]–[4]. The higher path loss associated with mmWave spectrum can be compensated by using large scale antenna arrays leading to a multiple-input multiple-output (MIMO) system. Implementing fully digital beamforming in mmWave MIMO systems provides high throughput but has high complexity and low energy efficiency (EE). A simpler alternative is a fully analog beamforming approach which was discussed in [5] but cannot implement multi-stream spatial communication due to the use of a single radio frequency (RF) chain.

Analog/digital (A/D) hybrid beamforming MIMO architectures implement both digital and analog units to overcome these issues. The hardware complexity and power consumption is reduced through using fewer RF chains and it can support multi-stream communication with high spectral efficiency (SE) [6]–[15]. Such systems can be also optimized to achieve high EE gains [16]–[19]. An alternative solution to reduce the power consumption and hardware complexity is by decreasing the bit resolution [20] of the digital-to-analog converters (DACs) and the analog-to-digital converters (ADCs). Given the distinct system and channel model characteristics at mmWave compared to microwave, the EE and SE performance needs to be analyzed for the A/D hybrid beamforming architecture with low resolution sampling.

A. Literature Review

To observe the effect of ADC resolution and bandwidth on rate, an additive quantization noise model (AQNM) is considered in [21] for a mmWave MIMO system under a RX power constraint. Reference [22] uses AQNM and shows the significance of low resolution ADCs on decreasing the rate. Recent work on A/D hybrid MIMO systems with low resolution sampling dynamically adjusts the ADC resolution [23]. Most of the literature such as in [21]–[27] imposes low resolution only at the RX side, and mostly assumed a fully digital or hybrid TX with high resolution DACs. However, there is a need to conduct research on optimizing the bit resolution problem for the TX side as well.

Furthermore, the existing literature mostly develops systems based on high resolution ADCs with a small number of RF chains or low resolution ADCs with a large number of RF chains.
Either way, only fixed resolution DACs/ADCs are taken into account. References [16], [17] consider EE optimization problems for A/D hybrid transceivers but with fixed and high resolution at the DACs/ADCs. The power model in [16] takes into account the power consumed at every RF chain and a constant power term for site-cooling, baseband processing and synchronization at the TX and [17] considers the RF hardware losses and some computational power expenditure.

Some approaches have been applied in A/D hybrid mmWave MIMO systems for EE maximization and low complexity with both full and low resolution sampling cases [18], [19], [28]. Reference [18] proposes an energy efficient A/D hybrid beamforming framework with a novel architecture for a mmWave MIMO system. The number of active RF chains are optimized dynamically by fractional programming to maximize EE performance but the DAC/ADC bit resolutions are fixed. Reference [28] proposes a novel EE maximization technique that selects the best subset of the active RF chains and DAC resolution which can also be extended to low resolution ADCs at the RX. Reference [24] suggests implementing fixed and low resolution ADCs with a small number of RF chains. Reference [25] works on the idea of a mixed-ADC architecture where a better energy-rate trade off is achieved by combining low and high resolution ADCs, but still with a fixed resolution for each ADC and without considering A/D hybrid beamforming. An A/D hybrid beamforming system with fixed and low resolution ADCs has been analyzed for channel estimation in [26].

One can implement varying resolution ADCs at the RX [27] which may provide a better solution than the RX with fixed and low resolution ADCs. Similarly, exploring low resolution DACs at the TX can also help reduce the power consumption. Thus, research that is focused on ADCs at the RX can also be applied to the TX DACs considering the TX specific system model parameters. Similar to using different ADC resolutions at the RX [27], which could provide a better solution than fixed low resolution ADCs, one can design a variable DAC resolution TX. Extra care is needed when deciding the number of bits used as the total DAC/ADC power consumption can be dominated by only a few high resolution DACs/ADCs. From [29], we notice that a good trade off between the power consumption and the performance may be to consider the range of 1-8 bits for I- and Q-channels, where 8-bit represents the full-bit resolution DACs/ADCs.

Reference [30] uses low resolution DACs for a single user MIMO system while [31] employs low resolution DACs at the base station for a narrowband multi-user MIMO system. Reference [32] also discusses fixed and low resolution DACs architecture for multi-user MIMO systems.
Reference [33] considers a single user MIMO system with quantized hybrid precoding including the RF quantized noise term beside the additive white Gaussian noise (AWGN) while evaluating EE and SE performance. The existing literature still does not consider adjusting the resolution associated with DACs/ADCs dynamically. It is possible to consider both the TX and the RX simultaneously where we can design an optimization problem to find the optimal number of quantized bits to achieve high EE performance. When designing for high EE, the complexity of the solution also needs to be taken into account while providing improvements over the existing literature.

B. Contributions

This paper designs an optimal EE solution for a mmWave A/D hybrid MIMO system by introducing a novel TX decomposition of the A/D hybrid precoder to three parts representing the analog precoder matrix, the DAC bit resolution matrix and the digital precoder matrix, respectively. A similar decomposition at the RX represents the analog combiner matrix, the ADC bit resolution matrix and the digital combiner matrix. Our aim is to minimize the distance between the decomposition, which is expressed as the product of three matrices, and the corresponding fully digital precoder or combiner matrix. The joint problem is decomposed into a series of sub-problems which are solved using the alternating direction method of multipliers (ADMM). We implement an exhaustive search approach [16] to evaluate the upper bound for EE maximization.

In [1], we addressed bit allocation and hybrid combining at the RX only, where we jointly optimized the number of ADC bits and hybrid combiner matrices for EE maximization. A novel decomposition of the hybrid combiner to three parts was introduced: the analog combiner matrix, the bit resolution matrix and the baseband combiner matrix, and these matrices were computed using the ADMM approach in order to solve the matrix factorization problem. In addition to [1], the main contributions of this paper can be listed as follows:

- This paper designs an optimal EE solution for a mmWave A/D hybrid beamforming MIMO system by introducing the novel matrix decomposition that is applied to the hybrid beamforming matrices at both the TX and the RX. This decomposition defines three matrices, which are the analog beamforming matrix, the bit resolution matrix and the baseband beamforming matrix at both the TX and the RX. These matrices are obtained by the solution of an EE maximization problem and the DAC/ADC bit resolution is adjusted dynamically unlike fixed bit resolution in the existing literature.
The joint TX-RX problem is a difficult problem to solve due to non-convex constraints and non-convex cost functions. Firstly we address the joint TX-RX problem unlike in the existing literature. Then we decouple it into two sub-problems dealing with the TX and the RX separately, where the corresponding problems at the TX and the RX are solved by the alternating minimization technique such as ADMM [34] to obtain the unknown precoder/combiner and DAC/ADC bit resolution matrices.

This work jointly optimizes the hybrid beamforming and DAC/ADC bit resolution matrices, unlike the existing approaches that optimize either DAC/ADC bit resolution or hybrid beamforming matrices. Moreover, the proposed design has high flexibility, given that the analog precoder/combiner is codebook-free, thus there is no restriction on the angular vectors and different bit resolutions can be assigned to each DAC/ADC.

The performance of the proposed technique is investigated through extensive simulation results, achieving increased EE compared to the baseline techniques with fixed DAC/ADC bit resolutions and number of RF chains, and an exhaustive search based approach which is an upper bound for EE maximization.

C. Notation and Organization

A, a and a stand for a matrix, a vector, and a scalar, respectively. The trace, transpose and complex conjugate transpose of A are denoted as \(\text{tr}(A)\), \(A^T\) and \(A^H\), respectively; \(\|A\|_F\) represents the Frobenius norm of \(A\); \(|a|\) represents the determinant of \(a\); \(I_N\) represents \(N \times N\) identity matrix; \(CN(a; A)\) denotes a complex Gaussian vector having mean \(a\) and covariance matrix \(A\); \(\mathbb{C}, \mathbb{R}\) and \(\mathbb{R}^+\) denote the sets of complex numbers, real numbers and positive real numbers, respectively; \(X \in \mathbb{C}^{A \times B}\) and \(X \in \mathbb{R}^{A \times B}\) denote \(A \times B\) size X matrix with complex and real entries, respectively; \([A]_k\) denotes the \(k\)-th column of matrix \(A\) while \([A]_{kl}\) the matrix entry at the \(k\)-th row and \(l\)-th column; the indicator function \(1_S\{A\}\) of a set \(S\) that acts over a matrix \(A\) is defined as \(0 \forall A \in S\) and \(\infty \forall A \notin S\).

Section II presents the channel and system models where the channel model is based on a mmWave channel setup and the system model defines the low resolution quantization at both the TX and the RX. Sections III and IV present the problem formulation for the proposed technique at the TX and the RX, respectively, and the solution to obtain an energy efficient system. Section V verifies the proposed technique through simulation results and Section VI concludes the paper.
II. MMWAVE A/D HYBRID MIMO SYSTEM

A. MMWAVE CHANNEL MODEL

MmWave channels can be modeled by a narrowband clustered channel model due to different channel settings such as the number of multipaths, amplitudes, etc., with $N_{cl}$ clusters and $N_{ray}$ propagation paths in each cluster [6]. Considering a single user mmWave system with $N_T$ antennas at the TX, transmitting $N_s$ data streams to $N_R$ antennas at the RX, the mmWave channel matrix can be written as follows:

$$H = \sqrt{\frac{N_T N_R}{N_{cl} N_{ray}}} \sum_{i=1}^{N_{cl}} \sum_{l=1}^{N_{ray}} \alpha_{il} a_T(\phi_{il})^H a_R(\phi_{il}^\prime),$$

(1)

where $\alpha_{il} \sim \mathcal{CN}(0, \sigma^2_{\alpha_{il}})$ is the gain term with $\sigma^2_{\alpha_{il}}$ being the average power of the $i^{th}$ cluster. Furthermore, $a_T(\phi_{il}^\prime)$ and $a_R(\phi_{il}^\prime)$ represent the normalized transmit and receive array response vectors [6], where $\phi_{il}^\prime$ and $\phi_{il}$ denote the azimuth angles of departure and arrival, respectively. We use uniform linear array (ULA) antennas for simplicity and model the antenna elements at the RX as ideal sectored elements [35]. We assume that the channel state information (CSI) is known at both the TX and the RX.
B. A/D Hybrid MIMO System Model

Based on the A/D hybrid beamforming scheme in the large scale mmWave MIMO communication systems, the number of TX RF chains $L_T$ follows the limitation $N_s \leq L_T \leq N_T$ and similarly for $L_R$ RF chains at the RX, $N_s \leq L_R \leq N_R$ [6], [7]. As shown in Fig. 1 (a), the matrices $F_{RF} \in \mathbb{C}^{N_T \times L_T}$ and $F_{BB} \in \mathbb{C}^{L_T \times N_s}$ denote the analog precoder and baseband precoder matrices, respectively. Similarly, the matrices $W_{RF} \in \mathbb{C}^{N_R \times L_R}$ and $W_{BB} \in \mathbb{C}^{L_R \times N_s}$ denote the analog combiner and baseband combiner matrices, respectively. The analog precoder and combiner matrices, $F_{RF}$ and $W_{RF}$, are based on phase shifters, i.e., the elements that have unit modulus and continuous phase. Thus, $F_{RF} \in \mathcal{F}^{N_T \times L_T}$ and $W_{RF} \in \mathcal{W}^{N_R \times L_R}$ where the set $\mathcal{F}$ and $\mathcal{W}$ represent the set of possible phase shifts in $F_{RF}$ and $W_{RF}$, respectively. The sets $\mathcal{F}$ and $\mathcal{W}$ for variables $f$ and $w$, respectively, are defined as $\mathcal{F} = \{ f \in \mathbb{C} \mid |f| = 1 \}$ and $\mathcal{W} = \{ w \in \mathbb{C} \mid |w| = 1 \}$.

Note that, we optimize the DAC and ADC resolution and the precoder and combiner matrices at the TX and the RX on a frame-by-frame basis. As shown in Fig. 1 (b), we consider two stages in the system model: i) the beam training phase, and ii) the data communications phase. In stage i), firstly, the channel $H$ is computed which provides us the optimal beamforming matrices, i.e., $F_{DBF}$ at the TX and $W_{DBF}$ at the RX. In stage ii), the optimal precoding and DAC bit resolution matrices $F_{RF}$, $F_{BB}$ and $\Delta_{TX}$ at the TX, respectively, and the optimal combining and ADC bit resolution matrices $W_{RF}$, $W_{BB}$ and $\Delta_{RX}$ at the RX are obtained. These two phases consist of one communication frame where the frame duration is smaller than the channel coherence time. Furthermore, if we assume that the TX/RX is active for stage i) a small proportion of time, for example, $< 10\%$, then the overall transmit energy consumption is dominated by stage ii).

We consider the linear AQNM to represent the distortion of quantization [21]. Given that $Q(\cdot)$ denotes a uniform scalar quantizer then for the scalar complex input $x \in \mathbb{C}$ that is applied to both the real and imaginary parts, we have, $Q(x) \approx \delta x + \epsilon$, where $\delta = \sqrt{1 - \frac{\alpha^2}{2}}$, $\alpha = 2^{-b} \in [m, M]$ is the multiplicative distortion parameter for a bit resolution equal to $b$ [38], where $m$ and $M$ denote the minimum and maximum value of the range. The resolution parameter $b$ is denoted as $b_t^{i} \forall i = 1, \ldots, L_T$ and $b_r^{i} \forall i = 1, \ldots, L_R$ at the TX and the RX, respectively. Note that the introduced error in the above linear approximation decreases for larger resolutions. However, our proposed solution focuses on EE maximization and this linear approximation does not impact the performance significantly as observed from the simulation results in Section V. The parameter $\epsilon$...
is the additive quantization noise with \( \epsilon \sim \mathcal{CN}(0, \sigma_\epsilon^2) \), where
\[
\sigma_\epsilon = \sqrt{1 - \frac{\pi \sqrt{3}}{2} \frac{2^{-2b}}{}} \sqrt{\frac{\pi \sqrt{3}}{2} \frac{2^{-2b}}{}}.
\]
The matrices \( \Delta_{TX} \) and \( \Delta_{RX} \) represent diagonal matrices with values depending on the bit resolution of each DAC and ADC, respectively. Specifically, each diagonal entry of \( \Delta_{TX} \) is given by:
\[
[\Delta_{TX}]_{ii} = \sqrt{1 - \pi \sqrt{3} \frac{2^{-2b}}{}} \in [m, M] \forall i = 1, \ldots, L_T,
\]
and each diagonal entry of \( \Delta_{RX} \) is given by:
\[
[\Delta_{RX}]_{ii} = \sqrt{1 - \pi \sqrt{3} \frac{2^{-2b}}{}} \in [m, M] \forall i = 1, \ldots, L_R,
\]
where, for simplicity, we assume that the range \([m, M]\) is the same for each of the DACs/ADCs.

The additive quantization noise for the DACs and ADCs are written as complex Gaussian vectors \( \epsilon_{TX} \in \mathcal{CN}(0, C_{\epsilon_T}) \) and \( \epsilon_{RX} \in \mathcal{CN}(0, C_{\epsilon_R}) \) [28] where \( C_{\epsilon_T} \) and \( C_{\epsilon_R} \) are the diagonal covariance matrices for DACs and ADCs, respectively. The covariance matrix entries are as follows:
\[
[C_{\epsilon_T}]_{ii} = \left(1 - \frac{\pi \sqrt{3} \frac{2^{-2b}}{}}{}\right) \left(\frac{\pi \sqrt{3} \frac{2^{-2b}}{}}{}\right) \forall i = 1, \ldots, L_T,
\]
and
\[
[C_{\epsilon_R}]_{ii} = \left(1 - \frac{\pi \sqrt{3} \frac{2^{-2b}}{}}{}\right) \left(\frac{\pi \sqrt{3} \frac{2^{-2b}}{}}{}\right) \forall i = 1, \ldots, L_R.
\]

Note that while optimizing the EE of the TX side, it is considered that the RX parameters, which includes the analog combiner matrix, the ADC bit resolution matrix and the baseband combiner matrix is known to the TX and vice-versa.

Let us consider \( x \in \mathbb{C}^{N_s \times 1} \) as the normalized data vector, then based on the AQNM, the vector containing the complex output of all the DACs can be expressed as follows:
\[
Q(F_{BB}x) \approx \Delta_{TX}F_{BB}x + \epsilon_{TX} \in \mathbb{C}^{L_T \times 1},
\]
This leads us to the following linear approximation for the transmitted signal \( t \in \mathbb{C}^{N_T \times 1} \), as seen at the output of the A/D hybrid TX in Fig. 1 (a):
\[
t = F_{RF}\Delta_{TX}F_{BB}x + F_{RF}\epsilon_{TX}.
\]
After the effect of the wireless mmWave channel \( H \) and the Gaussian noise \( n \) with independent and identically distributed entries and complex Gaussian distribution, i.e., \( n \sim \mathcal{CN}(0, \sigma_n^2 I_{N_R}) \), the received signal \( y \in \mathbb{C}^{N_R \times 1} \) is expressed as follows:
\[
y = Ht + n = HF_{RF}\Delta_{TX}F_{BB}x + HF_{RF}\epsilon_{TX} + n.
\]
When the analog combiner matrix $W_{RF}$ and ADC quantization based on AQNM are applied to the received signal $y$, we obtain the following:

$$Q(W_{RF}^H y) \approx \Delta_{RX}^H W_{RF}^H y + \epsilon_{RX} \in \mathbb{C}^{L_x \times 1}. \quad (9)$$

After the application of the baseband combiner matrix $W_{BB}$, the output signal $r \in \mathbb{C}^{N_s \times 1}$ at the RX, as shown in Fig. 1 (a), can be expressed as follows:

$$r = W_{BB}^H \Delta_{RX}^H W_{RF}^H y + W_{BB}^H \epsilon_{RX} \in \mathbb{C}^{N_s \times 1}. \quad (10)$$

Considering the A/D hybrid precoder matrix $F = F_{RF} \Delta_{TX}^H F_{BB} \in \mathbb{C}^{N_T \times N_s}$ and the A/D hybrid combiner matrix $W = W_{RF} \Delta_{RX} W_{BB} \in \mathbb{C}^{N_R \times N_s}$, we can express the RX output signal $r$ in (10) as follows:

$$r = W^H F x + W^H F_{RF}^H \epsilon_{TX} + W_{BB}^H \epsilon_{RX} + W^H n, \quad (11)$$

where $\eta$ is the combined effect of the additive white Gaussian RX noise and quantization noise that has covariance matrix, $R_{\eta} \in \mathbb{C}^{N_s \times N_s}$, given by,

$$R_{\eta} = W^H F_{RF}^H C_{\eta} F_{RF}^H W + W_{BB}^H C_{\eta} W_{BB} + \sigma^2_n W^H W. \quad (12)$$

In the following sections, we discuss the joint optimization solution to compute the optimal DAC/ADC bit resolution matrices and the optimal precoder/combiner matrices.

III. JOINT DAC BIT ALLOCATION AND A/D HYBRID PRECODING DESIGN

Let us consider a point-to-point MIMO system with a linear quantization model. We define the EE as the ratio of the information rate $R$, i.e. SE, and the total consumed power $P$ [39] as:

$$EE \triangleq \frac{R}{P} \text{ (bits/Hz/J)}. \quad (13)$$

For the given point-to-point MIMO system, the SE is defined as,

$$R \triangleq \log_2 \left| \mathbf{I}_{N_s} + \frac{R}{N_s} W^H F F^H W \right| \text{ (bits/s/Hz)}, \quad (14)$$

where $F = F_{RF} \Delta_{TX} F_{BB}$ and $W = W_{RF} \Delta_{RX} W_{BB}$.

Similar to the power model at the TX in [28], the total consumed power for the system is expressed as:

$$P \triangleq P_{TX}(F_{RF}, \Delta_{TX}, F_{BB}) + P_{RX}(\Delta_{RX}) (W), \quad (15)$$
where the power consumption at the TX is as follows:

\[ P_{\text{TX}}(F_{\text{RF}}, \Delta_{\text{TX}}, F_{\text{BB}}) = \text{tr}(FF^H) + P_{\text{DT}}(\Delta_{\text{TX}}) + N_T P_T + N_T L_T P_T + P_{\text{CT}} \ (W), \]  

(16)

where \( P_{\text{DT}} \) is the power per phase shifter, \( P_T \) is the power per antenna element, \( P_{\text{DT}}(\Delta_{\text{TX}}) \) is the power associated with the total quantization operation at the TX, and following (2) and [21], we have

\[ P_{\text{DT}}(\Delta_{\text{TX}}) = \sum_{i=1}^{L_T} 2^{b_i} = \sum_{i=1}^{L_T} \left( \frac{\pi \sqrt{3}}{2(1 - [\Delta_{\text{TX}}^2]_i)} \right)^{\frac{1}{2}} \ (W), \]  

(17)

where \( P_{\text{DAC}} \) is the power consumed per bit in the DAC and \( P_{\text{CT}} \) is the power required by all circuit components at the TX. Similarly, the total power consumption at the RX is,

\[ P_{\text{RX}}(\Delta_{\text{RX}}) = P_{\text{DR}}(\Delta_{\text{RX}}) + N_R P_R + N_R L_R P_R + P_{\text{CR}} \ (W), \]  

(18)

where, at the RX, \( P_{\text{DR}} \) is the power per phase shifter, \( P_R \) is the power per antenna element, \( P_{\text{DR}} \) is the power associated with the total quantization operation, and following (3) and [21], we have

\[ P_{\text{DR}}(\Delta_{\text{RX}}) = \sum_{i=1}^{L_R} 2^{b_i} = \sum_{i=1}^{L_R} \left( \frac{\pi \sqrt{3}}{2(1 - [\Delta_{\text{RX}}^2]_i)} \right)^{\frac{1}{2}} \ (W), \]  

(19)

where \( P_{\text{ADC}} \) is the power consumed per bit in the ADC and \( P_{\text{CR}} \) is the power required by all RX circuit components.

The maximization of EE is given by

\[
\max_{F_{\text{RF}}, \Delta_{\text{TX}}, F_{\text{BB}}, W_{\text{RF}}, W_{\text{RX}}, \Delta_{\text{RX}}, W_{\text{BB}}} \frac{R(F_{\text{RF}}, \Delta_{\text{TX}}, F_{\text{BB}}, W_{\text{RF}}, \Delta_{\text{RX}}, W_{\text{BB})}}{P_{\text{TX}}(F_{\text{RF}}, \Delta_{\text{TX}}, F_{\text{BB})} + P_{\text{RX}}(\Delta_{\text{RX}})}
\]

subject to \( F_{\text{RF}} \in \mathcal{F}_{N_T \times L_T}, \Delta_{\text{TX}} \in \mathcal{D}_{\text{TX}}, W_{\text{RF}} \in \mathcal{W}_{N_R \times L_R}, \Delta_{\text{RX}} \in \mathcal{D}_{\text{RX}} \),

(20)

where the SE \( R \) is given by (14) and the power \( P \) in (15). The problem to be addressed involves a fractional cost function that both the numerator and the denominator parts are non-convex functions of the optimizing variables. Furthermore the optimization problem involves non-convex constraint sets. Thus, it is in general a very difficult problem to be addressed. It is interesting that the corresponding problem for a fully digital transceiver that admits a much simpler form is in general intractable due to the coupling of the TX-RX design [40]. To that end, we start by decoupling the TX-RX design problem.
Let us first express the EE maximization problem in the following relaxed form:

\[
\min_{F_{RF}, \Delta_{TX}, F_{BB}, W_{RF}, \Delta_{RX}, W_{BB}} \left\{ R(F_{RF}, \Delta_{TX}, F_{BB}, W_{RF}, \Delta_{RX}, W_{BB}) \right\}
+ \gamma_T P_{TX}(F_{RF}, \Delta_{TX}, F_{BB}) + \gamma_R P_{RX}(\Delta_{RX})
\]

subject to \( F_{RF} \in \mathcal{F}_{N_T \times L_T}, \Delta_{TX} \in \mathcal{D}_{L_T \times L_T}, W_{RF} \in \mathcal{W}_{N_R \times L_R}, \Delta_{RX} \in \mathcal{D}_{L_R \times L_R} \), \( 21 \)

where the parameters \( \gamma_T \in (0, \gamma_T^{\max}] \subset \mathbb{R}^+ \) and \( \gamma_R \in (0, \gamma_R^{\max}] \subset \mathbb{R}^+ \) are introducing a trade-off between the achieved rate and the power consumption at the TX’s and the RX’s side, respectively.

Such an approach has been used in the past to tackle fractional optimization problems [41]. In the concave/convex case, the equivalence of the relaxed problem with the original fractional one is theoretically established. Unfortunately, a similar result for the case considered in the present paper is not easy to be derived due to the complexity of the addressed problem. Thus, in the present paper, we rely on line search methods in order to optimally tune these parameters.

Having simplified the original problem, we may now proceed by temporally decoupling the designs at the TX’s and the RX’s side. Under the assumption that the RX can perform optimal nearest-neighbor decoding based on the received signals, the optimal precoding matrices are designed such that the mutual information achieved by Gaussian signaling over the wireless channel is maximized [6]. The mutual information is given by

\[
I \triangleq \log_2 \left| \frac{Q_{\eta'}^{-1}}{N_s} \mathbf{H} \mathbf{F}^H \mathbf{H}^H \right| \text{ (bits/s/Hz)},
\]

where again \( \mathbf{F} = F_{RF} \Delta_{TX} \mathbf{F}_{BB} \) and and \( Q_{\eta'} \) is the covariance matrix of the sum of noise and transmit quantization noise variables, i.e. \( \eta' = F_{RF} \epsilon_{TX} + n \), given by

\[
Q_{\eta'} = \mathbf{F}_{RF} \mathbf{C}_{\epsilon TX} \mathbf{F}_{RF}^H + \sigma_n^2 \mathbf{I}_{N_R}.
\]

Based on (21)-(22), the precoding matrices may be derived as the solution to the following optimization problem:

\[
(P_{TT}) : \min_{F_{RF}, \Delta_{TX}, F_{BB}} - I(F_{RF}, \Delta_{TX}, F_{BB}) + \gamma_T P_{TX}(F_{RF}, \Delta_{TX}, F_{BB}),
\]

subject to \( F_{RF} \in \mathcal{F}_{N_T \times L_T}, \Delta_{TX} \in \mathcal{D}_{L_T \times L_T} \).
Now provided that the optimal precoding matrix $F^* = F^*_{RF} \Delta^*_TX F^*_BB$ is derived from solving $(P_{1T})$, we can plug in these resulted precoding matrices in the cost function of (21) resulting in an optimization problem dependent only on the decoder matrices at the RX’s side, defined as,

$$(P_{1R}) : \min_{W_{RF}, \Delta_{RX}, W_{BB}} - \tilde{R}(W_{RF}, \Delta_{RX}, W_{BB}) + \gamma R_P(\Delta_{RX})$$

subject to $W_{RF} \in \mathcal{W}_{RF}^{N_R \times L_T}$, $\Delta_{RX} \in \mathcal{D}_{RX}^{L_R \times L_T}$,

where $\tilde{R}(W_{RF}, \Delta_{RX}, W_{BB}) = R(F^*_{RF}, \Delta^*_TX, F^*_BB, W_{RF}, \Delta_{RX}, W_{BB})$.

Thus, the precoding and decoding matrices can be derived as the solutions to the two decoupled problems $(P_{1T}) - (P_{1R})$ above. In the following subsections, the solutions to these problems are developed. We start first with the development of the solution to TX’s side one $(P_{1T})$ and then the solution for the RX’s side $(P_{1R})$ counterpart follows.

A. Problem Formulation at the TX

Focusing on the TX side, we seek the bit resolution matrix $\Delta_{TX}$ and the hybrid precoding matrices $F_{RF}$, $F_{BB}$ that solve $(P_{1T})$. The set $\mathcal{D}_{TX}$ represents the finite states of the quantizer and is defined as,

$$\mathcal{D}_{TX} = \{\Delta_{TX} \in \mathbb{R}^{L_T \times L_T} | m \leq [\Delta_{TX}]_ii \leq M \forall i = 1, \ldots, L_T\}.$$  

Note that $P_{TX}(F_{RF}, \Delta_{TX}, F_{BB}) > 0$, as defined in (16), since the power required by all circuit components is always larger than zero, i.e., $P_{CP} > 0$.

Since dealing with the part of the cost function of $(P_{1T})$ that involves the mutual information expression is a difficult task due to the perplexed form of the latter, we adopt the approach in [6] where the maximization of the mutual information $I$ can be approximated by finding the minimum Euclidean distance of the hybrid precoder to the one of the fully digital transceiver for the full-bit resolution sampling case, denoted by $F_{DBF}$, i.e., $\|F_{DBF} - F_{RF} \Delta_{TX} F_{BB}\|_F^2$ [6]. Therefore, motivated by the previous, $(P_{1T})$ can be approximated to finding the solution of the following problem:

$$(P_2) : \min_{F_{RF}, \Delta_{TX}, F_{BB}} \frac{1}{2} \|F_{DBF} - F_{RF} \Delta_{TX} F_{BB}\|_F^2 + \gamma T_P(\Delta_{TX})$$

subject to $F_{RF} \in \mathcal{F}_{RF}^{N_R \times L_T}$, $\Delta_{TX} \in \mathcal{D}_{TX}^{L_T \times L_T}$.

For a point-to-point MIMO system the optimal $F_{DBF}$ is given by $F_{DBF} = V \sqrt{P}$ where the orthonormal matrix $V \in \mathbb{C}^{N_R \times N_T}$ is derived via the channel matrix singular value decomposition.
(SVD), i.e. $H = U \Sigma V^H$ and $P$ is a diagonal power allocation matrix with real positive diagonal entries derived by the so-called “water-filling algorithm” [42].

Problem $(P_2)$ is still very difficult to address as it is non-convex due to the non-convex cost function that involves the product of three matrix variables and non-convex constraints. In the next section, an efficient algorithmic solution based on the ADMM is proposed.

B. Proposed ADMM Solution at the TX

In the following we develop an iterative procedure for solving $(P_2)$ based on the ADMM approach [34]. This method is a variant of the standard augmented Lagrangian method that uses partial updates (similar to the Gauss-Seidel method for the solution of linear equations) to solve constrained optimization problems. While it is mainly known for its good performance for a number of convex optimization problems, recently it has been successfully applied to non-convex matrix factorization as well [34], [43], [44]. Motivated by this, in the following ADMM based solutions are developed that are tailored for the non-convex matrix factorization problem $(P_2)$.

We first transform $(P_2)$ into a form that can be addressed via ADMM. By using the auxiliary variable $Z$, $(P_2)$ can be written as:

$$
(P_3) : \min_{Z, FRF, \Delta_{TX}, FBB} \frac{1}{2} \| F_{DBF} - Z \|_F^2 + \mathbb{I}_{F_{DBF}^* \times L_T} \{ FRF \} + \mathbb{I}_{F_{DBF}^* \times L_T} \{ \Delta_{TX} \} + \gamma T P_{TX}(F),
$$

subject to $Z = F_{BB} \Delta_{TX} F_{RF}$.

Problem $(P_3)$ formulates the A/D hybrid precoder matrix design as a matrix factorization problem. That is, the overall precoder $Z$ is sought so that it minimizes the Euclidean distance to the optimal, fully digital precoder $F_{DBF}$ while supporting decomposition into three factors: the analog precoder matrix $F_{RF}$, the DAC bit resolution matrix $\Delta_{TX}$ and the digital precoder matrix $F_{BB}$. The augmented Lagrangian function of $(P_3)$ is given by

$$
\mathcal{L}(Z, FRF, \Delta_{TX}, FBB, \Lambda) = \frac{1}{2} \| F_{DBF} - Z \|_F^2 + \mathbb{I}_{F_{DBF}^* \times L_T} \{ FRF \} + \mathbb{I}_{F_{DBF}^* \times L_T} \{ \Delta_{TX} \}
$$

$$
+ \frac{\alpha}{2} \| Z + \Lambda/F_{DBF} \Delta_{TX} F_{BB} \|_F^2 + \gamma T P_{TX}(F),
$$

where $\alpha$ is a scalar penalty parameter and $\Lambda \in \mathbb{C}^{N_2 \times L_T}$ is the Lagrange Multiplier matrix.

According to the ADMM approach [34], the solution to $(P_3)$ is derived by the following iterative steps where $n$ denotes the iteration index:

$$
(P_{3A}) : Z(n) = \arg \min_Z \mathcal{L}(Z, FRF(n-1), \Delta_{TX(n-1)}, FBB(n-1), \Lambda(n-1)),
$$
In order to apply the ADMM iterative procedure, we have to solve the optimization problems \((P_{3A})-\(P_{3D}\)). We may start from problem \((P_{3A})\) which can be written as follows:

\[
(P_{3A}') : \quad Z(n) = \arg \min_{Z} \frac{1}{2} \| (1 + \alpha)Z - F_{DBF} + A_{(n-1)} - \alpha F_{RF(n-1)} \Delta_{TX(n-1)} F_{BB(n-1)} \|^2_F.
\]

Problem \((P_{3A}')\) can be directly solved by equating the gradient of the augmented Lagrangian \((25)\) w.r.t. \(Z\) being set to zero. Therefore, we have

\[
Z(n) = \frac{1}{\alpha + 1} \left( F_{DBF} - A_{(n-1)} - \alpha F_{RF(n-1)} \Delta_{TX(n-1)} F_{BB(n-1)} \right).
\]

We may now proceed to solve \((P_{3B})\) which can be written in the following simplified form by keeping only the terms of the augmented Lagrangian that are dependent on \(F_{RF}\):

\[
(P_{3B}') : \quad F_{RF(n)} = \arg \min_{F_{RF}} 1_{\mathcal{F}^{N_T \times L_T}} \{ F_{RF} \} + \frac{\alpha}{2} \| Z(n) + A_{(n-1)} - \alpha F_{RF(n-1)} \Delta_{TX(n-1)} F_{BB(n-1)} \|^2_F.
\]

The solution to problem \((P_{3B}')\) does not admit a closed form and thus, it is approximated by solving the unconstrained problem and then projecting onto the set \(\mathcal{F}^{N_T \times L_T}\), i.e.,

\[
F_{RF(n)} = \Pi_{\mathcal{F}} \left\{ (A_{(n-1)} + \alpha Z(n)) F^H_{BB(n-1)} H^H_{TX(n-1)} (\alpha \Delta_{TX(n-1)} F_{BB(n-1)} \Delta^H_{TX(n-1)})^{-1} \right\},
\]

where \(\Pi_{\mathcal{F}}\) projects the solution onto the set \(\mathcal{F}\). This is computed by solving the following optimization problem [45]:

\[
(P_{3B}'') : \quad \min_{A_{\mathcal{F}}} \| A_{\mathcal{F}} - A \|^2_F, \text{ subject to } A_{\mathcal{F}} \in \mathcal{F},
\]

where \(A\) is an arbitrary matrix and \(A_{\mathcal{F}}\) is its projection onto the set \(\mathcal{F}\). The solution to \((P_{3B}'')\) is given by the phase of the complex elements of \(A\). Thus, for \(A_{\mathcal{F}} = \Pi_{\mathcal{F}} \{ A \} \) we have

\[
A_{\mathcal{F}}(x, y) = \begin{cases} 0, & A(x, y) = 0 \\ \frac{A(x, y)}{|A(x, y)|}, & A(x, y) \neq 0 \end{cases}
\]
Algorithm 1 Proposed ADMM Solution for the A/D Hybrid Precoder Design

1. Initialize: $Z, F_{RF}, \Delta_{TX}, F_{BB}$ with random values, $A$ with zeros, $\alpha = 1$ and $n = 1$
2. while The termination criteria of (31) are not met or $n \leq N_{\max}$ do
3. Update $Z(n)$ using solution (27), $F_{RF}(n)$ using solution (28), $\Delta_{TX}(n)$ by solving ($P_{3C}'$) using CVX [48], $F_{BB}(n)$ using solution (30), and update $\Lambda(n)$ using solution (26).
4. $n \leftarrow n + 1$
5. end while
6. return $F_{RF}^*, \Delta_{TX}^*, F_{BB}^*$

where $A_F(x, y)$ and $A(x, y)$ are the elements at the $x$th row-$y$th column of matrices $A_F$ and $A$, respectively. While, this is an approximate solution, it turns out that it behaves remarkably well, as verified in the simulation results of Section V. This is due to the interesting property that ADMM is observed to converge even in cases where the alternating minimization steps are not carried out exactly [34]. There are theoretical results that support this statement [46], [47], though an exact analysis for the case considered here is beyond the scope of this paper.

In a similar manner, ($P_{3C}$) may be re-written as,

$$(P_{3C}') : \Delta_{TX}(n) = \arg \min_{\Delta_{TX}} \left\{ \Delta_{TX}^T \Psi_T \vec{\Delta}_{TX} + \frac{\alpha}{\gamma} \left\| Z(n) + \Lambda(n-1) / \alpha - F_{RF}(n) \Delta_{TX} F_{BB}(n-1) \right\|_F^2 \right\}$$

$$+ \gamma T P_{TX}(F).$$

To solve the above problem, we can write:

$$(P_{3C}''') : \Delta_{TX}(n) = \arg \min_{\Delta_{TX}} \left\{ y_c - \Psi_T \vec{\Delta}_{TX} \right\}_2^2 + \gamma T P_{TX}(F),$$

subject to $\Delta_{TX} \in D_{TX}$.

The minimization problem in ($P_{3C}'''$) consists of $y_c = \text{vec}(Z(n) + \Lambda(n-1) / \alpha)$, $\Psi_T = F_{BB}(n-1) \otimes F_{RF}(n)$ ($\otimes$ being the Khatri-Rao product) and is solved using CVX [48].

The solution of problem ($P_{3D}$) may be written in the following form:

$$(P_{3D}') : F_{BB}(n) = \arg \min_{F_{BB}} \left\{ \frac{\alpha}{2} \left\| Z(n) + \Lambda(n-1) / \alpha - F_{RF}(n) \Delta_{TX}(n) F_{BB} \right\|_F^2 \right\}.$$
It is straightforward to see that the solution for \((P'_{3D})\) can be obtained by equating the gradient to zero and solving the resulting equation w.r.t. the matrix variable \(F_{BB}\), i.e.,

\[
F_{BB(n)} = \left(\alpha \Delta_{TX(n)}^H F_{RF(n)}^H F_{RF(n)} \Delta_{TX(n)} \right)^{-1} \Delta_{TX(n)}^H F_{RF(n)} \left(\Lambda_{(n-1)} + \alpha Z_{(n)}\right).
\]

(30)

Algorithm 1 provides the complete procedure to obtain the optimal analog precoder matrix \(F_{RF}\), the optimal bit resolution matrix \(\Delta_{TX}\) and the optimal baseband (or digital) precoder matrix \(F_{BB}\). It starts the alternating minimization procedure by initializing the entries of the matrices \(Z, F_{RF}, \Delta_{TX}, F_{BB}\) with random values and the entries of the Lagrange multiplier matrix \(\Lambda\) with zeros. For iteration index \(n\), \(Z_{(n)}, F_{RF(n)}, \Delta_{TX(n)}\) and \(F_{BB(n)}\) are updated using Step 3 which shows the steps to be used to obtain the matrices. A termination criterion related to either the maximum permitted number of iterations \(N_{max}\) is considered or the ADMM solution meeting the following criteria is considered:

\[
\|Z_{(n)} - Z_{(n-1)}\|_F \leq \epsilon^z \quad \text{and} \quad \|Z_{(n)} - F_{RF(n)} \Delta_{TX(n)} F_{BB(n)}\|_F \leq \epsilon^p,
\]

(31)

where \(\epsilon^z\) and \(\epsilon^p\) are the corresponding tolerances. Upon convergence, the number of bits for each DAC is obtained by using (2) and quantizing to the nearest integer value. The optimal hybrid precoding matrices \(F_{RF}, \Delta_{TX}, F_{BB}\) are obtained at the end of this algorithm.

Computational complexity analysis of Algorithm 1: When running Algorithm 1, mainly Step 3, while updating \(\Delta_{TX(n)}\) by solving \((P''_{3C})\) using CVX, involves multiplication by \(\Psi_T\) whose dimensions are \(L_T N_T \times N_s L_T\). In general, the solution of \((P''_{3C})\) can be upper-bounded by \(O((L_T^2 N_T N_s)^3)\) which can be improved significantly by exploiting the structure of \(\Psi_T\).

In the following section, we discuss the joint optimization problem at the RX and the solution to obtain the analog combiner matrix \(W_{RF}\), the ADC bit resolution matrix \(\Delta_{RX}\) and the digital combiner matrix \(W_{BB}\).

IV. JOINT ADC BIT ALLOCATION AND A/D HYBRID COMBINING OPTIMIZATION

A. Problem Formulation at the RX

Let us now move to the derivation of the solution to \((P_{1R})\). The set \(\mathcal{D}_{RX}\) represents the finite states of the ADC quantizer and is defined as,

\[
\mathcal{D}_{RX} = \{\Delta_{RX} \in \mathbb{R}^{L_R \times L_R} \mid m \leq \|\Delta_{RX}\|_0 \leq M \\forall \, i = 1, \ldots, L_R\}.
\]
Due to the perplexed form of the function \( \hat{R}(W_{RF}, \Delta_{RX}, W_{BB}) \), we follow the same arguments the under of which we approximated \( \mathcal{P}_2 \) by \( \mathcal{P}_{1T} \), in order to approximate \( \mathcal{P}_{IR} \) by

\[
(\mathcal{P}_3) : \min_{W_{RF}, \Delta_{RX}, W_{BB}} \frac{1}{2} \| W_{DBF} - W_{RF}\Delta_{RX}W_{BB} \|_F^2 + \gamma_R P_{RX}(\Delta_{RX}),
\]

subject to \( W_{RF} \in W_{RF}^{N_R \times L_x}, \Delta_{RX} \in D_{RX}^{L_x \times L_x} \),

where \( W_{DBF} \) is the optimal solution for the fully digital RX which is given by \( W_{DBF} = \sqrt{\hat{P}} U \), where \( U \in \mathbb{C}^{N_R \times N} \) is the orthonormal singular vector matrix which can be derived by the SVD of the equivalent channel matrix \( \hat{H} = HF^* = \hat{U}\hat{\Sigma}\hat{V}^H \), and \( \hat{P} \) is diagonal power allocation matrix. Problem \( (\mathcal{P}_3) \) is also non-convex due to the non-convex cost function and non-convex set of constraints, as well, and for its solution an ADMM-based solution similar to the case of \( (\mathcal{P}_2) \) is derived in the following subsection.

### B. Proposed ADMM Solution at the RX

In the following we develop an iterative procedure for solving \( (\mathcal{P}_3) \) based on ADMM [34]. We first transform \( (\mathcal{P}_3) \) into an amenable form. By using the auxiliary variable \( Z \), \( (\mathcal{P}_3) \) can be written as:

\[
(\mathcal{P}_6) : \min_{Z, W_{RF}, \Delta_{RX}, W_{BB}} \frac{1}{2} \| W_{DBF} - Z \|_F^2 + \| W_{RF} \|_F + \| \Delta_{RX} \|_F + \gamma_R P_{RX}(\Delta_{RX}),
\]

subject to \( Z = W_{RF}\Delta_{RX}W_{BB} \).

Problem \( (\mathcal{P}_6) \) formulates the A/D hybrid combiner matrix design as a matrix factorization problem. That is, the overall combiner \( Z \) is sought so that it minimizes the Euclidean distance to the optimal, fully digital combiner \( W_{DBF} \) while supporting the decomposition into the analog combiner matrix \( W_{RF} \), the quantization error matrix \( \Delta_{RX} \) and the digital combiner matrix \( W_{BB} \).

The augmented Lagrangian function of \( (\mathcal{P}_6) \) is given by

\[
\mathcal{L}(Z, W_{RF}, \Delta_{RX}, W_{BB}, \Lambda) = \frac{1}{2} \| W_{DBF} \|_F^2 + \| W_{RF} \|_F + \| \Delta_{RX} \|_F + \| \Lambda \|_F + \gamma_R P_{RX}(\Delta_{RX}),
\]

where \( \alpha \) is a scalar penalty parameter and \( \Lambda \in \mathbb{C}^{N_R \times L_x} \) is the Lagrange Multiplier matrix.

According to the ADMM approach [34], the solution to \( (\mathcal{P}_6) \) is derived by the following iterative steps:

\[
(\mathcal{P}_{6A}) : Z(n) = \arg \min_Z \frac{1}{2} \| (1 + \alpha)Z - W_{DBF} + \Lambda(n-1) - \alpha W_{RF(n-1)}\Delta_{RX(n-1)}W_{BB(n-1)} \|_F^2.
\]
Algorithm 2 Proposed ADMM Solution for the A/D Hybrid Combiner Design

1: Initialize: $Z, W_{\text{RF}}, \Delta_\text{RX}, W_{\text{BB}}$ with random values, $\Lambda$ with zeros, $\alpha = 1$ and $n = 1$
2: while $n \leq N_{\text{max}}$ do
3: Update $Z(n)$ using solution (34),
   $W_{\text{RF}(n)}$ using solution (35),
   $\Delta_\text{RX(n)}$ by solving $(P_{\text{AC}})$ using CVX [48],
   $W_{\text{BB}(n)}$ using solution (36), and
   update $\Lambda(n)$ using solution (33).
4: $n \leftarrow n + 1$
5: end while
6: return $W_{\text{RF}}$, $\Delta_\text{RX}$, $W_{\text{BB}}$

$(P_{\text{DB}})$: $W_{\text{RF}(n)} = \arg \min_{W_{\text{RF}}} \frac{1}{2} \| w_{\text{RF}}^* w_{\text{RF}} \{ W_{\text{RF}} \} + \frac{\alpha}{2} \| Z(n) + \Lambda(n-1)/\alpha - W_{\text{RF}} \Delta_\text{RX(n-1)} W_{\text{BB}(n-1)} \|^2_F$,

$(P_{\text{AC}})$: $\Delta_\text{RX(n)} = \arg \min_{\Delta_\text{RX}} \| y_c - \Psi_\text{RX} \text{vec}(\Delta_\text{RX}) \|^2 + \gamma R(\Delta_\text{RX})$ subject to $\Delta_\text{RX} \in D_{\text{RX}}$,

$(P_{\text{DD}})$: $W_{\text{BB}(n)} = \arg \min_{W_{\text{BB}}} \frac{\alpha}{2} \| Z(n) + \Lambda(n-1)/\alpha - W_{\text{RF}(n)} \Delta_\text{RX(n)} W_{\text{BB}} \|^2_F$.

$\Lambda(n) = \Lambda(n-1) + \alpha \left( Z(n) - W_{\text{RF}(n)} \Delta_\text{RX(n)} W_{\text{BB}(n)} \right)$, \hspace{1cm} (33)

where $n$ denotes the iteration index, $y_c = \text{vec}(Z(n)) + \Lambda(n-1)/\alpha$ and $\Psi_\text{RX} = W_{\text{BB}(n-1)} \otimes W_{\text{RF}(n)}$ ($\otimes$ is the Khatri-Rao product).

We solve the optimization problems $(P_{\text{AC}}) - (P_{\text{DD}})$ in a similar way to the derivations in Section III for the TX. The solution for $Z(n)$ is:

$$
Z(n) = \frac{1}{\alpha + 1}(W_{\text{DBF}} - \Lambda(n-1) + \alpha W_{\text{RF}(n-1)} \Delta_\text{RX(n-1)} W_{\text{BB}(n-1)}).
$$ \hspace{1cm} (34)

The equation for $W_{\text{RF}(n)}$ is as follows:

$$
W_{\text{RF}(n)} = \Pi_{W} \left\{ (\Lambda(n-1) + \alpha Z(n)) W_{\text{BB}(n-1)}^H \Delta_\text{RX(n-1)} H \right\}.
$$ \hspace{1cm} (35)

The solution to $\Delta_\text{RX(n)}$ is obtained by solving $(P_{\text{AC}})$ using CVX [48]. The matrix $W_{\text{BB}(n)}$ is obtained as follows:

$$
W_{\text{BB}(n)} = \left\{ (\alpha \Delta_\text{RX(n)} H W_{\text{RF}(n)}^H W_{\text{RF}(n)} \Delta_\text{RX(n)})^{-1} \right\} \Delta_\text{RX(n)}^H W_{\text{RF}(n)}^H \Lambda(n-1) + \alpha Z(n)).$$ \hspace{1cm} (36)
Algorithm 2 provides the complete procedure to obtain $W_{RF}$, $\Delta_{RX}$ and $W_{BB}$. It starts by initializing the entries of the matrices $Z$, $W_{RF}$, $\Delta_{RX}$, $W_{BB}$ with random values and the entries of the Lagrange multiplier matrix $\Lambda$ with zeros. For iteration index $n$, $Z(n)$, $W_{RF(n)}$, $\Delta_{RX(n)}$, $W_{BB(n)}$ are updated at each iteration step by using the solution in (34), (35), solving $(P_{BC})$ using CVX, (36) and (33), respectively. The operator $\Pi_W$ projects the solution onto the set $W$. This procedure is identical to problem $(P_{IB}''')$ in Section III, except that the set $W$ replaces $F$. A termination criterion is defined using a maximum number of iterations ($N_{\text{max}}$) or a fidelity criterion similar to (31). Upon convergence, the number of bits for each ADC is obtained by using (3) and quantizing to the nearest integer value. The optimal hybrid combining matrices $W_{RF}^*$, $\Delta_{RX}^*$, $W_{BB}^*$ are obtained at the end of this algorithm.

**Computational complexity analysis of Algorithm 2:** Similar to Algorithm 1 for the TX, the complexity of the solution of $(P_{BC})$ can be upper-bounded by $O((L_R^2N_R^2)^3)$ which can be improved significantly by exploiting the structure of $\Psi_R$.

Once the optimal DAC and ADC bit resolution matrices, i.e., $\Delta_{TX}$ and $\Delta_{RX}$, and optimal hybrid precoding and combining matrices, i.e., $F_{RF}$, $F_{BB}$ and $W_{RF}$, $W_{BB}$, are obtained then they can be plugged into (14) and (15) to obtain the maximum EE in (13). In the next section, we discuss the simulation results based on the proposed solution at the TX and the RX, and comparison with existing benchmark techniques.

**V. SIMULATION RESULTS**

In this section, we evaluate the performance of the proposed ADMM solution using computer simulation results. All the results have been averaged over 1000 Monte-Carlo realizations. For comparison with the proposed ADMM solution, we consider following benchmark techniques:

1) **Digital beamforming with 8-bit resolution:** We consider the conventional fully digital beamforming architecture, where the number of RF chains at the TX/RX is equal to the number of TX/RX antennas, i.e., $L_T = N_T$ and $L_R = N_R$. In terms of the resolution sampling, we consider full-bit resolution, i.e., $M = 8$-bit, which represents the best case from the achievable SE perspective.

2) **A/D Hybrid beamforming with 1-bit and 8-bit resolutions:** We also consider a A/D hybrid beamforming architecture with $L_T < N_T$ and $L_R < N_R$, for two cases of DAC/ADC bit resolution: a) 1-bit resolution which usually shows reasonable EE performance, and b) 8-bit resolution which usually shows high SE results.
Power Terms

<table>
<thead>
<tr>
<th>Power Terms</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power per bit in the DAC/ADC</td>
<td>$P_{\text{DAC}} = P_{\text{ADC}} = 100 \text{ mW}$</td>
</tr>
<tr>
<td>Circuit power at the TX/RX</td>
<td>$P_T = P_R = 10 \text{ W}$</td>
</tr>
<tr>
<td>Power per phase shifter at the TX/RX</td>
<td>$P_{\text{PT}} = P_{\text{PR}} = 10 \text{ mW}$</td>
</tr>
<tr>
<td>Power per antenna at the TX/RX</td>
<td>$P_T = P_R = 100 \text{ mW}$</td>
</tr>
</tbody>
</table>

(a) Typical values of the power terms [49] used in (16) and (18).

System Parameters

<table>
<thead>
<tr>
<th>System Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of clusters</td>
<td>$N_{\text{cl}} = 2$</td>
</tr>
<tr>
<td>Number of rays</td>
<td>$N_{\text{ray}} = 3$</td>
</tr>
<tr>
<td>Number of TX antennas</td>
<td>$N_T = 32$</td>
</tr>
<tr>
<td>Number of RX antennas</td>
<td>$N_R = 5$</td>
</tr>
<tr>
<td>Number of TX/RX RF chains</td>
<td>$L_T = L_R = 5$</td>
</tr>
<tr>
<td>Number of data streams</td>
<td>$N_s = 5$</td>
</tr>
<tr>
<td>Bit resolution range</td>
<td>$[m, M] = [1, 8]$</td>
</tr>
<tr>
<td>Maximum number of ADMM iterations</td>
<td>$N_{\text{max}} = 20$</td>
</tr>
<tr>
<td>Maximum TX/RX trade-off parameter</td>
<td>$\gamma_{\text{max}}^T = 0.1; \gamma_{\text{max}}^R = 1$</td>
</tr>
</tbody>
</table>

(b) System parameter values.

TABLE I: Summary of the simulation parameter values.

3) Brute force with A/D hybrid beamforming: We also implement an exhaustive search approach as an upper bound for EE maximization called brute force (BF), based on [16]. Firstly the EE problem is split into TX and RX optimization problems similar to those for the proposed ADMM approach. Then it makes a search over all the possible DAC and ADC bit resolutions in the range of $[m, M]$ associated with the each RF chain from 1 to $L_T$ and 1 to $L_R$ at the TX and the RX, respectively. It then finds the best EE out of all the possible cases and chooses the corresponding optimal resolution for each DAC and ADC. This method provides the best possible EE performance and serves as upper bound for EE maximization by the ADMM approach.

Complexity comparison with the BF approach: The proposed ADMM solution has lower complexity than the upper bound BF approach because the BF technique involves a search over all the possible DAC/ADC bit resolutions while the proposed ADMM solution directly optimizes the number of bits at each DAC/ADC. We constrain the number of RF chains $L_T = L_R = 5$ for the BF approach due to the high complexity order which is $O(M^{L_T})$ and $O(M^{L_R})$ at the TX and the RX, respectively.
Fig. 2: Convergence of the proposed ADMM solution at the TX and the RX.

**System setup:** Table 1 summarizes the simulation values used for the system and power terms, and in addition, we consider $\alpha = 1$ and $\sigma^2_{\alpha,i} = 1$. The azimuth angles of departure and arrival are computed with uniformly distributed mean angles, and each cluster follows a Laplacian distribution about the mean angle. The antenna elements in the ULA are spaced by distance $d = \lambda/2$. The signal-to-noise ratio (SNR) is given by the inverse of the noise variance, i.e., $1/\sigma_n^2$. The transmit vector $x$ is composed of the normalized i.i.d. Gaussian symbols. Under this assumption the covariance matrix of $x$ is an identity matrix.

**Convergence of the proposed ADMM solution:** Figs. 2 (a) and 2 (b) show the convergence of the ADMM solution at the TX and the RX as proposed in Algorithm 1 and Algorithm 2, respectively, to obtain the optimal bit resolution at each DAC/ADC and the corresponding optimal precoder/combiner matrices. It can be observed from Fig. 2 (a) that the proposed solution converges rapidly within 16 iterations and the normalized mean square error (NMSE) at the TX, $\left\| F_{DBF} - F_{RF(N_{max})}F_{BB(N_{max})}\right\|^2_F / \left\| F_{DBF}\right\|^2_F$, goes as low as -15 dB. Similarly, in Fig. 2 (b), the proposed solution again converges rapidly and the NMSE at the RX, $\left\| W_{DBF} - W_{RF(N_{max})}W_{BB(N_{max})}\right\|^2_F / \left\| W_{DBF}\right\|^2_F$, goes as low as -17 dB. A lower number of TX/RX antennas shows lower NMSE for a given number of iterations as expected, since fewer parameters are required to be estimated.

Fig. 3 shows the performance of the proposed ADMM solution compared with existing benchmark techniques w.r.t. SNR at $\gamma_T = 0.001$ and $\gamma_R = 0.5$. The proposed ADMM solution achieves high EE which is computed by (13) after obtaining the optimal DAC and ADC bit resolution matrices, i.e., $\Delta_{TX}$ and $\Delta_{RX}$, and optimal hybrid precoding and combining matrices, i.e., $F_{RF}$, $F_{BB}$ and $W_{RF}$, $W_{BB}$. The results are plugged into (14) and (15) to evaluate rate and...
Fig. 3: EE and SE performance w.r.t. SNR at $\gamma_T = 0.001$ and $\gamma_R = 0.5$.

Fig. 4: EE and SE performance w.r.t. $N_T$ at SNR = 10 dB, $\gamma_T = 0.001$ and $\gamma_R = 0.5$.

power respectively. The EE for the proposed solution has similar performance to the BF approach and is better than the hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines, e.g., at SNR = 10 dB, the proposed ADMM solution outperforms the hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines by about 0.03 bits/Hz/J, 0.04 bits/Hz/J and 0.065 bits/Hz/J, respectively.

The proposed solution also exhibits better SE, which is the rate in (14) after obtaining the optimal DAC and ADC bit resolution matrices, and optimal hybrid precoding and combining matrices, than the hybrid 1-bit and has similar performance to the BF approach for high and
Fig. 5: EE performance w.r.t. $N_{R}$ and $L_{R}$ at SNR = 10 dB, $\gamma_{T} = 0.001$ and $\gamma_{R} = 0.5$.

Fig. 6: EE and SE performance w.r.t. $L_{T}$ at SNR = 10 dB, $\gamma_{T} = 0.001$ and $\gamma_{R} = 0.5$.

low SNR regions and hybrid 8-bit baseline for low SNR region. Note that the proposed ADMM solution enables the selection of different resolutions for different DACs/ADCs and thus, it offers a better trade-off for EE versus SE than existing approaches which are based on a fixed DAC/ADC bit resolution.

Fig. 4 shows the EE (from (13)) and SE (from (14)) performance results w.r.t. the number of TX antennas $N_{T}$ at 10 dB SNR, $\gamma_{T} = 0.001$ and $\gamma_{R} = 0.5$. The proposed ADMM solution again achieves high EE and performs similar to the BF approach and better than the hybrid 1-bit, the
Fig. 7: Average number of bits for proposed ADMM w.r.t. $\gamma_T$ and $\gamma_R$ at the TX and the RX, respectively, at SNR = 10 dB.

Fig. 8: EE and SE performance w.r.t. $\gamma_T$ at SNR = 10 dB.

hybrid 8-bit and the digital full-bit baselines. For example, at $N_T = 20$, the proposed ADMM solution outperforms hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines by about 0.03 bits/Hz/J, 0.045 bits/Hz/J and 0.06 bits/Hz/J, respectively. The proposed ADMM solution also exhibits SE performance similar to the BF approach and better than the hybrid 1-bit baseline.

Fig. 5 shows the EE performance results w.r.t. the number of RX antennas $N_R$ and the number
Fig. 9: EE and SE performance w.r.t. $\gamma_R$ at SNR = 10 dB.

Fig. 10: Power consumption w.r.t. $\gamma_T$ and $\gamma_R$ at the TX and RX, respectively, at SNR = 10 dB.

The proposed ADMM solution again achieves high EE which decreases with increase in the number of RX RF chains, and performs similar to the BF approach (for versus $N_R$) and better than the hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines. For example, at $N_R = 7$, the proposed ADMM solution outperforms hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines by about 0.03 bits/Hz/J, 0.06 bits/Hz/J and 0.09 bits/Hz/J, respectively. Also, e.g., at $L_R = 6$, the proposed ADMM solution outperforms hybrid 1-bit, the hybrid 8-bit and the digital full-bit baselines by about 0.03 bits/Hz/J, 0.06 bits/Hz/J and 0.09 bits/Hz/J, respectively.
baselines by about 0.025 bits/Hz/J, 0.08 bits/Hz/J and 0.115 bits/Hz/J, respectively. Due to the high complexity of the BF approach, we do not plot results for this approach w.r.t. $L_T$ and $L_R$.

Fig. 6 shows the EE and SE performance results w.r.t. the number of TX RF chains $L_T$ at 10 dB SNR, $\gamma_T = 0.001$ and $\gamma_R = 0.5$. The proposed ADMM solution achieves high EE, though this decreases with increase in the number of TX RF chains ADMM achieves better EE performance than the hybrid 1-bit, the hybrid 8-bit and the digital full-bit resolution baselines. Also, the proposed ADMM solution exhibits SE performance better than the hybrid 1-bit baseline.

Furthermore, we investigate the performance over the trade-off parameters $\gamma_T$ and $\gamma_R$ introduced in (P2) and (P3), respectively. Fig. 7 shows the bar plot of the average of the optimal number of bits selected by the proposed ADMM solution for each DAC versus $\gamma_T$ and for each ADC versus $\gamma_R$. It can be observed that the average optimal number decreases with the increase in $\gamma_T$ and $\gamma_R$, for example, the average number of DAC bits is around 6 for $\gamma_T = 0.001$, 5 for $\gamma_T = 0.01$ and 4 for $\gamma_T = 0.1$. Similarly, at the RX, the average number of ADC bits is about 5 for $\gamma_R = 0.001$, 4 for $\gamma_R = 0.01$ and 3 for $\gamma_R = 0.1$. This is because increasing $\gamma_T$ or $\gamma_R$ gives more weight to the power consumption.

Figs. 8 and 9 show the EE and SE plots for several solutions w.r.t. $\gamma_T$ and $\gamma_R$ at the TX and the RX, respectively. It can be observed that the proposed solution achieves higher EE performance than the fixed bit allocation solutions such as the digital full-bit, the hybrid 1-bit and the hybrid 8-bit baselines and achieves comparable EE and SE results to the BF approach. These curves also show that adjusting $\gamma_T$ and $\gamma_R$ values allow the system to vary the energy-rate trade-off. Note that the TX also accounts for the extra power term, i.e., $\text{tr}(FF^H)$ as shown in (16) which means that the selected $\gamma_T$ parameter at the TX is lower than the selected $\gamma_R$ parameter at the RX. Fig. 10 shows that the power consumption in the proposed case is low and decreases with the increase in the trade-off parameter $\gamma_T$ and $\gamma_R$ values unlike digital 8-bit, fixed bit resolution hybrid baselines and the BF approach.

VI. CONCLUSION

This paper proposes an energy efficient mmWave A/D hybrid MIMO system which can vary dynamically the DAC and ADC bit resolutions at the TX and the RX, respectively. This method uses the decomposition of the A/D hybrid precoder/combiner matrix into three parts representing the analog precoder/combiner matrix, the DAC/ADC bit resolution matrix and the digital precoder/combiner matrix. These three matrices are optimized by a novel ADMM solution...
which outperforms the EE of the digital full-bit, the hybrid 1-bit beamforming and the hybrid 8-bit beamforming baselines, for example, by 3%, 4% and 6.5%, respectively, for a typical value of 10 dB SNR. There is an energy-rate trade-off with the BF approach which yields the upper bound for EE maximization and the proposed ADMM solution exhibits lower computational complexity. Moreover, the proposed ADMM solution enables the selection of the optimal resolution for each DAC/ADC and thus, it offers better trade-off for data rate versus EE than existing approaches that are based on a fixed DAC/ADC bit resolution.
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Abstract—At millimeter wave (mmWave) frequencies, the higher cost and power consumption of hardware components in multiple-input multiple output (MIMO) systems do not allow beamforming entirely at the baseband with a separate radio frequency (RF) chain for each antenna. In such scenarios, to enable spatial multiplexing, hybrid beamforming, which uses phase shifters to connect a fewer number of RF chains to a large number of antennas is a cost effective and energy-saving alternative. This paper describes our research on fully adaptive transceivers that adapt their behaviour on a frame-by-frame basis, so that a mmWave hybrid MIMO system always operates in the most energy efficient manner. Exhaustive search based brute force approach is computationally intensive, so we study fractional programming as a low-cost alternative to solve the problem which maximizes energy efficiency. The performance results indicate that the resulting mmWave hybrid MIMO transceiver achieves significantly improved energy efficiency results compared to the baseline cases involving analogue-only or digital-only signal processing solutions, and shows performance trade-offs with the brute force approach.

Index Terms—energy efficiency, hybrid beamforming, MIMO, millimeter wave, 5G and beyond.

I. INTRODUCTION

Fifth generation (5G) technology is set to address the consumer demands and performance enhancements for mobile communication in 2020 and beyond [1]. There will be 28.5 billion networked devices and connections by 2022 [2] and 8.9 billion mobile subscriptions by the end of 2024 [3]. For such large scale use of mobile devices through 5G and beyond 5G services, the communication systems would require increased capacity, high data rates, improved coverage and also reduced energy consumption. We currently use the microwave frequency spectrum for communication which is congested with a large number of consumer devices raising the demand for an unused and available spectrum. This increased demand on bandwidth and capacity can be resolved by the use of millimeter wave (mmWave) frequency spectrum which ranges from 30-300 GHz [4]. This is beneficial as the larger spectral channels at mmWave would lead to higher data rates. Moreover, the large scale antenna arrays such as the multiple-input multiple-output (MIMO) systems can reduce the high path loss at mmWave frequencies [5], [6]. However, it would be difficult to use one radio frequency (RF) chain per antenna leading to a least energy efficient and highly complex system. Thus, using digital beamforming which needs a dedicated RF chain per antenna is not very practical from energy efficiency (EE) and hardware complexity perspectives. To save power and reduce complexity, analogue beamforming can be used where a network of analogue phase shifters connects the antennas to a single RF chain [7], but multi-stream and multi-user communication cannot be supported.

A mmWave MIMO system with hybrid beamforming (HBF) architecture can save power and reduce hardware complexity using fewer number of RF chains than the large number of antennas, and support multi-stream communication with high spectral efficiency (SE) [8]–[12]. Such systems can also be optimized to achieve high EE gains [13] but this has not been widely studied for EE maximization with low complexity. Low resolution sampling can be implemented to save power such as in [14] we discuss EE maximization with low resolution digital-to-analogue converters (DACs) at the transmitter (TX), in [15] with low resolution analogue-to-digital converters (ADCs) at the receiver (RX) and in [16] with low resolution sampling at both the DACs and the ADCs. However, the existing literature mostly considers fixed number of RF chains for high SE performance [8]–[12] and RF chains consume a lot of power which increases the cost of MIMO systems [17]. Reference [13] provides an exhaustive search based brute force (BF) approach where a full precoder design is evaluated for all possible combinations of RF chains, in order to select the number of RF chains that maximizes EE but this is a computationally inefficient solution. Moreover, lower complexity solutions can be implemented to design the HBF matrices than in [8], [13].

Contribution: This paper describes different approaches to performing dynamic adaptation of a mmWave hybrid MIMO system on a frame-by-frame basis. Our idea exploits the beam training phase in the communication system to learn the propagation conditions. Based on this, we can choose to adapt the behaviour of the transceiver in order to optimize a performance metric of interest, such as EE. Maximizing EE is challenging mathematically because it is a ratio of two important parameters, namely data rate (or SE) and power. In our recent research, we use the Dinkelbach method (DM) [18] to replace this ratio function by an iterative sequence of problems based on the difference of the numerator and denominator. In this work, we discuss different ways to optimize the transceivers, particularly in relation to the number of activated
RF chains and the sample rate of the system. As a practical example, we present a more detailed discussion of how the Dinkelbach’s approach can be used to optimize the EE and simultaneously achieve a low complexity alternative to the exhaustive search based BF approach in [13]. An attractive feature of our approach is that we only need to compute the HBF matrices once, after the number of RF chains is determined by the DM based solution.

**Notations and Organization:** Table I provides a list of notations used in this paper along with their description. The remainder of the paper is structured as follows: Section II describes the channel model and HBF architecture that is used in the paper. Section III describes the EE maximization problem and we describe different approaches that we have studied to address this problem. In Section IV, we discuss in more detail how the DM can be applied to select the optimal number of RF chains. Section V presents simulation results to show the performance improvements of the DM and finally Section VI presents conclusions to the paper.

**II. MmWave MIMO System with HBF**

**A. MmWave Channel**

We use a narrowband clustered channel model due to different channel settings at mmWave such as the number of multipaths, amplitudes, etc. [6]. We consider $N_d$ clusters with $N_{\text{coh}}$ paths related to each cluster and for a single user system we have $N_T$ TX antennas transmitting $N_c$ data streams to $N_R$ RX antennas. This mmWave channel can be expressed as

$$H = \sum_{i=1}^{N_d} \sum_{t=1}^{N_{\text{coh}}} \alpha_{it} a_{it}(\phi_{it}) a_T(\phi_{it}^T)$$,  \hspace{1cm} (1)$$

where $\alpha_{it} \sim \mathcal{CN}(0, \sigma_{\alpha}^2)$ is the gain term with $\sigma_{\alpha}^2$ being the average power of the $i^{th}$ cluster. The vectors $a_T(\phi_{it}^T)$ and $a_{it}(\phi_{it})$ denote the normalized array response vectors at the TX and the RX, respectively [6], with $\phi_{it}^T$ being the azimuth angles of departure and $\phi_{it}$ being the azimuth angles of arrival. We assume the transmit and receive arrays are uniform linear arrays (ULAs) of antennas, which are modelled as ideal sectored elements [19].

**B. MIMO System with HBF Architecture**

**Fig. 1** shows the system model considered in this paper where $L_T$ is the number of available RF chains at the TX and $L_R$ at the RX. Based on MIMO communication with HBF, we follow the conditions $N_c \leq L_T \leq N_T$ and $N_c \leq L_R \leq N_R$. The symbol vector $s \in \mathbb{C}^{N_c \times 1}$ at the TX is such that $E\{ss^H\} = \frac{\text{tr}}{N_c} I_N$. The digital precoder matrix right before the DAC-RF chain blocks is $F_{\text{BB}} \in \mathbb{C}^{L_T \times N_c} = \begin{bmatrix} F_{\text{BB}} \end{bmatrix}$ where $F_{\text{BB}}$ is the digital precoder matrix before the switches and $P_{\text{RF}} \in \mathbb{R}^{L_R \times L_T}$ is a diagonal matrix with entries of power allocation values. We have $\text{tr}(P_{\text{RF}}) = P_{\text{max}}$, where $P_{\text{max}}$ is the maximum allocated power. The entries of the analogue precoder matrix $F_{\text{RF}} \in \mathbb{C}^{N_c \times L_T}$ are of constant modulus and this matrix models the phase shifting network which is only able to adjust the phase of the incoming signals, not the amplitude [8]. Note that the power constraint at the TX is satisfied by $\|F_{\text{BB}}F_{\text{RF}}\|^2 = P_{\text{max}}$. The matrices $W_{\text{BB}} \in \mathbb{C}^{L_T \times N_c}$ and $W_{\text{RF}} \in \mathbb{C}^{N_c \times L_T}$ denote the digital combiner and the analogue combiner at the RX, respectively. The analogue combiner matrix is also constant modulus.

We assume the channel state information (CSI) to be known at both the TX and the RX. Then the signal received at the RX antennas $y \in \mathbb{C}^{N_R \times 1}$ can be written as

$$y = HF_{\text{RF}}F_{\text{BB}}s + n$$,  \hspace{1cm} (2)$$

where $n \in \mathbb{C}^{N_R \times 1} = \mathcal{CN}(0, \sigma_n^2)$ represents independent and identically distributed complex additive noise. After the analogue combiner and digital combiner units, the RX output signal can be expressed as

$$r = W_{\text{RF}}^H y = W_{\text{RF}}^H y + W_{\text{RF}}^H F_{\text{RF}}F_{\text{BB}}s + W_{\text{RF}}^H HF_{\text{BB}} s + \text{noise}$$,  \hspace{1cm} (3)$$

The mechanism to select only required number of RF chains $L_T^{\text{opt}}$ out of the available $L_T$ RF chains is implemented during the baseband processing. The proposed DM based solution drives this selection mechanism, which uses dynamic power allocation to decide on how many RF chains should be active.
during each channel realization. In the next section, we derive a fractional programming problem from the problem which maximizes EE and implement the Dinkelbach’s approach to obtain the number of RF chains optimally at the TX/RX.

III. OVERVIEW OF EE MAXIMIZATION

In terms of the SE \( R \) (bits/s/Hz) and the power consumption \( P \) (W), the EE can be written as

\[
EE(P_{TX}) \triangleq \frac{R(P_{TX})}{P(P_{TX})}. \tag{4}
\]

In (4), \( P_{TX} \in \mathcal{D}_{L_T \times L_T} \) represents a square matrix whose diagonal entries contain the transmission power of each data stream at the output of the digitally-computer precoder matrix, while all non-diagonal entries are zero. The notation \( \mathcal{D}_{L_T \times L_T} \subset \mathbb{R}^{L_T \times L_T} \) represents the set of possible choices for \( L_T \times L_T \) matrices, given the existence of a maximum transmit power constraint.

In order to represent the selection mechanism for RF chains at the digital precoder, we consider \( P_{TX, k} \in [0, P_{max}] \forall k = 1, \ldots, L_T \). The diagonal entries of \( P_{TX} \) with a zero value means an open switch in the selection mechanism shown in Fig. 1. This means that the non-zero diagonal entries of the matrix \( P_{TX} \) determine the number of the active RF chains currently selected at the TX side, i.e., \( L_T^{opt} = \|P_{TX}\|_0 \). We may achieve high SE by increasing the number of RF chains, however, it increases power consumption as well. Thus, maximizing EE in (4) given suitable constraints on the solution provides us with a practical method for selecting the TX/RX configuration with the best performance trade-off.

The optimization problem in (4) has inspired us to study several different approaches to optimize the performance of a mmWave hybrid MIMO transceiver. As shown in Fig. 2, we deal with two phases in a single communication frame where we assume that at the start of each data frame, a beam training phase provides information to both the TX and RX about the current channel matrix \( \mathbf{H} \) and there are \( L_T \) active RF chains. Based on this knowledge it is possible to adapt the behaviour of the TX and RX before the main data communication phase, where in this paper, the DM based solution is applied to obtain only that number of RF chains which maximizes EE and the complexity is kept minimum. More details of this approach are presented in Section IV below.

1) **RF Chain Selection:** In Fig. 1, the analogue precoder and the analogue combiner may connect every RF chain to every TX/RX antenna, which is termed as a *fully-connected* structure. Alternatively, in a structure which is termed as *partially-connected*, each RF chain may only be connected to a subset of all the antennas. In the latter case, we have explored an optimization technique to select the best set of RF chains for data transmission in [20]. A key feature of this approach is that we use a low signal-to-noise ratio (SNR) approximation of the data rate to simplify the optimization approach. A sparse solution for the RF chains is desired and this is obtained by minimizing the number of non-zero entries in the matrix \( P_{TX} \). This is achieved practically by using a technique called convex relaxation which allows the optimization to be performed efficiently. However, there is lack of research in literature dealing with the selection of RF chains. In a hardware setup, whether its fully-connected or partially-connected, when HBF is implemented on a field-programmable gate array (FPGA) chip, switching on only the needed RF chains would save a lot of power leading to an energy efficient communication system. Following that approach, in [18] we consider a fully-connected structure (as shown in Fig. 1) and the Dinkelbach’s approach selects only that number of RF chains which maximizes EE and the complexity is kept minimum. More details of this approach are presented in Section IV below.

2) **Sampling Rate Selection:** A number of papers recently have shown that using limited resolution digital-to-analogue or analogue-to-digital converters in the TX or RX can improve communications efficiency [21]. The reason for this is that the power consumed by a sampling device scales in an exponential manner with the number of quantization bits that are used. The limitation of using limited resolution sampling is that it can limit the overall data rate at high SNR values. However, limited resolution sampling can be particularly attractive for low or medium SNR values where the SE is lower. Reference [14] extends the RF chain selection approach of [18] to the case where the TX uses the fully-connected structure and each RF chain uses fixed resolution DACs at the TX. In that paper, a linear model is used to describe the impact of quantization, through a scaling factor and the addition of a noise term which represents the quantization noise. Similarly, the partially-connected case is with limited resolution sampling studied in [20]. We have recently extended this work to consider the joint optimization of both the HBF matrices design and the bit level resolution of each RF chain [15], [16]. This involves a complex model where the effect of the quantization noise on the data throughput is explicitly modelled and the bit level resolution can be adjusted to optimize the resulting EE. We introduce a novel matrix decomposition that is applied to the HBF matrices at both the TX and RX, i.e., the joint decomposition of a matrix representing analogue beamforming matrix, a second matrix modelling the impact of bit resolution on receiver noise and a third matrix that models digital baseband beamforming. Moreover, we address the joint TX-RX problem...
unlike in the existing literature and the optimization approach we follow requires the use of the alternating direction method of multipliers to find the best solution for both the HBF matrices and the required bit resolutions at the TX and RX in order to maximize EE.

Next, we describe the Dinkelbach’s approach for selecting the number of RF chains optimally and show how this leads to a low-cost solution to EE maximization.

IV. RF Chain Selection for Maximum EE
A. RF Chain Selection Formulation
For MIMO with HBF and point-to-point communication, the SE $R$ given the active number of RF chains is

$$R(P_{TX}, P_{RX}) = \log |I_{s} + \sum_{\nu=1}^{N_{R}} W^{\nu}_{TX} F_{\nu}^{RF} H^{\nu} W_{BB} F_{\nu}^{RF} H^{\nu} W_{BB}|,$$ 

(5)

where the real valued $L_{T} \times L_{T}$ matrix $P_{TX}$ is the diagonal matrix allocating power at the TX side. At the RX, instead we use the $L_{R} \times L_{R}$ real-valued diagonal matrix $P_{RX}$ with entries from $\{0, 1\}$, since this matrix represents the activated RF chains, thus, $L_{opt}^{\nu} = |P_{RX}|_{ij}$.

Following [8], we assume that $F_{\nu}^{RF} F_{\nu}^{H} = I_{L_{\nu}}$ and $W_{BB} W_{BB}^{H} = I_{N}$, then the SE can be written as

$$R(P_{TX}, P_{RX}) = \log |I_{s} + \sum_{\nu=1}^{N_{R}} W^{\nu}_{TX} F_{\nu}^{RF} H^{\nu} W_{BB} F_{\nu}^{H} W_{BB}|.$$ 

(6)

The problem in (6) can be simplified by considering the TX side and the RX side separately. To compute the matrix $P_{TX}$ it is assumed that the RX has activated all its RF chains, so that $P_{RX} = I_{L_{\nu}}$. In that case, the SE can be expressed as

$$R(P_{TX}) = \log |I_{s} + \sum_{\nu=1}^{N_{R}} W^{\nu}_{TX} F_{\nu}^{RF} H^{\nu} W_{BB} F_{\nu}^{H} W_{BB}|.$$ 

(7)

Once the matrix $P_{TX}$ is obtained, the matrix $P_{RX}$ can be computed via the following SE expression:

$$R(P_{RX}) = \log |I_{s} + \sum_{\nu=1}^{N_{R}} W^{\nu}_{TX} F_{\nu}^{RF} H^{\nu} W_{BB} F_{\nu}^{H} W_{BB}|.$$ 

(8)

Next, we focus on how to maximize the EE for the TX in order to select the optimal number of RF chains $L_{opt}^{\nu}$. The alternative of trying to solve (8) to maximize EE at the RX results leads to a complex integer programming optimization problem. This paper, we will assume that the number of TX and RX spatial streams are the same, so that $L_{opt}^{TX} = L_{opt}^{RX}$.

Following [5], the total consumed power $P$ for a HBF MIMO communication system can be expressed as

$$P = \beta |U_{HH}^{\nu} V_{\nu}^{H} U_{BB} F_{\nu}^{RF} H^{\nu} W_{BB} F_{\nu}^{H} W_{BB}|.$$ 

(9)

where the power terms $P_{CP}$, $P_{RF}$, $P_{PS}$, $P_{F}$ and $P_{RF}$ represent the power required by the circuit components, the power required by each RF chain, the power required by each phase shifter, the consumed power for each antenna at the TX and that required for each RX antenna, respectively. The parameter $\beta$ is the reciprocal of amplifier efficiency.

Let us delete the subscript “TX” from $P_{TX}$ in order to write simplified expressions. Hence, the EE maximization problem in (4) can be expressed with respect to $P \in \mathbb{R}_{L_{T} \times L_{T}}$ as

$$\max_{P \in \mathbb{R}_{L_{T} \times L_{T}}} \frac{R(P)}{P} \quad \text{s. t. } P(P) \leq P_{max} \quad \& \quad R(P) \geq R_{min}. \quad (10)$$

Note that the power constraint in (10) provides an upper limit on the power required for the HBF MIMO communication system, i.e., $P_{max} = \beta P_{max} + 2P_{CP} + T_{F} P_{F} + N_{G} P_{G} + L_{T} \times (L_{RF} + N_{RF} P_{RF}) + L_{R}(P_{RF} + N_{RF} P_{RF})$. Next, we proceed with the proposed Dinkelbach’s approach to obtain both the number of RF chains and the data streams optimally.

B. Dinkelbach’s Approach to EE Maximization
In order to obtain a solution to (10) which is a fractional programming problem, we can implement the DM based solution. Dinkelbach’s algorithm was first introduced in [22] and it appears to be an efficient algorithm to solve fractional problems. This is verified by the simulation results presented in Section V where we can observe that the Dinkelbach’s approach achieves good performance. We can replace the EE ratio in (10) with an iterative sequence of difference-based optimizations as follows:

$$\max_{P \in \mathbb{R}_{L_{T} \times L_{T}}} \left\{ \frac{R(P^{m}) - \nu^{m}(P^{m}) P(P^{m})}{P^{m}} \right\} \quad \text{s. t. } P(P^{m}) \leq P_{max} \quad \& \quad R(P^{m}) \geq R_{min}. \quad (11)$$

The DM involves a sequence of iterations where the constant $\nu^{m}$ is updated at each iteration based on the SE and power values estimated during the previous iteration which is equal to the ratio $R(P^{m-1}) / P(P^{m-1}) \in \mathbb{R}^{+}$, for $m = 1, 2, \ldots, M_{max}$, where $M_{max}$ denotes the maximum number of iterations. In order to reduce complexity compared to the BF method, we wish to use a SE expression that does not depend explicitly on the RF and baseband processing matrices. This avoids the need to compute the HBF matrices each time the number of selected RF chains is updated.

In order to proceed with the DM based solution, let us first update the SE and power expressions. For that, we consider channel’s singular value decomposition (SVD) as $H = U_{HH} \Sigma_{HH} V_{HH}^{H}$, where $U_{HH} \in \mathbb{C}^{N_{T} \times N_{T}}$ and $V_{HH} \in \mathbb{C}^{N_{R} \times N_{R}}$ are unitary matrices, and $\Sigma_{HH} \in \mathbb{R}^{N_{T} \times N_{R}}$ represents a matrix which is rectangular in nature where the diagonal entries contain the singular values of the channel matrix and all the other entries are zero. Considering the SVD of the channel, (7) is written as

$$R(P) = \log |I_{s} + \sum_{\nu=1}^{N_{R}} W^{\nu}_{TX} F_{\nu}^{RF} H^{\nu} W_{BB} F_{\nu}^{H} W_{BB}|.$$ 

(12)
Using the approach given in [8], it can be shown that
\[V_{RF}^H F_{RF} \approx \begin{bmatrix} I_N^T \otimes (N_x - L_T) \times L_T \end{bmatrix}^T \] and \[U_{RF}^H W_{RF} \approx \begin{bmatrix} I_{NT} \end{bmatrix}^T,\] hence,
\[R(P) = \log |I_{NT} + \frac{1}{\sigma^2} \Sigma^P|, \tag{13}\]
where the \(L_R \times L_T\) matrix \(\Sigma\) has diagonal entries \(\Sigma_{kk} = |\Sigma_{0, kk}|\) for \(k = 1, \ldots, L_T\), assuming \(L_T = L_R\). Again, the remaining entries of this matrix are zero. In (13) all of the matrices are diagonal, so it is possible to decompose the SE calculation into \(L_T\) parallel and orthogonal channels as
\[R(P) \approx \sum_{k=1}^{L_R} \log \left( 1 + \frac{1}{\sigma^2} \Sigma_{kk}^P \right) \text{ (bits/s/Hz).} \tag{14}\]

The number of available RF chains at the TX \(L_T\) and at the RX \(L_R\) are determined by the hardware setup of the transceiver. For the TX side, the power values in the matrix \(P\) can be written as
\[P_{TX}(P) = P_{\text{static}} + \sum_{k=1}^{L_C} \left( P_{kk}^{\text{RF}} + P_{RF} + N_T P_{RX} \right) \tag{15}\]
\[= P_{TX}(P) = P_{\text{static}} + \sum_{k=1}^{L_C} \beta_k^T \begin{bmatrix} P \end{bmatrix}_k (W), \tag{16}\]
where the value of \(P_{\text{static}} \triangleq P_{RF} + N_T P_{RX}\) does not depend on the entries of the matrix \(P\) and \(\beta_k \triangleq \beta + \frac{P_{RF}}{\sigma^2} \text{D}_{kk}.\)

Simplifying (15) into the form given in (16) is possible as \(\sum_{k=1}^{L_C} \begin{bmatrix} P \end{bmatrix}_k = \text{tr}(P) = P_{\text{max}}.\)

Following (14)-(16), the \(m\)-th DM step can be written as
\[\{\begin{bmatrix} P \end{bmatrix}^{(m)}, \nu^{(m)}\} = \arg \max_{\begin{bmatrix} P \end{bmatrix}^{(m)} \in D^{L_T \times L_C}, \nu^{(m)} \geq 0} \mathcal{G}(\begin{bmatrix} P \end{bmatrix}^{(m)}, \nu^{(m)}),\]
\[\text{s. t. } P(\begin{bmatrix} P \end{bmatrix}) \leq P_{\text{max}} \text{ and } R(\begin{bmatrix} P \end{bmatrix}) \geq R_{\min}. \tag{17}\]
where \(\mathcal{G}(\begin{bmatrix} P \end{bmatrix}^{(m)}, \nu^{(m)}) \triangleq -\sum_{k=1}^{L_C} \log \left( 1 + \frac{1}{\sigma^2} \Sigma_{kk}^P \right) - \sum_{k=1}^{L_C} \beta_k^T \begin{bmatrix} P \end{bmatrix}^P_k \Sigma_{kk}^P \right) \text{.}\)
Note that (17) is not convex given the constraint associated with \(\begin{bmatrix} P \end{bmatrix}^{(m)}\), i.e., \(\begin{bmatrix} P \end{bmatrix}^{(m)} \in D^{L_T \times L_C} \). Indeed, in the case where the set \(D\) also contains the zero value, the problem (17) is a mixed-integer programming one. To proceed, we alleviate this constraint on \(\begin{bmatrix} P \end{bmatrix}^{(m)}\) first, so that (17) can be solved using a standard interior-point method, e.g., using CVX [23]. A theoretical analysis of DM convergence is presented in [26].

In order to explain the steps of Algorithm 1, it begins with the maximum number of RF chains \(L_T\). Step 4 shows that we solve (17) to update \(\begin{bmatrix} P \end{bmatrix}^{(m)}\) using CVX after alleviating the constraint as mentioned above. Then we apply the constraint again as highlighted in Step 5 of Algorithm 1. This is achieved by setting the values of \(P^{(m)}\) to zero when they fall below the tolerance value \(\epsilon_0\) (see Table II for \(\epsilon_0\) value). Step 6 shows that counting the non-zero values of \(P^{(m)}\) determines the number of activated RF chains. The DM method keeps updating these values within the loop and finally computes \(\|\begin{bmatrix} P \end{bmatrix}^{(m)}\|_0\) when the loop ends. Step 7 determines the SE \(R(\begin{bmatrix} P \end{bmatrix}^{(m)})\) and the power \(P_{TX}(\begin{bmatrix} P \end{bmatrix}^{(m)})\), and in Step 8 \(\mathcal{G}(\begin{bmatrix} P \end{bmatrix}^{(m)}, \nu^{(m)})\) is computed based on its given expression above, where \(\nu^{(m)} = R(\begin{bmatrix} P \end{bmatrix}^{(m-1)}) / P(\begin{bmatrix} P \end{bmatrix}^{(m-1)}) \in \mathbb{R}^+\). Step 9 is used to update \(\nu^{(m)}\) according to the current value \(R(\begin{bmatrix} P \end{bmatrix}^{(m)}) / P(\begin{bmatrix} P \end{bmatrix}^{(m)})\). The loop terminates when \(\mathcal{G}(\begin{bmatrix} P \end{bmatrix}^{(m)}, \nu^{(m)})\) is lower than the specified value \(\epsilon\), which is determined empirically (see Table II for \(\epsilon\) value). The number of spatial streams is then set to be equal to the optimal number of RF chains, i.e., \(N_s = L_T^{opt}\).

Once we obtain \(L_T^{opt}\), the DM computation is done. We can design the HBF matrices \(F_{RX}, F_{TX}\), \(W_{RF}\) and \(W_{BB}\). We assume that as in [8], the matrices \(F_{RX}F_{BB}\) can be designed to yield a good approximation of the fully digital precoder \(F_{BB}\). Note that the precoder matrix \(F_{BB} = \begin{bmatrix} V_{HI} \end{bmatrix}^{(1/2)}\) where the matrix \(V_{HI} \in \mathbb{C}^{N_R \times N_s}\) consists of the \(N_s\) columns of the matrix \(V_{HI}\) which contains the right singular eigenvectors [8] with \(\|\begin{bmatrix} F_{BB} \end{bmatrix}^H \|_F^2 = \text{tr}(P_{TX}) = P_{\text{max}}\). Following [8], the problem to compute the hybrid precoder decomposition \(F_{RX}F_{TX}\) through Euclidean distance minimization can be transformed to a sparse approximation problem. To solve that, we use gradient pursuit (GP) algorithm [24] which is implemented as an alternative to the most commonly used orthogonal matching pursuit (OMP) algorithm for HBF design. The GP algorithm has same performance as the OMP algorithm, but it uses only one matrix vector multiplication per iteration to avoid matrix inversion, leading to faster approximation and low complexity [9].

At the RX, the hybrid combiner can be designed with a similar mathematical formulation as at the TX except there is no power constraint. Following the steps in [8], we compute the fully digital combiner matrix \(W_{BB}\) and the Euclidean distance minimization problem for the combiner design is transformed to the sparse approximation problem likewise at the TX. The sparse approximation problem at the RX can then be solved by the GP algorithm [9] in order to obtain the hybrid combiner decomposition \(W_{RF} W_{BB}\).

**Algorithm 1 Dinkelbach Method (DM)**

1. **Initialize**: \(P^{(0)}\), choose tolerance \(\epsilon, L_T\) and set \(\nu^{(0)}\) with \(\mathcal{G}(\begin{bmatrix} P \end{bmatrix}^{(0)}, \nu^{(0)}) \geq 0\).
2. **Start Iteration** \(m = 0, \) \(\nu^{(m)} = 0, \nu^{(m)} = 0\).
3. **while** \(\mathcal{G}(\begin{bmatrix} P \end{bmatrix}^{(m)}, \nu^{(m)}) > \epsilon \) \**do**
4. **Allocate** the constraint on \(\begin{bmatrix} P \end{bmatrix}^{(m)}\) and solve (17).
5. **Threshold** the entries of \(\begin{bmatrix} P \end{bmatrix}^{(m)}\) to obtain \(\begin{bmatrix} P \end{bmatrix}^{(m)}\).
6. **Count non-zero values of** \(\begin{bmatrix} P \end{bmatrix}^{(m)}\) to update \(L_T^{opt}\).
7. **Calculate** \(R(\begin{bmatrix} P \end{bmatrix}^{(m)})\) and \(P_{TX}(\begin{bmatrix} P \end{bmatrix}^{(m)})\) using (14)-(16).
8. **Compute** \(\mathcal{G}(\begin{bmatrix} P \end{bmatrix}^{(m)}, \nu^{(m)})\).
9. **Update** the value \(\nu^{(m)} = R(\begin{bmatrix} P \end{bmatrix}^{(m)}) / P_{TX}(\begin{bmatrix} P \end{bmatrix}^{(m)})\).
10. **Update** \(m = m + 1\) for next iteration.
11. **end while**
12. **Compute** \(L_T^{opt}\) as the value \(\|\begin{bmatrix} P \end{bmatrix}^{(m)}\|_0\).
method only makes use of matrix multiplies at each step. This reduction in complexity comes from using a gradient computation in place of a full matrix inverse calculation. Reference [9] provides a more detailed complexity comparison. Next, we present simulation results that verify the good performance of the proposed Dinkelbach approach.

V. SIMULATION RESULTS

This section evaluates the performance of the proposed DM based solution and compares it with existing baseline cases. All results have been averaged over 1,000 Monte-Carlo realizations. In terms of the system setup, Table II (a) provides the values of all the system parameters and Table II (b) provides the values used in the simulations for the power terms in (9).

(a) Values of the system parameters.

<table>
<thead>
<tr>
<th>System Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of clusters</td>
<td>$N_{cl}=2$</td>
</tr>
<tr>
<td>Number of rays</td>
<td>$N_{ray}=10$</td>
</tr>
<tr>
<td>Average power for each cluster</td>
<td>$\sigma_{av}=1$</td>
</tr>
<tr>
<td>Angular spread</td>
<td>$7.5^\circ$</td>
</tr>
<tr>
<td>Mean angles (azimuth domain)</td>
<td>$0^\circ - 120^\circ$</td>
</tr>
<tr>
<td>Mean angles (elevation domain)</td>
<td>$80^\circ - 100^\circ$</td>
</tr>
<tr>
<td>Normalized system bandwidth</td>
<td>$1$ Hz</td>
</tr>
<tr>
<td>SNR</td>
<td>$1/\sqrt{2}$</td>
</tr>
<tr>
<td>Amplifier efficiency</td>
<td>$R_{gain}=1$ bits/Hz</td>
</tr>
<tr>
<td>Minimum desired SE in (10)</td>
<td>$\epsilon=10^{-3}$ and $\sigma_{th}=10^{-6}$</td>
</tr>
<tr>
<td>Number of available RF chains</td>
<td>$L_{T}=L_{R}=\text{length}(\text{fig}[13])$</td>
</tr>
<tr>
<td>Spacing between antenna elements</td>
<td>$d=\lambda/2$ (e.g., $\lambda=1/28$ GHz [13])</td>
</tr>
</tbody>
</table>

(b) Values of the power terms in (9) [25].

<table>
<thead>
<tr>
<th>Power Term</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power required by all circuit components</td>
<td>$P_C=10$ W</td>
</tr>
<tr>
<td>Power required by each RF chain</td>
<td>$P_{RF}=100$ mW</td>
</tr>
<tr>
<td>Power required by each phase shifter</td>
<td>$P_{PS}=10$ mW</td>
</tr>
<tr>
<td>Power per TX/RX antenna element</td>
<td>$P_f=P_R=100$ mW</td>
</tr>
<tr>
<td>Maximum allocated power</td>
<td>$P_{max}=1$ W</td>
</tr>
</tbody>
</table>

TABLE II: Values of the system parameters and power terms used in the simulations.

For comparison with the proposed DM based solution, following baseline cases have been considered in this paper.

1) BF Approach: The exhaustive search based approach in [13], i.e., the BF approach, at each realization (current channel realization), computes the EE performance by designing the beamforming matrices for each possible choice of activated RF chains, namely $L_{T} = \{1, 2, ..., N_{T}\}$, and then chooses the corresponding number of RF chains corresponding to the highest EE value. In contrast, the proposed DM based solution does not need to iterate for all possible number of RF chains and then find a number of RF chains which is optimal, which reduces the complexity significantly while providing high energy efficient solution. The complexity order of the BF approach is related the number of RF chains multiplied by the total number of antennas, i.e., $O(L_{T}^{N_{T}})$ which is larger than that of the DM based solution that only requires $O(L_{T}^{N_{R}})$ operations per iteration. In simulation, the BF and DM approaches uses the same HBF matrix computation.

2) Digital Beamforming: As mentioned above, the full digital beamforming baseline allocates one active RF chain for each antenna in all simulations, i.e., $L_{T} = N_{T}$ and $L_{R} = N_{R}$.

Fig. 3: EE versus number of iterations at $N_{T} = 32$, $N_{R} = 8$, $N_{cl} = 2$, $N_{ray} = 10$ and $P_{max} = 16$ W.

Fig. 4: EE and SE versus SNR at $N_{T} = 32$, $N_{R} = 8$, $N_{cl} = 2$, $N_{ray} = 10$ and $P_{max} = 1$ W.

Fig. 5: EE and SE versus $N_{T}$ at SNR = 10 dB, $N_{R} = 8$, $N_{cl} = 2$, $N_{ray} = 10$ and $P_{max} = 1$ W.
3) Analogue Beamforming: In this case, analogue beamforming only implements one active RF chain, i.e., $L_T = L_R = 1$, and the HBF decomposition matrices are designed equal to phases of the first singular vectors.

Fig. 3 graphs the EE performance versus the number of iterations for SNR values of $-10$, $0$ and $10$ dB to observe convergence of the proposed DM based solution at $N_T = 32$, $N_R = 8$, $N_d = 2$, $N_{ray} = 10$ and $P_{max} = 16$ W. The DM based solution converges rapidly, requiring typically about two iterations to achieve an optimal solution at each channel realization. Also, the achieved EE results increase with the SNR value, for example, after 2 iterations, the EE value at 10 dB SNR is $0.55$ bits/Hz/J higher than that for $-10$ dB SNR and $0.3$ bits/Hz/J higher than the result for 0 dB SNR.

Fig. 4 shows the EE and SE performance of the DM method along with the BF approach, and both the analogue and digital baseline cases versus SNR with $N_T = 32$, $N_R = 8$, $N_d = 2$, $N_{ray} = 10$ and $P_{max} = 1 W$. We can observe that the DM based solution has similar EE and SE performance to the BF approach, achieving a much higher EE than the digital baseline case, and higher EE and SE results compared to the analogue baseline. At an SNR value of 20 dB, the DM based solution yield $0.2$ bits/Hz/J higher EE than the digital baseline case, and $0.3$ bits/Hz/J higher SE and about $0.3$ bits/Hz/J higher EE than the analogue baseline case.

Fig. 5 shows the EE and SE performance versus the number of TX antennas, $N_T$, plotted for an SNR of 10 dB, $N_R = 8$, $N_d = 2$, $N_{ray} = 10$ and $P_{max} = 1 W$. It is clear that as the number of antennas increases, the EE results start to decrease for both the proposed DM based solution and the existing baseline cases. For example, at $N_T = 80$, the EE and SE performance of the DM based solution is similar to that of the BF method. Also, the DM based solution has $0.12$ bits/Hz/J higher EE than the digital baseline case, and $7.5$ bits/Hz/J higher SE and about $0.2$ bits/Hz/J higher EE than the analogue baseline case.

VI. CONCLUSION

This paper has discussed the concept of adaptive HBF MIMO systems that adapt their behaviour on a frame-by-frame basis to optimize EE. In particular, a DM based solution has been studied to enable fractional programming to maximize the EE of the candidate transmitter and receiver architectures in a low-cost manner. The DM method described in this paper can achieve EE and SE performance similar to the exhaustive search based BF approach, while reducing the complexity significantly. Once the number of RF chains is selected, the proposed technique needs to compute the HBF matrices only once. Further, the DM solution can also provide significantly improved EE performance when compared with the existing baseline cases, e.g., at 10 dB SNR, it performs $20\%$ better than the digital beamforming baseline and $15\%$ better than the analogue beamforming case. Finally it is shown that the GP algorithm, which is used to compute the HBF matrices, is a faster and less complex algorithm in comparison to the state-of-the-art OMP algorithm.
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Abstract—Low resolution analog-to-digital converters (ADCs) can be employed to improve the energy efficiency (EE) of a wireless receiver since the power consumption of each ADC is exponentially related to its sampling resolution and the hardware complexity. In this paper, we aim to jointly optimize the sampling resolution, i.e., the number of ADC bits, and analog/digital hybrid combiner matrices which provides highly energy efficient solutions for millimeter wave multiple-input multiple-output systems. A novel decomposition of the hybrid combiner to three parts is introduced: the analog combiner matrix, the bit resolution matrix and the baseband combiner matrix. The unknown matrices are computed as the solution to a matrix factorization problem where the optimal, fully digital combiner is approximated by the product of these matrices. An efficient solution based on the alternating direction method of multipliers is proposed to solve this problem. The simulation results show that the proposed solution achieves high EE performance when compared with existing benchmark techniques that use fixed ADC resolutions.

Index Terms—energy efficient design, optimal bit resolution and hybrid combining, mmWave MIMO.

I. INTRODUCTION

The analog/digital (A/D) hybrid beamforming architectures for millimeter wave (mmWave) multiple-input multiple-output (MIMO) systems reduce the hardware complexity and the power consumption through fewer radio frequency (RF) chains and support multi-stream communication with good capacity performance [1]–[3]. Designing such systems for high energy efficiency (EE) gains would leverage their significance [4], [5]. An alternative solution to reduce the power consumption and hardware complexity is by reducing the resolution sampling [6]. Some approaches have been applied in hybrid mmWave MIMO systems for EE maximization and low complexity with full resolution [7] and low resolution [8].

The existing literature mostly discusses full or high resolution analog-to-digital converters (ADCs) with a small number of RF chains or low resolution ADCs with a large number of RF chains: either way only the fixed resolution ADCs are taken into account. References [4], [5] consider EE optimization problems for A/D hybrid transceivers but with fixed and high resolution digital-to-analog converters (DACs) in ADCs. Reference [8] proposes a novel EE maximization transmission technique with subset selection optimization to find the best subset of the active RF chains and DAC resolution, which can be extended to low resolution ADCs at the receiver (RX).

Reference [9] suggests implementing fixed and low resolution ADCs with few RF chains. Reference [10] studies the idea of a mixed-ADC architecture where a better energy-rate trade off is achieved by using mixed resolution ADCs but still with a fixed resolution for each ADC and it does not consider A/D hybrid beamforming. A hybrid beamforming system with fixed and low resolution ADCs has been analyzed for channel estimation in [11]. Varying resolution ADCs can be implemented at the RX [12] which may provide a better solution than fixed and low resolution ADCs. Extra care is needed when deciding the range of number of ADC bits as the total ADC power consumption can be dominated by only a few high resolution ADCs. Thus, a good trade-off between power consumption and performance is to consider the range of 1-8 bits for the varying number of ADC bits.

Contributions: This paper designs an optimal EE solution for a mmWave A/D hybrid receiver MIMO system by introducing the novel decomposition of the A/D hybrid combiner to three parts representing the analog combiner matrix, the bit resolution matrix and baseband combiner matrix. Our aim is to minimize the distance between this decomposition, which is expressed as the product of three matrices, and the fully digital combiner matrix. The joint problem is decomposed into a series of sub-problems which are solved using an alternating optimization framework, i.e., alternating direction method of multipliers (ADMM) is developed to obtain the unknown matrices. The proposed design has high flexibility, given that the analog combiner is codebook-free, thus there is no restriction on the angular vectors and different bit resolutions can be assigned to each ADC. Our proposed solution optimizes the resolution on a packet-by-packet basis for each one of the ADCs unlike existing approaches that are based on fixed resolution sampling. We also implement an exhaustive search approach [4] for comparison which provides the upper bound for EE maximization.

Notation: A, a and \( \alpha \) denote a matrix, a vector and a scalar, respectively. The complex conjugate transpose and transpose of A are denoted as \( A^H \) and \( A^T \); \( |a| \) represents the determinant of \( \alpha \); \( I_N \) represents \( N \times N \) identity matrix; \( X \in \mathbb{C}^{A \times B} \) indicates \( A \times B \) size \( X \) matrix with complex and real entries, respectively; \( C_N(a, A) \) denotes a complex Gaussian vector having mean \( a \) and covariance matrix \( A \); \( [A]_{kl} \) is the matrix entry at the \( k \)-th row and \( l \)-th column. The indicator function \( 1_S \{ A \} \) of a set \( S \) that acts over a matrix \( A \) is defined as \( 0 \forall A \in S \) and \( \infty \forall A \notin S \).
II. A/D HYBRID MMWAVE MIMO SYSTEM

A. MmWave Channel Model

MmWave channels can be modeled by a narrowband clustered channel due to different channel settings such as number of multipaths, amplitudes, etc., with \( N_{\text{cl}} \) clusters and \( N_m \) propagation paths in each cluster [1]. Considering a single user mmWave system with \( N_T \) antennas at the transmitter (TX), transmitting \( N_r \) data streams to \( N_R \) antennas at the RX, the mmWave channel matrix can be written as follows:

\[
H = \sqrt{N_T N_R \sum_{i=1}^{N_{\text{cl}}} N_m} \sum_{l=1}^{N_{\text{cl}}} a_l \sigma_l (\phi_l^t)^H (\phi_l^r)^H,
\]

where \( a_l \sim \mathcal{CN}(0, \sigma^2_{a_l}) \) is the gain term with \( \sigma^2_{a_l} \) being the average power of the \( l^{\text{th}} \) cluster. Furthermore, \( \sigma_l (\phi_l^t) \) and \( a_l (\phi_l^r) \) represent the normalized transmit and receive array response vectors [1], where \( \phi_l^t \) and \( \phi_l^r \) denote the azimuth angles of departure and arrival, respectively. We use uniform linear array (ULA) antennas for simplicity and model the antenna elements at the RX as ideal sectored elements [13]. However, the proposed technique is not limited to this setup and can be easily extended to the case of wideband channels and uniform planar/circular arrays.

B. A/D Hybrid MIMO System Model

Based on the A/D hybrid beamforming scheme in the large-scale mmWave MIMO communication systems, the number of RX RF chains \( L_R \) follows the limitation \( N_r \leq L_R \leq N_R \) [1], [2]. The matrices \( W_{\text{RF}} \in \mathbb{C}^{N_r \times L_R} \) and \( F_{\text{BB}} \in \mathbb{C}^{L_R \times N_m} \) denote the analog combiner and baseband (or digital) combiner matrices, respectively. The analog combiner matrix \( W_{\text{RF}} \) is based on phase shifts, i.e., the elements that have unit modulus and continuous phase. Thus, \( W_{\text{RF}} \in \mathbb{C}^{N_r \times L_R} \) where the set \( \mathcal{W} \) represents the set of possible phase shifts in \( W_{\text{RF}} \) and for a variable \( a_r \) is defined as, \( W = \{ a_r \in \mathbb{C} \mid |a_r| = 1 \} \). At the TX, with \( L_T \) RF chains, the analog precoder matrix is denoted as \( F_{\text{BB}} \in \mathbb{C}^{L_T \times N_m} \). The received signal \( y \in \mathbb{C}^{N_r \times 1} \) can be expressed as:

\[
y = HF_{\text{BB}}F_{\text{RF}}x + n,
\]

where \( x \in \mathbb{C}^{N_m \times 1} \) is the transmit symbol vector and \( n \in \mathbb{C}^{N_r \times 1} \) is a noise vector with independent and identically distributed entries and follow the complex Gaussian distribution with zero mean and \( \sigma^2_n \) variance, i.e., \( n \sim \mathcal{CN}(0, \sigma^2_n I_{N_m}) \). As widely used in the existing literature, we consider the linear additive quantization noise model (AQNM) to represent the distortion of quantization [14]. Given that \( Q(\cdot) \) denotes a uniform scalar quantizer then for the scalar complex input \( x \in \mathbb{C} \) that is applied to both the real and imaginary parts, we have that:

\[
Q(x) \approx \delta x + \epsilon, 
\]

where \( \delta = \sqrt{1 - \frac{\pi}{2} \frac{2}{\sqrt{2} e} } \in [m, M] \) is the multiplicative distortion parameter for a bit resolution equal to \( b \) [15] where \( m \) and \( M \) denote the minimum and maximum value of the range. Note that the introduced error in the linear approximation in (3) decreases for larger resolutions. However, our proposed solution focuses on EE maximization and this linear approximation does not impact the performance significantly as observed from the simulation results in Section IV. The parameter \( \epsilon \) is the additive quantization noise with \( \epsilon \sim \mathcal{CN}(0, \sigma^2_{\epsilon}) \), where \( \sigma^2_{\epsilon} = \sqrt{1 - \frac{\pi}{2} \frac{2}{\sqrt{2} e} } \). Based on AQNM, the vector containing the complex output of all the ADCs can be expressed as follows:

\[
Q(W_{\text{RF}}y) \approx \Delta^H W_{\text{RF}}y + \epsilon, 
\]

where \( Q(W_{\text{RF}}y) \in \mathbb{C}^{L_R \times 1} \) and \( \Delta = \Delta^H \in \mathbb{C}^{L_R \times L_R} \) is a diagonal matrix with values depending on the ADC resolution \( b_r \) of each ADC. Specifically, each diagonal entry of \( \Delta \) is given by:

\[
[\Delta]_{ii} = \frac{1 - \frac{\pi}{2} \frac{2}{\sqrt{2} e} }{2}, \quad i = 1, \ldots, L_R. 
\]

After the effect of the quantization and application of the baseband combining matrix, the output \( r \in \mathbb{C}^{N_m \times 1} \) at the RX can be expressed as:

\[
r = W_{\text{BB}}^H \Delta^H W_{\text{RF}}^H y + W_{\text{BB}}^H \epsilon. 
\]

Based on the received signal expression in (2), we can express (7) as follows:

\[
r = W_{\text{BB}}^H \Delta^H W_{\text{RF}}^H HF_{\text{BB}}F_{\text{RF}} x + W_{\text{BB}}^H \Delta^H W_{\text{RF}}^H n + W_{\text{BB}}^H \epsilon. 
\]

(8)

where \( \eta \) is the combined effect of the Gaussian and the quantization noise with \( \eta \sim \mathcal{CN}(0, \sigma^2_{\eta}) \). Here \( \sigma^2_{\eta} \in \mathbb{C}^{L_R \times L_R} \) is the combined noise covariance matrix with:

\[
R_{\eta} = \sigma^2_{\eta} W_{\text{BB}}^H \Delta^H W_{\text{RF}}^H F_{\text{BB}}^H F_{\text{RF}} x + W_{\text{BB}}^H \Delta^H W_{\text{RF}}^H n + W_{\text{BB}}^H \epsilon. 
\]
III. BIT ALLOCATION AND HYBRID COMBINER DESIGN

A. Problem Formulation

Let us consider a point-to-point MIMO system with the linear quantization model. We define the EE as the ratio of the information rate and the total consumed power as,

\[ EE(W_{RF}, \Delta, W_{BB}) \triangleq \frac{R(W_{RF}, \Delta, W_{BB})}{P(\Delta)} \] (10)

where the information rate is defined as,

\[ R(W_{RF}, \Delta, W_{BB}) \triangleq \log_2 |\lambda_{RA} + \frac{R_{L}}{N_0} W_{BB}^H \Delta^H W_{RF}^H H F^H \Delta W_{BB}| \text{ (bits/s)}, \] (11)

where the A/D hybrid precoder \(F = F_{AD} F_{BB} \in \mathbb{C}^{N_b \times N} \).

Similar to the power model at the TX in [8], the total consumed power at the RX is expressed as:

\[ P(\Delta) = P_D + N_R P_R + N_b L_R P_{PS} + P_{CP} (W), \] (12)

where \(P_D\) is the power per phase shifter, \(P_R\) is the power per antenna, \(P_{PS}\) is the power associated with the total quantization operation, and following (5) and (14), we have

\[ P_D = P_{ADC} \sum_{i=1}^{L_R} 2^{b_i} = \frac{P_{ADC} \sum_{i=1}^{L_R} \left( \frac{\pi \sqrt{3}}{2(1 - |\lambda_{RA}|^2)} \right)}{2^{\gamma}} \] (W). (13)

where \(P_{ADC}\) is the power consumed per bit in the ADC and \(P_{CP}\) is the power required by all circuit components.

Considering the rate and power model in (11) and (12), respectively, we can express the following fractional problem:

\[ (P_1): \max_{W_{RF}, \Delta, W_{BB}} \frac{R(W_{RF}, \Delta, W_{BB})}{P(\Delta)} \] subject to \(W_{RF} \in \mathbb{W}_{F \times L_R}, \Delta \in \mathbb{D}^{L_R \times L_R} \),

where the set \(D\) represents the finite states of the quantizer and is defined as,

\[ D = \{ \Delta = [\Delta_{ij}]_{i,j \in \mathbb{Z}} \mid |\Delta_{ij}| \leq M \forall i = 1, \ldots, L_R \} \]

The channel’s singular value decomposition (SVD) is written as \(H = U_{H} \Sigma_{H} V_{H}^H\), where \(U_{H} \in \mathbb{C}^{N_a \times N_a}\) and \(V_{H} \in \mathbb{C}^{N \times N}\) are unitary matrices, and \(\Sigma_{H} \in \mathbb{R}^{N_a \times N}\) is a rectangular matrix of singular values in decreasing order whose diagonal elements are non-negative real numbers and whose non-diagonal elements are zero. The optimal, fully digital combiner matrix \(W_{opt}\) consists of the \(N_c\) columns of the left singular matrix \(U_{H}\). Our goal, by solving (P1), is to obtain the combiner matrices and the bit resolution matrix in an optimal manner. We introduce the novel decomposition of the A/D hybrid combiner to three parts representing the analog combiner matrix, the bit resolution matrix and digital combiner matrix, i.e., \(W_{RF}, \Delta, W_{BB}\). So the Euclidean distance \(\|W_{opt} - W_{RF} \Delta W_{BB}\|_F^2\) should be as small as possible for a maximum throughput combiner design. Note that we optimize over the bit resolution matrix with varying resolutions and the choice of combiner matrices at the RX.

Proposition 1. The maximization of the fractional problem (P1) is equivalent with the solution of the following problem:

\[ (P_2): \min_{W_{RF}, \Delta, W_{BB}} \frac{1}{2} \|W_{opt} - W_{RF} \Delta W_{BB}\|_F^2 + \gamma P(\Delta), \] subject to \(W_{RF} \in \mathbb{W}_{F \times L_R}, \Delta \in \mathbb{D}^{L_R \times L_R}, \gamma \in \mathbb{R}^+\) denotes the trade-off between the rate and the power consumption.

Proof. The main idea to prove the equivalence is first to apply the Dinkelbach approach to transform the fractional problem into an affine one [16]. Afterwards, based on [1], [2], the maximization of the rate \(R\) can be expressed as minimization of the Euclidean distance between the computed A/D hybrid combiner and the optimal, fully digital combiner \(W_{opt}\). The details of this proof are omitted due to space limitations.

Parameter \(\gamma\) also determines how close is the solution of (P1) to \((\gamma\). In this work, \(\gamma\) is selected after an exhaustive search over all the possible values in the range of \([0.001, 0.1]\) and the value which gives the best result for (P2) is selected. Problem (P2) is non-convex due to the constraints on the structure of matrix \(W_{RF}\). Similar non-convex problems have been recently addressed in the literature via alternating direction method of multipliers (ADMM) based solutions [17]–[19].

B. Proposed ADMM Solution

In the following we develop an iterative procedure for solving (P2) based on the ADMM approach [17]. This method, is a variant of the standard augmented Lagrangian method that uses partial updates (similar to the Gauss-Seidel method) for the solution of linear equations) to solve constrained optimization problems. This method replaces a constrained minimization problem by a series of unconstrained problems and add a penalty term to the objective function. This penalty improves robustness compared to other optimization methods for constrained problems (for example, the dual ascent method) and in particular achieves convergence without the need of specific assumptions for the objective function, i.e., strict convexity and finiteness. The interested reader may refer to [17] for further information.

We first transform (P2) into a form that can be addressed via ADMM. By using the auxiliary variable \(Z\), (P2) can be written in the following form:

\[ (P_3): \min_{Z, W_{RF}, \Delta, W_{BB}} \frac{1}{2} \|W_{opt} - Z\|_F^2 + \gamma P(\Delta) + \sum_{i=1}^{L_R} \lambda_i \Delta_{ii}, \] subject to \(Z = W_{RF} \Delta W_{BB}\).

Problem (P3) formulates the A/D hybrid combiner matrix design as a matrix factorization problem. That is, the overall combiner \(Z\) is sought so that it minimizes the Euclidean distance to the optimal, fully digital combiner \(W_{opt}\) while supporting the decomposition into three factors: the analog combiner matrix \(W_{RF}\), the matrix \(\Delta\) which is related to the resolution of each ADC and the digital combiner matrix \(W_{BB}\).
The augmented Lagrangian function of (P3) is given by:
\[
L(Z, W_{RF}, \Delta, W_{BB}, \Lambda) = \frac{1}{2} \|W_{opt} - Z\|_F^2 + I_{W_{opt}=Z} + \frac{\Delta}{\alpha} - W_F \Delta, W_{BB}\|_F^2 + \gamma P(\Delta),
\]
where \(\alpha\) is a scalar penalty parameter and \(\Delta \in \mathbb{C}^{N_k \times \ell_k}\) is the Lagrange Multiplier matrix. According to ADMM [17], the solution to (P3) is derived by the following iterative steps:

- \((P_{3A})\): \(Z(n) = \arg\min_{Z} \frac{1}{2} \|Z - W_{opt} + A_{(n-1)}\|_F^2 - \alpha W_{RF}(n-1) \Delta_{(n-1)} W_{BB}(n-1)\|_F^2\),
- \((P_{3B})\): \(W_{RF}(n) = \arg\min_{W_{RF}} \frac{1}{2} \|W_{RF} - Z(n)\|_F^2 + \frac{\alpha}{\Delta} \Delta_{(n-1)} W_{BB}(n-1)\|_F^2\),
- \((P_{3C})\): \(\Delta(n) = \arg\min_{\Delta} \|x_n - \Psi\text{vec}(\Delta)\|_F^2 + \gamma P(\Delta), \Delta \in \mathcal{D}\),

where \(n\) denotes the iteration index, \(x_n = \text{vec}(Z(n) + A_{(n-1)})/\alpha\) and \(\Psi = W_{BB}(n-1) \odot W_{RF}(n)\) (\(\odot\) is the Khatri-Rao product).

We solve the optimization problems \((P_{3A})-(P_{3D})\) and the solutions are provided in Algorithm 1. The algorithm provides the complete procedure to obtain the optimal analog combiner matrix \(W_{RF}\), the optimal bit resolution matrix \(\Delta\) and the optimal baseband (or digital) combiner matrix \(W_{BB}\). It starts by initializing the entries of the matrices \(Z, W_{RF}, \Delta, W_{BB}\) with random values and the entries of the Lagrange multiplier matrix \(\Lambda\) with zeros. For iteration index \(n, Z(n), W_{RF}(n), \Delta(n)\) and \(W_{BB}(n)\) are updated at each iteration step using the solutions provided in Steps 4, 7, 8, 10 and 11 of Algorithm 1. In Step 7, \(\Pi_{W}\) is the operator that projects the solution onto the set \(\mathcal{W}\). This is computed by solving the following optimization problem [20]:

- \((P_4)\): \(\min_{A_W} \|A_W - A\|_F^2, \text{subject to } A_W \in \mathcal{W}\),

where \(A\) is an arbitrary matrix and \(A_W\) is its projection onto the set \(\mathcal{W}\). The solution to \((P_4)\) is given by the phase of the complex elements of \(A\). Thus, for \(A_W = \Pi_{\mathcal{W}}(A)\) we have

- \(A_W(x,y) = \begin{cases} 0, & A(x,y) = 0, \\ \frac{A_W(x,y)}{|A_W(x,y)|}, & A(x,y) \neq 0, \end{cases}\)

where \(A_W(x,y)\) and \(A(x,y)\) are the elements at the \(x\)-th row and \(y\)-th column of matrices \(A_W\) and \(A\), respectively. Furthermore, as shown in Step 8, the minimization problem in \((P_4)\) is solved by implementing CVX [21]. A termination criterion related to the maximum permitted number of iterations of the ADMM sequence \((N_{max})\) is considered. Upon convergence, the number of bits for each ADC is obtained by using (5) and quantized to the nearest integer value.

Algorithm 1 Proposed ADMM Solution for the A/D Hybrid Combiner Design

1: Initialize: \(Z, W_{RF}, \Delta, W_{BB}\) with random values, \(\Lambda\) with zeros, \(\alpha = 1\) and \(n = 1\)
2: while \(n < N_{max}\) do
3: \(A = \alpha W_{RF}(n) \Delta_{(n-1)} W_{BB}(n-1)\)
4: \((Z(n) = \frac{1}{\alpha} (W_{opt} - A_{(n-1)} + A))\)
5: \(B = A_{(n-1)} + \alpha Z(n)\)
6: \(C = \alpha \Delta_{(n-1)} W_{BB}(n-1) W_{RF}(n) \Delta_{(n-1)} W_{BB}(n-1)\)
7: \(W_{RF}(n) = \Pi_{W} (B W_{BB}(n-1) \Delta_{(n-1)} W_{BB}(n-1) B)\)
8: Update \(\Delta_{(n)}\) by solving \((P_{3C})\) using CVX [21].
9: \(D = \alpha \Delta_{(n)} W_{RF}(n) W_{RF}(n) \Delta_{(n)}\)
10: \(W_{BB}(n) = D^{-1} \Delta_{(n)} W_{RF}(n) B)\)
11: \(A(n) = A_{(n-1)} + \alpha (Z(n) - W_{RF}(n) \Delta_{(n)} W_{BB}(n))\)
12: \(n \leftarrow n + 1\)
13: end while
14: return \(W_{RF}(N_{max}), \Delta(N_{max}), W_{BB}(N_{max})\)

Computational complexity analysis of Algorithm 1: In Algorithm 1, mainly Step 8 involves multiplication by \(\Psi\) whose dimensions are \(L_B N_B \times N_L L_R\). In general, the solution of \((P_{3C})\) can be upper-bounded by \(O((L_B N_B N_L)\) which can be improved significantly by exploiting the structure of \(\Psi\).

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed ADMM technique using computer simulation results. The results have been averaged over 1,000 Monte-Carlo realizations. System setup: We set the following parameters, unless specified otherwise, to obtain the desired results: \(N_T = 32, N_R = 16, L_R = 4, N_L = 4, N_{cl} = 2, N_{ray} = 4, N_{max} = 40, m = 1, M = 8, \alpha = 1\) and \(\sigma_n^2 = 1\). The azimuth angles of departure and arrival are computed with uniformly distributed mean angles; each cluster follows a Laplacian distribution about the mean angle. The antenna elements in the ULA are spaced by distance \(d = \lambda/2\). The signal-to-noise ratio (SNR) is given by the inverse of the noise variance, i.e., \(1/\sigma_n^2\). The transmit vector \(x\) is composed of the normalized i.i.d. Gaussian symbols. The values used for the terms in the power model in (12) of Section III are \(P_{ADC} = 100\) mW, \(P_{TX} = 10\) W, \(P_{RX} = 100\) mW and \(P_{PS} = 10\) mW. Note that to measure the spectral efficiency (SE) performance, we compute the ratio \(R/B\) bits/Hz where \(R\) represents the bandwidth, and for the simulations we set \(B = 1\) Hz. For simulations, the precoder matrix \(F\) is considered equal to the optimal fully digital precoder matrix [1], [2], i.e., the product of \(1/\sqrt{N_c}\) and first \(N_c\) columns of the right singular matrix \(V_H\).

Convergence of the proposed ADMM solution: Fig. 2 shows the convergence of the ADMM solution as proposed in Algorithm 1 to obtain the optimal bit resolution at each ADC and corresponding optimal combiner matrices. The proposed solution converges rapidly at around 20 iterations and mean square error (MSE), \(\|W_{opt} - W_{RF}(N_{max}) \Delta(N_{max}) W_{BB}(N_{max})\|_F^2\), goes as low as -20 dB. A lower number of RX antennas shows
lower MSE as expected, since fewer parameters are required to be estimated.

**Benchmark techniques:**

1) **Digital combining with full-bit resolution:** We consider the conventional fully digital beamforming architecture, where the number of RF chains at the RX is equal to the number of RX antennas, i.e., \( L_R = N_R \). The fully digital combining solution may be provided by SVD and waterfilling [22]. In terms of the resolution sampling, we consider full-bit resolution, i.e., \( M = 8\)-bit, which represents the optimum from the achievable SE perspective.

2) **A/D Hybrid with 1-bit and 8-bit resolutions:** We also consider a A/D hybrid combining architecture with \( L_R < N_R \), for two cases of bit resolution: a) 1-bit resolution which usually shows reasonable EE performance, and b) 8-bit resolution which usually shows high SE results.

3) **Brute force with A/D hybrid combining:** We also implement an exhaustive search approach as an upper bound for EE maximization called brute force (BF), based on [4], which clearly shows the energy-rate performance trade-offs in the simulations. It makes a search over the number of RF chains \( L_R \) and all the available bit resolutions, i.e., \( b = 1, \ldots, M \).

It then finds the best EE out of all the possible cases and chooses the corresponding optimal resolution for each ADC. This method provides the best possible EE performance, but it is computationally intractable for \( L_R > 4 \).

Fig. 3 shows the performance of the proposed ADMM solution compared with existing benchmark techniques with respect to (w.r.t.) SNR at \( N_R = 16 \). The proposed ADMM solution achieves high EE which has performance close to the BF approach and better than the 8-bit hybrid, 1-bit hybrid and full-bit digital baselines. For example, at SNR 0 dB, the proposed ADMM solution outperforms 1-bit hybrid, 8-bit hybrid and full-bit digital baselines by about 0.45 bits/Joule, 1.375 bits/Joule and 1.44 bits/Joule, respectively. It also exhibits better SE than 1-bit hybrid and has similar performance to the 8-bit hybrid baseline.

There is an energy-rate trade-off between the proposed solution and the BF approach as we can achieve better rate with lower EE and vice-versa. Moreover, the proposed solution has lower complexity than the BF approach because the BF involves a search over all the possible bit resolutions while the proposed solution directly optimizes the number of bits to obtain an optimal number of bits at each ADC. We constrain the number of RF chains \( L_R = 4 \) for the BF approach due to the high complexity order which is \( O(M^L) \).

Also note that the proposed approach enables the selection of different resolutions for different ADCs and thus, it offers a better trade-off for EE versus SE than existing approaches which are based on a fixed ADC resolution.

Figs. 4 and 5 show the performance results w.r.t. the number of RX and TX antennas at 30 dB SNR. The proposed ADMM solution again achieves high EE and performs close to the BF approach and better than the 8-bit hybrid, 1-bit hybrid and full-bit digital baselines. For example, at \( N_T = 20 \), the proposed solution outperforms 1-bit hybrid, 8-bit hybrid and full-bit digital baselines by about 0.85 bits/Joule, 1.75 bits/Joule and 1.875 bits/Joule, respectively. The proposed solution also exhibits better SE than 1-bit hybrid and has similar performance to the 8-bit hybrid baseline. Both the
APPENDIX B. Attached Publications

The proposed approach enables the selection of the optimal resolution for each ADC and thus, it offers better trade-off for data rate versus EE than existing approaches based on fixed ADC resolution. In future work, we will jointly optimize the DAC and ADC bit resolution and hybrid precoder and combiner matrices at the TX and the RX.
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Abstract—This paper proposes an energy efficient millimeter wave (mmWave) hybrid multiple-input multiple-output (MIMO) beamformer with low resolution digital to analog converters (DACs) at the transmitter. We consider the case where all DACs have the same sampling resolution for each radio frequency (RF) chain and select the best subset of the active RF chains and the DAC resolution. A novel technique based on the Dinkelbach method and subset selection optimization is proposed to maximize the energy efficiency (EE) given a predefined power budget for transmission. We also implement an exhaustive search approach to serve as an upper bound on the EE performance and show the performance trade-offs. The simulation results verify that the proposed technique exhibits EE performance similar to the optimal exhaustive search technique while requiring lower computational complexity.
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I. INTRODUCTION

Millimeter Wave (mmWave) technology can meet the needs of the fifth generation (5G) wireless communication systems and provide improved rate and capacity [1], [2]. The higher path loss associated with moving up in frequency from widely used cellular microwave bands can be compensated using large-scale antennas. The use of both antenna arrays and wide bandwidth frequencies at mmWave multiple-input multiple-output (MIMO) systems make it hard to implement one radio frequency (RF) chain and associated digital-to-analog/analog-to-digital converter (DAC/ADC) components per antenna [3]. The analog/digital hybrid beamforming architectures reduce the hardware complexity through fewer RF chains and support multi-stream communication with good capacity performance [4]–[6]. Moreover, implementing low resolution quantization in hybrid MIMO systems further improves the energy efficiency (EE) of such systems [3].

The existing literature mostly discusses low resolution DACs/ADCs with a large or full number of RF chains or full or high resolution sampling with a small number of RF chains. As the power consumption of DACs/ADCs increases exponentially with the number of bits, to further reduce the power consumption one can consider a combined analog and digital hybrid structure with small number of RF chains and low resolution DACs/ADCs. A hybrid beamforming system with low resolution sampling has been analyzed for channel estimation in [7]. To observe the effect of low resolution ADCs, an additive quantization model (AQNM) is considered in [8] for the case of a point-to-point mmWave MIMO system and [9] for the case of mmWave fading channels. Reference [10] assumes fully digital precoding at the transmitter, and baseband and RF combining with low resolution sampling at the receiver. Reference [11] works on the idea of a mixed-ADC architecture where a better energy-rate trade off is achieved with the use of a combination of low and high resolution ADCs than using only full resolution or low resolution systems. Most of the literature studies the use of low resolution sampling only at the receiver side, assuming fully digital or hybrid transmitters with high resolution DACs. Given the use of wide bandwidths in typical mmWave systems at the transmitter, employing low resolution DACs at transmitters can help to reduce the power consumption. So EE approaches that are mainly focused on ADCs at receiver can also be applied to the DACs at transmitter considering the transmitter specific system model parameters. Reference [12] uses low resolution DACs which can be implemented to reduce the power consumption for a hybrid MIMO architecture. Reference [13] employs low resolution DACs at the base station for a narrowband multi-user MIMO system. References [14], [15] consider the EE optimization problem for hybrid transceivers but with full resolution sampling at the DACs/ADCs.

Contributions: We consider an analog/digital hybrid transmit beamformer with low resolution DACs. The analog and digital parts are connected with a predefined number of RF chains which can be in active or inactive state. Assuming that the power consumption of the transmitter is determined mainly by the DACs of the RF chains, deactivating specific RF chains in an intelligent manner would increase the EE of the beamformer. Therefore, in this paper, we derive an optimal approach in terms of EE maximization, which selects the best subset between the available RF chains. We implement an iterative method to overcome the non-convexity of the fractional programming optimization problem. The proposed approach capitalizes from sparse-based subset selection techniques to provide an efficient solution to the problem. We also implement an exhaustive search approach (for example, in [14]) which expresses the upper bound for EE maximization and clearly shows the performance trade-offs.

Notation: A, a, and d denote a matrix, a vector, and a scalar, respectively. The complex conjugate transpose, and transpose of A are denoted as $A^H$ and $A^T$; tr(A) and |A| represent the trace and determinant of A, respectively; $I_N$ represents $N \times N$ identity matrix; $X \in \mathbb{C}^{A \times B}$ and $X \in \mathbb{R}^{A \times B}$ denote $A \times B$ size matrix with complex and real entries, respectively;
CN(\(a, A\)) denotes a complex Gaussian vector having mean \(a\) and covariance matrix \(A\); \([A]\_k\) denotes the \(k\)-th column of matrix \(A\) and \([A]_{i,j}\) is the matrix entry at the \(k\)-th row and \(l\)-th column.

II. HYBRID mmWave MIMO

A. mmWave channel and system model

MmWave channels can be modeled by a narrowband clustered channel model due to different channel settings such as number of multipaths, amplitudes, etc., with \(N_{cl}\) clusters and \(N_{sp}\) propagation paths in each cluster [3], [4]. Considering a single-user mmWave system with \(N_{T}\) antennas at the transmitter, transmitting \(N_t\) data streams to \(N_R\) antennas at receiver, the mmWave channel matrix can be written as follows:

\[
H = \sum_{i=1}^{N_{T}} \sum_{l=1}^{N_{sp}} \alpha_{il} a_{il}(\phi_{il}^t) a_{rl}(\phi_{rl}^r) H_{il}^T,
\]

where \(\alpha_{il} \sim CN(0, \sigma^2_{il})\) is the gain term with \(\sigma^2_{il}\) being the average power of the \(i\)-th cluster. Furthermore, \(a_1(\phi_{il}^t)\) and \(a_2(\phi_{rl}^r)\) represent the normalized transmit and receive array response vectors [3], where \(\phi_{il}^t\) and \(\phi_{rl}^r\) denote the azimuth angles of departure and arrival, respectively. We use uniform linear array (ULA) antennas for simplicity and model the antenna elements at the transmitter as ideal sectored elements [16]. However, the proposed technique is not limited to this setup and can be easily extended to the case of wideband channels and uniform planar arrays.

B. Quantization Model

We consider the linear model approximation (AQNM) to represent the introduced distortion of the quantization noise [18]. Given that \(Q(\cdot)\) denotes a uniform scalar quantizer then for the scalar input \(s\) we have that,

\[
Q(s) \approx \delta x + \epsilon,
\]

where

\[
\delta = \sqrt{1 - \frac{\pi^2}{8}2^{-2b}}
\]

is the multiplicative distortion parameter for bit sampling resolution equal to \(b\) and \(\epsilon\) is the additive quantization noise with \(\epsilon \sim CN(0, \sigma^2_{\epsilon})\), where

\[
\sigma_{\epsilon} = \sqrt{1 - \frac{\pi^2}{8}2^{-2b}} = \sqrt{\delta(1 - \delta^2)}.
\]

C. System Model

In the analog and digital hybrid beamforming architecture, the number of transmitter RF chains \(L_T\) is usually smaller than the number of the transmitting antennas \(N_T\), \(L_T \leq N_T\), and similarly for the receiver, the number of RF chains \(L_R \leq N_R\) (the number of receiving antennas). After the RF or analog precoding, each phase shifter is connected to all the antenna elements. Fig. 1 shows the system setup.

Let \(x \in CN(\cdot)\) is the normalized data vector, then based on the AQNM the vector containing the complex output of all the DACs can be expressed as:

\[
Q(F_{BB}x) \approx \delta F_{BB}x + \epsilon.
\]

where \(Q(F_{BB}x) \in CN(\cdot)\) and \(F_{BB} \in CN(L_T \times N_t)\) is the baseband part of transmit beamformer. The second term of (5) expresses the additive quantization noise for all RF chains with \(\epsilon \sim CN(0, \sigma^2_{\epsilon} I_{LT})\). This leads us to the following expression for the transmitted signal, as seen at the output of the analog and digital hybrid transmitter:

\[
t = F_{RF}(\delta F_{BB}x + \epsilon) = \delta F_{BB}x + x_{RF} \epsilon.
\]

After the effect of the mmWave channel and the RF processing at the receiver, the received signal is expressed as:

\[
y = \underbrace{W^H H_t + W^H n}_{H_{bb}(L_T, \delta)} + \underbrace{\delta W^H F_{BB} x + W^H F_{RF} \epsilon + W^H n}_{H_{bb}(L_T, \delta)}.
\]

where \(H_{bb}(L_T, \delta)\) is the effective channel which is a function of the number of the RF chains \(L_T\) and the distortion \(\delta\), \(W \in CN(N_t \times N_t)\) is the receiver combining matrix, \(\eta\) is the combined effect of the Gaussian and quantization noise with \(\eta \sim CN(0, R_{\eta})\), while \(R_{\eta}\) is the combined noise covariance matrix with,

\[
R_{\eta}(L_T, \delta) = \sigma^2_{\eta} W^H F_{BB} F_{BB}^H W + \sigma^2_{\eta} W^H W,
\]

which is also a function of the number of the RF chains \(L_T\) and the distortion \(\delta\). Note that unlike what is common in the existing literature, in this work we also take into account the cross-terms of the noise covariance matrix \(R_{\eta}\). We believe this is a more realistic scenario since it can also incorporate system impairments such as phase noise into the problem formulation.

III. ENERGY EFFICIENCY MAXIMIZATION

The EE of a point-to-point MIMO system is defined as the ratio of the information rate and the total consumed power [22]. Since these quantities depend on the distortion of the DACs \(\delta\) and the number of the RF chains \(L_T\), EE is expressed as

\[
EE(L_T, \delta) \triangleq \frac{R(L_T, \delta)}{P(L_T, \delta)} \text{ (bits/Joule)}.
\]
Exploiting the linearity property of the quantization model in (5), the information rate \( R(L_T, \delta) \) is expressed as:

\[
R(L_T, \delta) = \log_2 \left[ \frac{1}{N_T} R_N^{-1} H_{eff} H_{eff}^H \right] \text{ (bits/s/Hz)} \tag{11}
\]

where the values of \( L_T \) and \( \delta \) will affect the noise covariance matrix \( R_N(L_T, \delta) \) and the effective channel \( H_{eff}(L_T, \delta) \).

Concerning the power consumption model, we consider that the total power consumption \( P(L_T, \delta) \) is proportional to:

\[
P(L_T, \delta) \propto L_T \left( P_{DAC} \left( \frac{\pi \sqrt{3}}{2(1-\delta^2)} \right)^{1/2} + N_T P_\text{ps} \right) (W)
\]

where \( P_{DAC} \) and \( P_\text{ps} \) depend upon the DAC and phase-shifter power consumption values, respectively.

Given the expressions (11) and (12), we can now define the EE maximization problem as a fractional programming problem:

\[
\arg \max_{L_T, \delta} \text{EE}(L_T, \delta) \text{ subject to } P(L_T, \delta) \leq P_{\max} \tag{13}
\]

where \( P_{\max} \) is the maximum available power budget. Our goal, by solving (13), is to obtain the number of RF chains and bit resolution in an optimal manner. To obtain a solution to (13) we have developed an iterative procedure that approximates the initial fractional problem with a convex-concave optimization, using Dinkelbach approximation [20] and subset selection. Dinkelbach approach makes an iterative approximation of the fractional problem with a sequence of non-fractional but constrained optimization ones. Although simpler, each one of these problems is still non-convex. However, by decomposing the contribution of each RF chain to the EE performance of the system, we can employ subset selection methods which minimize the number of the RF chains by solving an \( \ell_1 \) approximation to the non-convex problem.

Before proceeding with the description of the proposed technique, we derive a technique based on exhaustive search for EE maximization, which will serve as an upper bound for comparison with the proposed method.

A. Upper Bound on EE via Exhaustive Search

To obtain an upper bound, we consider the case where \( L_T = N_T \). This simplifies the computation of the beamformers at the receiver and the receiver, by using the singular value decomposition of the channel (SVD). However, since we change the number of the RF chains/antennas, the channel and its SVD, has to be updated at each time. Specifically, an exhaustive search approach is needed to obtain the optimum EE over all possible values of \((L_T, \delta) \in \{(1, \ldots, b_{\max}) \times \{1, \ldots, L_T\}\). For each set value \((L_T, \delta)\), the singular value decomposition (SVD) of the effective channel has to be obtained, i.e.,

\[
H_{eff}(L_T, \delta) = \delta U \Sigma \Sigma^H,
\]

where \( U \in \mathbb{C}^{N_k \times N_k} \) and \( V \in \mathbb{C}^{N_k \times N_k} \) are unitary matrices, and \( \Sigma \in \mathbb{R}^{N_k \times N_k} \) is a rectangular matrix of singular values in decreasing order whose diagonal elements are non-negative real numbers and whose non-diagonal elements are zero. We assume that the rank of the channel is \( r \).

Hence, the rate expression in (11) becomes:

\[
R(L_T, \delta) = \log_2 \left[ \frac{1}{N_T} R_N^{-1} W H_{FF}^H H^H W \right]
\]

\[
= \log_2 \left[ \frac{1}{N_T} R_N^{-1} R_N^{-1/2} \Sigma \Sigma^H \right]
\]

\[
= \sum_{i=1}^{r} \log_2 \left( 1 + \frac{\delta^2}{N_T} [R_N^{-1}]_i [\Sigma \Sigma^H]_i \right), \tag{15}
\]

where \( R_N \) becomes a diagonal matrix with entries \([R_N]_i = \sigma_i^2 \Sigma \Sigma^H \) and \( \sigma_i^2 \). Based on (15), the rate expression is decomposed into the singular values domain, thus, the number of the rank \( r \) represents the virtual number of RF chains. So, the goal here is to reduce the number of virtual RF chains \( r \), alongside with the distortion \( \delta \) which depends on the bit resolution \( b \).

Algorithm 1 shows the exhaustive search approach (similar to [14]), called the Brute-force technique, thus, it provides the solution to achieve the optimal number of RF chains and the optimal number of associated DAC bits at each channel realization. It makes a search of all the possible number of RF chains/antennas, i.e., \( b = \{1, \ldots, b_{\max}\} \) and over the available bit resolution, i.e., \( b = 1, \ldots, b_{\max} \), where \( b_{\max} \) is the highest achievable resolution. It then finds the best EE out of all the efficiencies and chooses the corresponding optimal number of active RF chains \( L_T^{opt} \) and optimal resolution sampling \( b^{opt} \) for the transmitter. This method provides the best possible energy efficiency performance assuming that the SVD of \( H \) is perfectly known at the transmitter.

B. Proposed Method

Let us now consider an optimal design where we seek the sampling resolution for each DACs and the optimal number of active RF chains \( L_T \) that will maximize the EE of the transmitter. We consider a variable number of RF chains, i.e., by using switches to activate/deactivate each one independently [19], then the problem becomes:

\[
\arg \max_{S, \delta} \frac{R(S, \delta)}{P(S, \delta)} \text{ subject to } P(S, \delta) \leq P_{\max}. \tag{16}
\]
where $S \in \{0, 1\}^{L_T \times L_T}$ is a diagonal binary matrix representing switches which activate or deactivate the RF chains. Hence, the resulting optimization problem of (16) has two unknown quantities to be recovered, the matrices $S$ and $\delta$. Therefore, the problem is divided into a subset selection based problem considering sparse optimization and compressive sampling.

We consider the problem to be equivalent to finding only a sparse selection vector, $\text{diag}(S) \in \{0, 1\}^{L_T \times 1}$, where each unity value represents an active RF chain with a predefined resolution, while the zero value represents an inactive RF chain. Hence, the problem is equivalent to finding only a sparse selection vector, $\text{diag}(S)$, where $\hat{b} \in \{0, 1\}^{N_T \times 1}$, and $\delta \in \{0, 1\}^{L_T \times 1}$.

The problem becomes equivalent with the estimation of $S$ that maximizes the EE of the hybrid precoder. It can be shown that the rate and power equations for such scenario can be expressed as:

$$R(S, \delta) = \log_2 \left(1 + \frac{1}{N_T} \sum_{i=1}^{L_T} |S_{ii}| \alpha_i^2 \beta_i^2 \gamma_i \right).$$

Algorithm 2: Proposed technique

**Input:** $\kappa(0)$, $\mathbf{H}$

**Begin:**
1. for $b = 1, \ldots, b_{\text{max}}$
2. Compute $\mathbf{H}_{\text{eff}}(N_T, \delta(0))$
3. for $m = 1, 2, \ldots, I_{\text{max}}$
4. Obtain $S^{(m)}$ by solving (25) given $\kappa^{(m-1)}$
5. Calculate $R(S^{(m)}, \delta^{(m)})$ and $P(S^{(m)}, \delta^{(m)})$
6. Compute $\kappa^{(m)} = R(S^{(m)}, \delta^{(m)}) / P(S^{(m)}, \delta^{(m)})$

**Output:** Optimal $L_T^{\text{opt}}$ and $b_{\text{opt}}$

and

$$P(S, \delta) \propto \sum_{i=1}^{L_T} |S_{ii}| \left[ P_D A C \left( \frac{\pi \sqrt{3}}{2(1 - \delta^2)} \right)^{1/2} + P_T \right]$$

$$= L_T \left[ P_D A C \left( \frac{\pi \sqrt{3}}{2(1 - \delta^2)} \right)^{1/2} + P_T \right] \quad (W)$$

The problem of maximizing EE (16) is a concave-convex fractional problem and one solution method is the Dinkelbach approach [20]. The Dinkelbach method is an iterative and parametric algorithm, where a sequence of easier problems converge to the global solution. Let $\kappa^{(m)} = R(S^{(m)}, \delta^{(m)}) / P(S^{(m)}, \delta^{(m)}) \in \mathbb{R}$, for $m = 1, 2, \ldots, I_{\text{max}}$, where $I_{\text{max}}$ is the number of maximum iterations, then each iteration step of Dinkelbach can be expressed as:

$$\arg \max_{S \in \mathcal{S}} \left\{ R(S, \delta) - \kappa^{(m)} P(S, \delta) \right\}, \quad (25)$$

where $\mathcal{S}$ is the set of diagonal matrices with the feasible bit allocations which satisfy $P(S, \delta) \leq P_{\text{max}}$. Algorithm 2 summarizes the Dinkelbach algorithm via the subset selection approach where the optimal number of RF chains and associated sampling resolution is obtained.

**Computational Complexity:** It can be observed that the Dinkelbach method via subset selection approach requires complexity order of only $b_{\text{max}} O(L_T^2)$ per iteration and the brute-force approach requires complexity order of $b_{\text{max}} O(L_T^2 N_T)$. Since the number of the required iterations is usually very small (as shown in Fig. 2) as $F$ and $W$ matrices are required to be computed in Algorithm 1 and not Algorithm 2, the overall complexity of the Dinkelbach method via subset selection approach is much less than the brute-force approach.

**IV. Simulation Results**

In this section, we evaluate the performance of the proposed technique using computer simulation results. The simulations are performed with MATLAB® and all the results have been averaged over 1,000 Monte-Carlo realizations.
We set the following baseline parameters for simulation: \(N_T = 64\), \(N_R = 32\), \(L_T = 32\) (the number of available RF chains), \(N_1 = 8\), \(N_2 = 2\), \(N_T = 10\), and \(\sigma^2_{\text{ray}} = 1\). The azimuth angles of departure and arrival are computed with a Laplacian distribution with mean angles equal to zero. The antenna elements in the ULA are spaced by distance \(d = \lambda/2\).

Concerning the quantization model, since DACs have the same sampling resolution for each RF chain the quantization distortion parameter is the same for all DACs and the highest bit resolution \(b_{\text{max}} = 8\). The typical values of power terms for the power model in (12) of Section III are \(P_{\text{RF}} = 10\) mW, \(P_{\text{DC}} = 0.1\) W and \(P_{\text{max}} = 1\) W. We solve the sparse approximation problem for the RF and baseband precoding matrices \(\mathbf{F}_{\text{RF}}\) and \(\mathbf{F}_{\text{BB}}\) using orthogonal matching pursuit (OMP) [4], [6], and the combiner matrix \(\mathbf{W}\) is the product of \(1/\sqrt{N_r}\) and first \(N_s\) columns of \(\mathbf{U}\) matrix.

For comparison with the proposed Dinkelbach method via subset selection solution, we have considered the digital beamforming architecture \((L_T = N_T)\) with 8-bit DACs, which represents the optimum from the achievable spectral efficiency (SE) perspective, combined analog and digital hybrid precoding with \(L_T\) RF chains for 1-bit and 8-bit DACs, which represent the lowest and the highest SE cases. We also compare with the hybrid beamforming for \(L_T\) RF chains with a random resolution selected for each DAC from the range \([1,8]\)-bit, and hybrid beamforming with the optimal number of active RF chains \(L^\text{opt}\) and corresponding optimal sampling resolution \(b^\text{opt}\) obtained from the Brute-force approach.

Fig. 2 shows the convergence of the Dinkelbach method based solution as proposed in Algorithm 2 to obtain the optimal number of active RF chains and corresponding optimal sampling resolution. It can be observed that the performance curves based on the current EE \(\kappa\) (step 6 of Algorithm 2) for...
different numbers of transmitter antennas increase with respect to (w.r.t.) the number of iterations. The proposed solution converges rapidly and needs only 2-3 iterations to converge, and achieves an optimal solution at each realization.

It can be clearly observed from Fig. 3 that the proposed solution achieves a similar EE performance w.r.t. signal-to-noise ratio (SNR) as the Brute-force approach and outperforms hybrid 1-bit and hybrid 8-bit quantized DACs, plus the hybrid randomly selected resolution and digital beamforming with full-bit (8-bit) quantization. For example, at 10 dB SNR, EE for the proposed solution is approximating the Brute-force solution performance, about 0.3 bits/Joule better than the randomly selected resolution with hybrid beamforming, about 0.35 bits/Joule better than the hybrid 1-bit and about 0.38 bits/Joule better than the hybrid 8-bit and digital beamforming baselines. The proposed solution also achieves SE performance higher than the randomly selected and 1-bit quantization baselines. Digital beamforming and 8-bit hybrid baselines have the highest rate performance by using higher rate 8-bit quantization. For example, at 0 dB SNR, the proposed solution outperforms randomly selected quantization by about 7 bits/s/Hz, 1-bit hybrid by about 9 bits/s/Hz. Concerning the lower SE performance of the proposed technique and the Brute-Force approach, this is due to the fact that Brute-force has no constraint in the overall power consumption.

Fig. 4 shows similar performance behavior when plotting EE and SE w.r.t. the number of transmitter antennas at 5 dB SNR. For example, for $N_T = 50$, the proposed solution has performance close to the Brute-force approach, performs about 0.3 bits/Joule and about 7.5 bits/s/Hz better than the randomly selected resolution baseline, about 0.35 bits/Joule and 10 bits/s/Hz better than the 1-bit hybrid baseline. Fig. 5 plots the performance comparison of the proposed solution with the baselines w.r.t. number of receiver antennas at 5 dB SNR. Similar to above plots, it achieves high SE and has almost the same EE performance as the Brute-force approach.

V. CONCLUSION

We consider a mmWave hybrid MIMO system with analog and digital parts connected with fewer number of RF chains than the transmitting antennas, while transmitter DACs operate with low-resolution sampling. We consider the case where all DACs have the same sampling resolution for each RF chain and aim to optimize the number of active RF chains and associated resolution of DACs. The proposed method achieves similar EE performance with the upper bound of the derived exhaustive search approach, while it exhibits lower computational complexity and fast convergence. Future work will include the optimization of energy efficiency with different bit resolutions for every RF chain.
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Abstract—This paper proposes an efficient channel estimation algorithm for millimeter wave (mmWave) systems with a hybrid analog-digital multiple-input multiple-output (MIMO) architecture and few-bits quantization at the receiver. The sparsity of the mmWave MIMO channel is exploited for the problem formulation while limited resolution analog-to-digital converters (ADCs) are used in the receiver architecture. The estimation problem can be tackled using compressed sensing through the Stein’s unbiased risk estimate (SURE) based parametric denoiser with the generalized approximate message passing (GAMP) framework. Expectation-maximization (EM) density estimation is used to avoid the need of specifying channel statistics resulting the EM-SURE-GAMP algorithm to estimate the channel. SURE, depending on the noisy observation, is minimized to adaptively optimize the denoiser within the parametric class at each iteration. The proposed solution is compared with the expectation-maximization generalized AMP (EM-GAMP) solution and the mean square error (MSE) performs better with respect to low and high signal-to-noise ratio (SNR) regimes, the number of ADC bits, and the training length. The use of the low resolution ADCs reduces power consumption and leads to an efficient mmWave MIMO system.
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I. INTRODUCTION

The large number of antenna elements associated with millimeter wave (mmWave) multiple input multiple output (MIMO) systems makes it hard to use many analog-to-digital converters (ADCs), which is a power hungry component [1]. Moreover, ADCs have much higher sampling rates for wide bandwidth mmWave systems than at microwave frequencies, and employing high speed ADCs increases the power consumption and the cost significantly [2], [3]. Implementing low resolution ADCs such as 1-bit to 3-bits in mmWave MIMO systems efficiently improves the power metric of the system [1]. Fig. 1 shows the hardware block diagram of a mmWave system with a hybrid analog-digital architecture and low resolution ADCs at the receiver. The use of 1-bit ADCs in MIMO systems has been discussed in [4] and [5], and channel estimation is investigated as well. In that work, the channel is known perfectly to the transmitter and the receiver while in practical scenarios, the channel state information (CSI) is not known and should be estimated by both the transmitter and the receiver.

References [6]-[8] estimate the sparse mmWave channel using signal processing tools for high resolution analog to digital converting structures, but the use of low resolution ADCs at the receiver can significantly reduce the power consumption without significantly affecting the capacity of the system [9]. Recently, [10] and [11] considered 1-bit ADC quantization systems and the sparsity in the angle domain is exploited to be able to use compressed sensing (CS) techniques to recover the channel parameters. The proposed adaptive technique in [10] fails to provide good estimation of the channel at low SNR values. Reference [11] proposes only an expectation-maximization (EM) algorithm, which has high complexity since each iteration requires a matrix inverse computation and convergence of the algorithm requires many iterations. To observe the effect of low resolution ADCs, an additive quantization model (AQNM) is considered in [12] and [13]. The effect of AQNM is investigated in [12] for the case of a point-to-point mmWave MIMO system, while in [13] the desired rate of the uplink was derived for the case of mmWave fading channels. References [14] and [15] also implement the EM algorithm for a MIMO channel. Further improvements to the EM algorithm are proposed using expectation-maximization generalized approximate message passing (EM-GAMP) [16] and vector approximate message passing (VAMP) [17]. The use of EM-GAMP has been exploited for a broadband mmWave MIMO channel model with low resolution ADCs at the receiver in [18].

Reference [19] describes the advantages of the Stein’s unbiased risk estimate (SURE) based parametric denoiser when incorporated with the approximate message passing (AMP) framework. This paper exploits the SURE-generalized AMP solution combined with expectation-maximization (EM) steps called the EM-SURE-GAMP in a mmWave MIMO system. This novel solution avoids strong assumptions on the channel statistics where SURE, depending on the noisy observation, is minimized to adaptively optimize the denoiser within the parametric class at each iteration. The proposed solution is compared with the EM-GAMP solution for a narrowband channel model and improved mean square error (MSE) performance is observed for both low and high signal-to-noise ratio (SNR) regimes. The unknown channel parameters are modeled by a Bernoulli Gaussian distribution for both the techniques.

Notations: $x$, $X$, and $X$ represent a scalar, a vector, and a matrix, respectively; the $i$th column of $X$ is $X^i$; the transpose of $X$ is $X^T$; while the conjugate transpose is $X^*$. $tr(X)$ and $|X|$ are the trace and determinant of $X$, while $|X|_F$ is the Frobenius norm; the p-norm of $x$ is $\|x\|_p$; $X \otimes Y$ represents the Kronecker product of $X$ and $Y$; $\text{diag}(X)$ generates a vector of the diagonal elements of $X$; $\text{vec}(X)$ is a vector showing all the columns of $X$, $I_N$ represents an identity matrix of dimension $N \times N$ and $0_{N \times N}$ is an all-zeros matrix of dimension $N$. $A \times B$, $E_{\|x\|}$ represents the expectation of a complex variable $X \times Y$, and $\mathbb{C}^{N \times M}$ denote the set of
\[ \alpha_{id} \] in (1) is the complex gain of \( i^{th} \) ray in \( d^{th} \) cluster; \( a_i(\phi_i) \) and \( a_i(\phi_i') \) are the normalized transmit and receive array response vectors, where \( \phi_i \) and \( \phi_i' \) are the elevation angles of departure and arrival, respectively. We modeled the transmitter elements as ideal sectored elements at both the transmitter and the receiver [20]. In (1), the transmit and receive antenna element gain are considered unity over the sectors defined by \( \phi_i \) and \( \phi_i' \). We implement uniform linear array (ULA) geometry. For \( \lambda \) signal wavelength, \( d \) inter-element spacing, and a ULA geometry with \( N_s \) antenna elements, the array response vector is written as follows [21]:

\[ a_i(\phi) = \frac{1}{\sqrt{N_s}} [1, e^{j \frac{\pi \lambda_d}{d} \sin(\phi)}, \ldots, e^{j(N_s-1) \frac{\pi \lambda_d}{d} \sin(\phi)}]^T, \quad (2) \]

Equation (2) can be used to compute the array response vectors at both the transmitter and receiver with the corresponding terms. The beamspace representation [22], [23] of the narrowband channel in (1) can be written as follows:

\[ H = \hat{A}_t \mathbf{Z} \hat{A}_r^*, \quad (3) \]

where \( \mathbf{Z} \in \mathbb{C}^{N_t \times N_r} \) represents a sparse matrix with a few non-zero entries assumed to follow Bernoulli-Gaussian distribution, while \( \hat{A}_t \in \mathbb{C}^{N_t \times N_t} \) and \( \hat{A}_r \in \mathbb{C}^{N_r \times N_r} \) are DFT matrices.

Let us consider a MIMO \( N_t \times N_r \) system with a hybrid analog-digital architecture with \( N_t' \) and \( N_r' \) chains at the transmitter and the receiver, respectively. The number of RF chains is smaller or equal to the number of antennas for both the transmitter \( N_t' \leq N_t \) and receiver \( N_r' \leq N_r \). We assume that the channel is quasi-static, i.e., it remains static during a period of time, which includes both channel training and data transmission phases. During the training phase, at each time instance \( t \), the transmitter generates a training signal vector \( s(t) \in \mathbb{C}^{N_t' \times 1} \) following \( \mathbb{E}[s(t)s(t)^H] = \frac{1}{T} \mathbf{I}_{N_t' \times N_t'} \), which is the input to the analog RF precoder at transmitter, \( \mathbf{F}_t(t) \in \mathbb{C}^{N_t \times N_t'} \). This signal is transmitted through the channel \( \mathbf{H} \) and the received vector is processed by the analog RF combiner at receiver, \( \mathbf{W}_r(t) \in \mathbb{C}^{N_r \times N_r'} \). The elements of the RF precoders and combiners have equal norm as they represent transmitter and receiver phase shifters. For the case of number of streams equal to the number of RF chains, the baseband matrices, \( \mathbf{F}_t(t) \in \mathbb{C}^{N_t \times N_t'} \) at transmitter and \( \mathbf{W}_r(t) \in \mathbb{C}^{N_r \times N_r'} \). We implement uniform linear array (ULA) geometry. For \( \lambda \) signal wavelength, \( d \) inter-element spacing, and a ULA geometry with \( N_s \) antenna elements, the array response vector is written as follows [21]:

\[ a_i(\phi) = \frac{1}{\sqrt{N_s}} [1, e^{j \frac{\pi \lambda_d}{d} \sin(\phi)}, \ldots, e^{j(N_s-1) \frac{\pi \lambda_d}{d} \sin(\phi)}]^T, \quad (2) \]

Equation (2) can be used to compute the array response vectors at both the transmitter and receiver with the corresponding terms. The beamspace representation [22], [23] of the narrowband channel in (1) can be written as follows:

\[ H = \hat{A}_t \mathbf{Z} \hat{A}_r^*, \quad (3) \]

where \( \mathbf{Z} \in \mathbb{C}^{N_t \times N_r} \) represents a sparse matrix with a few non-zero entries assumed to follow Bernoulli-Gaussian distribution, while \( \hat{A}_t \in \mathbb{C}^{N_t \times N_t} \) and \( \hat{A}_r \in \mathbb{C}^{N_r \times N_r} \) are DFT matrices.

Let us consider a MIMO \( N_t \times N_r \) system with a hybrid analog-digital architecture with \( N_t' \) and \( N_r' \) chains at the

\[ A \times B \] matrices with real and complex entries, respectively. A complex Gaussian vector with mean \( \mathbf{x} \) and covariance matrix \( \mathbf{X} \) is represented as \( \mathbb{CN}(\mathbf{x}; \mathbf{X}) \), and i.i.d. indicates the entries to be independent and identically distributed.

II. MMWAVE HYBRID MIMO MODEL

The high path loss and small number of multi-path components in mmWave MIMO systems restrict use of the fading channels used in the analysis of MIMO systems [1]. Consider a single-user mmWave MIMO system with \( N_t \) antennas at the transmitter, with \( N_r \) transmitted data streams to \( N_r \) receiver antennas. For the number of multipaths computed by the product of \( N_d \) clusters and \( N_{ray} \) rays in every cluster, the narrowband channel is written as follows:

\[ H = \sum_{l=1}^{N_d} \sum_{r=1}^{N_{ray}} \alpha_{ld} a_i(\phi_{ld}^r) \mathbf{a}_i(\phi_{ld}^t)^*, \quad (1) \]

\[ \alpha_{ld} \] is the complex gain of \( l^{th} \) ray in \( d^{th} \) cluster; \( a_i(\phi_{ld}^r) \) and \( a_i(\phi_{ld}^t) \) are the normalized transmit and receive array response vectors, where \( \phi_{ld}^t \) and \( \phi_{ld}^r \) are the elevation angles of departure and arrival, respectively. We modeled the antenna elements as ideal sectored elements at both the transmitter and the receiver [20]. In (1), the transmit and receive antenna element gain are considered unity over the sectors defined by \( \phi_{ld}^t \) and \( \phi_{ld}^r \). We implement uniform linear array (ULA) geometry. For \( \lambda \) signal wavelength, \( d \) inter-element spacing, and a ULA geometry with \( N_s \) antenna elements, the array response vector is written as follows [21]:

\[ a_i(\phi) = \frac{1}{\sqrt{N_s}} [1, e^{j \frac{\pi \lambda_d}{d} \sin(\phi)}, \ldots, e^{j(N_s-1) \frac{\pi \lambda_d}{d} \sin(\phi)}]^T, \quad (2) \]

Equation (2) can be used to compute the array response vectors at both the transmitter and receiver with the corresponding terms. The beamspace representation [22], [23] of the narrowband channel in (1) can be written as follows:

\[ H = \hat{A}_t \mathbf{Z} \hat{A}_r^*, \quad (3) \]

where \( \mathbf{Z} \in \mathbb{C}^{N_t \times N_r} \) represents a sparse matrix with a few non-zero entries assumed to follow Bernoulli-Gaussian distribution, while \( \hat{A}_t \in \mathbb{C}^{N_t \times N_t} \) and \( \hat{A}_r \in \mathbb{C}^{N_r \times N_r} \) are DFT matrices.
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thus, sparse estimation techniques can be utilized to recover the sparse vector $x$.

Concerning the analog RF beamforming matrices, these are designed as random matrices [24] as we require sensing matrix to be random to be able to apply compressed sensing. The transmitter and the receiver share a pseudo-random key so receiver can predict the precoding matrix. In particular, the angles of precoding/combiner matrices are generated as random variables following a uniform distribution, i.e., $\phi_i(t) \sim U(0, 2\pi)$. Then, for each training instance $t$ and $\forall k = 1, \ldots, N_t, i = 1, \ldots, N_l^t$ we use the matrix:

$$[F_{i,f}(t)]_{k,i} = \frac{1}{\sqrt{N_l^t}} \sin(\phi_i(t))$$

(9)

for precoding, and accordingly for the combiner at the receiver:

$$[W_{i,f}(t)]_{k,i} = \frac{1}{\sqrt{N_l^t}} \sin(\phi_i(t))$$

(10)

To overcome the quantization non-linearity effects at the receiver, we employ quantization dithering [25]. In this work we consider a simple type of dithering termed as non-subtractive random dithering. Specifically, we assume that a Gaussian random signal with zero mean, i.e., $\tilde{d} \sim N(0, \sigma_0^2)$ is added to the input, thus, the overall system is described as:

$$F = Q(\bar{\Psi}z + \bar{n} + \tilde{d}) \in \mathbb{R}^{2TN_t \times 1},$$

(11)

where $\tilde{d} \in \mathbb{R}^{2TN_t \times 1}$ is the control signal. The overall noise can be modelled as $\bar{n} + \tilde{d} \sim N(0, \sigma_0^2I)$, where $\sigma^2 = \sigma_n^2 + \sigma_0^2$.

**B. EM-SURE-GAMP Solution for Channel Estimation**

To solve the non-linear sparse channel estimation problem of (8) we obtain an approximation of the maximum a-posteriori channel estimator via the EM algorithm [11], for $l$-th iteration, i.e.,

$$E_{\tilde{y},x} \left[ \frac{\partial}{\partial \tilde{y}} \ln(\mathbb{P}(F, \tilde{y}|x)) \right] = 0,$$

(12)

where the conditional probability density function (PDF) involving $F$ and $\tilde{y}$ random variables is given by [26] as follows:

$$p(F, \tilde{y}|x) \equiv \frac{1}{\mathbb{P}(F|x)} \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{1}{2\sigma^2} \sum_{l=1}^{2TN_t} (\tilde{y} - \bar{\Psi}z)^2}$$

(13)

The EM algorithm is defined by the following two steps for the $(l+1)$-th iteration:

- **E-step:** Compute $b^t_i = [b_{1i}^t, \ldots, b_{2TN_t}^t]$ with

$$b_{li}^t = -\frac{\sigma}{\sqrt{2\pi}} \frac{e^{-\frac{1}{2\sigma^2} l_i^2}}{\text{erf}(\frac{-1}{\sqrt{2\sigma^2}} l_i)} - \frac{e^{-\frac{1}{2\sigma^2} u_i^2}}{\text{erf}(\frac{-1}{\sqrt{2\sigma^2}} u_i)},$$

(14)

where $l_i, u_i$ are the lower and upper bounds for the $i$th quantized sample of the quantizer for $|\bar{\Psi}z_i|$ respectively; erf($\cdot$) is the error function.

- **M-step:** Estimate the sparse channel $\hat{z}^{l+1} \in \mathbb{R}^{2TN_t \times 1}$ via solution of the linear system of equations:

$$A\hat{z}^{l+1} = \delta_l,$$

(15)

**Algorithm 1: EM-SURE-GAMP algorithm**

1. **Initialization:** $\hat{z}^1 = 0$, $\xi^0_l = 0$, $c^1 = \frac{1}{2N_l N_t} \sigma^2_1 = 1$.
2. for $t = 1, \ldots, T_{\text{max}}$
   3. $\gamma^t = \mathbb{A}\hat{z}^t$
   4. $\hat{\theta}^t = \frac{1}{\sqrt{2N_l N_t}} \|\mathbb{A}\|_{\text{F}} \gamma^t$
   5. $\mathbb{P}^t = \gamma^t - \hat{\theta}^t \xi^t$
   6. Update $\delta_l$ using EM-steps as indicated in (15)
   7. $\xi^t_l = \frac{1}{\sqrt{2N_l N_t}} \left[ 1 - \frac{\text{Var}_{\hat{z}^t}(\mathbb{P}^t_{\gamma^t, \delta^t})}{\gamma^t_{\gamma^t, \delta^t}} \right]$ $\xi^t_l$
   8. $\hat{\beta}^t = \frac{1}{\sqrt{2N_l N_t}} \|\mathbb{A}\|_{\text{F}} \gamma^t$
   9. $\beta^t = \hat{\beta}^t + \hat{\theta}^t \mathbb{A}^\dagger \xi^t$
   10. $\theta^t = H_t(\beta^t, c^t)$
   11. $\hat{z}^{t+1} = f_s(\beta^t, c^t)\theta^t$
   12. $\tau^{t+1} = \frac{\gamma^t}{\beta^t} f_s(\beta^t, c^t)\theta^t$
   13. $c^{t+1} = \frac{1}{\sqrt{2N_l N_t}} \|\mathbb{A}\|_{\text{F}} \xi^t_l$
   14. end for

with $\delta_l \triangleq \|\hat{\Psi}^\dagger\hat{\Psi}z^t + b^t$ and $\mathbb{A} \triangleq \hat{\Psi}^\dagger \hat{\Psi} + C_{\gamma,\tau}^t$, where $C_{\gamma,\tau}^t$ is the correlation matrix based on the channel known statistics.

The linear channel estimation problem in (15) can be considered similar to the noisy quantized CS problem [27]; among the numerous existing algorithms for sparse inverse linear problems, AMP-based solver has been shown to converge faster, i.e., in few iterations, with predictable dynamics together with low computational complexity. In its original formulation for $l_1$-minimization [28], AMP is designed as a variant of a soft-thresholding iterative algorithm; in [29], [30] extensions of AMP have been used to handle wide class of random sensing matrices and for sparse learning applications. Generally AMP family of algorithms has been proven to converge for the class of right orthogonal random matrices; to reduce the convergence problems with general structured random matrices, damping is often used. However, for our system model we do not need to perform damping on the update of the messages.

In particular, AMP-based algorithms perform a sequence of MMSE estimations of the estimated measurement vector $\gamma^t = \hat{\Psi}\hat{z}^t$, such as in line 3 of Algorithm 1, where $\hat{z}^t$ refers to the estimate of the vector $z^{l+1}$ for the M-step in (15) and $l$ is the EM iteration index. Regarding the MMSE estimator for $\gamma^t$, since the channel noise model in (11) is quantized Gaussian as it is modeled as the quantization function, we need to adopt the generalized version of AMP (GAMP) [31] whose computation is detailed in the Algorithm 1 where the expectation is over the posterior probability $p(\gamma^t|\mathbb{P}^t_{\gamma^t, \delta^t})$ which is dependent on the quantizer function $Q$ through (14), $\delta_l$ represents the vector of measurements updated using the EM-steps as indicated in (15). In line 8 of Algorithm 1, $\text{Var}_{\hat{z}^t}(\mathbb{P}^t_{\gamma^t, \delta^t})$ represents the Variance of the conditional probability distribution $p(\gamma^t|\mathbb{P}^t_{\gamma^t, \delta^t})$. Regarding the MMSE estimator for $\hat{z}^t$, standard AMP [28] is based on the assumption that the prior $p(\hat{z}^t)$ is precisely defined and, therefore, it is possible to derive the associated MMSE estimator.

In this work, we utilize a variant, named SURE-GAMP,
which derives specific MMSE estimators tailored for the dithered system model in (11) as follows. The SURE approach [19] aims to find the denoiser within a class with the least MSE by optimizing the free parameters $\theta$ of some piecewise kernel functions $f_\theta(\cdot, \theta)$ in order to obtain an optimal adaptive non-linearity; moreover, the optimization of the denoiser does not require knowledge of the prior distribution. In the simulations, SURE-GAMP uses a family of parameterized denoising functions for the class of Bernoulli Gaussian signals, which can be analyzed through Gaussian-mixture distribution as well [18]. At each iteration, the parametric SURE-GAMP algorithm adaptively chooses the best denoiser, i.e., the one with the least MSE, by selecting the parametric SURE-GAMP algorithm adaptively chooses $\theta^*$ which correspond to the minimum of the selection function $H_{\theta}$, such as in line 11 of Algorithm 1, dependent on the noisy data $\beta^\prime$ and the estimate of the effective noise variance $\epsilon^\prime$ which leads to solving the following optimization problem:

$$\theta^* = H_{\theta}(\beta^\prime, \epsilon^\prime) = \arg \min_{\theta} \mathbb{E}[f(\beta^\prime, \epsilon^\prime|\theta) - \beta^\prime]^2 + 2\epsilon^\prime f'(\beta^\prime, \epsilon^\prime|\theta)$$

In [19], authors have shown that this optimization is equivalent to solving a linear system of equations whose dimension equals the number of kernel functions which are the number $n_{\text{ker}}$ of basis functions representing $f(\cdot|\theta)$ ($n_{\text{ker}} = 3$, in the simulations). Therefore, the overall complexity of SURE-GAMP is dominated by the matrix-vector multiplications in lines 3 and 10 of Algorithm 1, whose order is $O((N, N)^2)$. The EM steps as shown in (14) and (15) are combined with the SURE-GAMP algorithm to avoid the need of specifying a prior probability on $\theta^*$, and the algorithm converges after a few iterations when the solution close to minimum MSE is achieved.

IV. SIMULATION RESULTS

This section shows the performance results obtained for the proposed EM-SURE-GAMP algorithm and the comparison is made with the EM-GAMP solution. Reference [31] suggests the computation of the minimum MSE of the estimate; combined with EM steps we can plot the MSE results of EM-GAMP algorithm to compare with the proposed solution. Following the condition $N_f^t \leq N_t$ and $N_c^t \leq N_t$ for a hybrid analog-digital MIMO architecture, we consider a simple case of $N_t = 8$, $N_s = 8$, and the number of RF chains and streams equal to the number of antennas, i.e., $N_f^t = N_c^t = N_s = 8$. It provides us easier computation for the analog precoder and combiner matrices. We can also consider fewer RF chains and streams than the number of antennas [32] to observe the channel estimation performance plots. The number of multipaths is 5 and due to low overload probability, the value of $\kappa$ used in the quantization (see Section II) is 4. We run the proposed algorithm for $T_{\text{max}} = 1$ and 100 EM iterations. The performance results are obtained for 100 Monte-Carlo realizations each.

Fig. 2 shows the mean square error (MSE) variations with respect to (w.r.t.) the SNR when comparing the proposed EM-SURE-GAMP algorithm with EM-GAMP for 1-bit, 2-bits, and 3-bits resolution ADCs. We can observe that the proposed algorithm achieves better MSE performance for both low and high SNR regimes. For example at an SNR of 10 dB, the SURE algorithm variant outperforms EM-GAMP by about 3 dB in MSE terms for 1-bit quantization. For 2- and 3-bits, the MSE gain is around 2 dB. Fig. 3 again shows that EM-SURE-GAMP performs better than EM-GAMP when MSE is plotted against the number of quantization bits for different values of SNR such as -5 dB, 10 dB, and 20 dB. The training length for Fig. 2 and Fig. 3 is $T = 2^{11}$, and EM-SURE-GAMP exhibits good performance for a channel sparsity level, i.e., ratio of non-zero entries of the beamspace channel and $N_t \times N_s$, of 8%. It can be seen for example that with 3 bits resolution, a significant gain in MSE for the SURE variant of around 6-7 dB compared to EM-GAMP is observed for all SNR values.

Fig. 4 exhibits that the EM-SURE-GAMP solution outperforms EM-GAMP solution w.r.t. the training length for a range of training sequence lengths of 64 to 2048 and converges more quickly than EM-GAMP for a channel sparsity level of 8%, 15 dB SNR, when 1-bit, 2-bits, and 3-bits ADC resolutions are considered.
V. CONCLUSION

This paper proposes an efficient algorithm based on the approximate message passing (AMP) framework to estimate the channel in a mmWave MIMO system with a hybrid analog-digital architecture and low-resolution ADCs at the receiver. EM-SURE-GAMP is exploited to estimate the channel which provides the flexibility to avoid strong assumptions on the channel priors where SURE, depending on the noisy observation, is minimized to adaptively optimize the denoiser within the parametric class at each iteration. When compared with the expectation-maximization generalized AMP (EM-GAMP) solution, the mean square error (MSE) performs better with respect to low and high SNR regimes, the number of ADC bits, and the training length.
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Abstract

Millimeter wave (mmWave) communication allows us to exploit a new spectrum band between 30 GHz to 300 GHz to meet the growing demands of capacity for fifth generation (5G) wireless communication systems. Multiple-input multiple-output (MIMO) antennas can be used to tackle higher path loss and attenuation at mmWave frequencies compared to microwave bands. Beamforming, called precoding at the transmitter, is performed digitally in conventional microwave frequency MIMO systems, but at mmWave frequencies the higher cost and power consumption of system components means that the system cannot implement one radio frequency (RF) chain per antenna. To enable spatial multiplexing, hybrid precoders using fewer RF chains than antennas emerge as cost-effective and power saving alternative for the transceiver architecture of mmWave MIMO systems. This paper demonstrates the hybrid precoder design with its spectral efficiency and energy efficiency characteristics, and we compare the performance with that of optimal digital precoding (with one RF chain per antenna) and simplified beam steering systems. It also includes two different algorithmic solutions to meet the optimization objective. The orthogonal matching pursuit (OMP) algorithm appears to provide high performance solution to the problem, whereas the gradient pursuit (GP) algorithm is proposed as a cost-effective and fast approximation solution that can still provide equally high performance.

I. Introduction

To advance the state of present wireless communication systems, researchers are primarily concerned about the evolution of fifth generation (5G) networks and even beyond. It is suggested that initial 5G standards may be introduced by 2020 [1]. Such advanced systems demand lower latency, lower infrastructure costs, ultra-high reliability, higher mobility, improved range, much higher throughput, and increased capacity of networks [2,3]. The main differences of 5G systems compared to fourth generation (4G) systems will be the use of much greater spectrum allocations, higher aggregate capacity, much higher bit rates, longer battery life, and higher reliability to support many simultaneous users in both licensed and unlicensed RF bands [4]. The emerging advanced consumer devices and developed communication systems have resulted in ever-increasing demands on bandwidth and capacity [5]. The current carrier frequency spectrum has been limited to the very crowded range between 700 MHz and 2.6 GHz leading to the worldwide need for more spectrum and higher capacity. In such scenario, millimeter Wave (mmWave) appears to be a promising technology for future wireless communication systems [4,5]. Utilizing the unused wireless spectrum at much higher frequencies makes mmWave technology different from existing wireless solutions. MmWave offers larger bandwidth channels resulting in much higher data rates, thus supporting much better internet-based access and higher connectivity [4]. MmWave spectrum is currently used for various applications such as satellite communication, radio applications, and backhaul networks. MmWave technology is already a very significant technology for wireless backhaul [6] along with the possibility of self-backhaul in cellular systems. However, mmWave cellular systems do hold certain challenges such as supporting directional communication, susceptibility to shadowing, intermittent connectivity, and processing power consumption by data converters [7].

MmWave technology fits very well with multiple-input multiple-output (MIMO) systems as the size of antenna arrays and associated electronics will reduce due to the shorter wavelengths [8]. MIMO technology has already been applied to commercial wireless local area networks and cellular systems at sub-6GHz frequencies. MIMO techniques at mmWave frequencies will be applied differently than at microwave frequencies due to changes in RF propagation and additional hardware constraints. Signal processing for mmWave MIMO systems is of critical importance. At lower frequencies, the signal processing actions are carried out at baseband leading to entirely digital signal processing solutions. While at higher frequencies, there are various hardware constraints making it difficult to have a separate radio frequency (RF) chain dedi-
cated to each antenna. Moreover, the practical implementations of system entities such as RF chains, power amplifiers, low noise amplifiers, and baseband connections are more difficult to construct at mmWave [9], and power consumption is a major issue as these entities become power hungry devices [10]. MmWave frequency systems will exploit polarization and spatial processing techniques such as very directional adaptive beamforming to improve the performance of the system. Deploying a large number of antennas results in high beamforming gain, forming directional beam patterns between transmitter and receiver, which further can assist in overcoming the higher path loss experienced at mmWave frequencies. One of the objectives of this paper is to focus on the sparse nature of the mmWave channel which allows us to use signal processing to enhance performance of mmWave systems towards ultimate performance limits.

One of the simplest approaches to apply MIMO in mmWave systems is analog beamforming which can be implemented at both transmitter and receiver. This approach often connects antenna elements via phase shifters to a single RF chain which supports single stream communication only and does not provide spatial multiplexing gains. Hybrid beamforming can be implemented instead to enable spatial multiplexing and multi-user MIMO communication. Fig. 1 shows the basic structure of a mmWave single-user fully-connected hybrid beamforming system [11] with digital baseband precoding followed by constrained RF precoding implemented using RF phase shifters. The same number of phase shifters as antennas are connected to each RF chain which leads to a fully-connected architecture. Precoding generally refers to beamforming at the transmitter, which may be generalized to support multi-stream (or multi-layer) transmission. At the receiver end, signal combining techniques can be used. One may find the unique advantage associated with hybrid precoding is that, to approach the performance of unconstrained solutions, the digital precoder can correct analog limitations such as cancelling residual multi-stream interference. Although hybrid precoding currently makes compromise on power consumption and hardware complexity yet there is much scope to exploit energy and capacity efficient designs.

Reference [11] proposes a fully-connected hybrid precoder design which leads to a capacity efficient mmWave MIMO system. For an energy efficient design, [12] considers subconnected architecture, where each RF chain is connected to only a subset of transmitter antennas requiring fewer phase shifters in comparison to the fully-connected architecture. This energy efficient hybrid precoding design is based on successive interference cancellation (SIC) providing near-optimal performance and proposing a low complexity algorithmic solution. Reference [13] considers both fully-connected and partially-connected structures to design a hybrid precoder. The fully-connected structure seems to outperform partially-connected structure in terms of capacity whereas the latter shows higher energy efficiency. In [14] an energy efficient optimization to design the hybrid precoder through the use of optimal number of RF chains is proposed. More generally [15] provides a overview on the relationship between energy efficiency and spectral efficiency for different configurations of a hybrid beamforming system.

This paper mainly exhibits spectral efficiency and energy efficiency characteristics of a hybrid precoder which are helpful in analyzing the throughput and energy variations with respect to the system parameters and the channel parameters. The simulation results are plotted with respect to signal-to-noise ratio (SNR) and the number of RF chains. The solution to the optimization problem implements orthogonal matching pursuit (OMP) at the transmitter and the receiver which appears to be a low complexity solution. Gradient Pursuit (GP) method is introduced as a novel solution to the optimization objective which has the same performance as OMP yet it is a cost-effective and fast approximation solution. The performance and run time comparisons between both the algorithmic solutions are performed and GP is implemented to plot the spectral efficiency and energy efficiency characteristics.

The following notations have been used throughout the paper: $A$, $a$, and $s$ stand for a matrix, a vector, and a scalar, respectively; $A^{(i)}$ represents the $i$th column of $A$; transpose and conjugate transpose of $A$ are denoted as $A^T$ and $A^*$, respectively; $\|A\|_F$, $\text{tr}(A)$, and $\det(A)$ represent the Frobenius norm, trace, and determinant of $A$, respectively; $\|a\|_p$ is the $p$-norm of $a$; $[A|B]$ denotes horizontal concatenation; diag($A$) generates a vector by the diagonal elements of $A$; $I_N$ and $\Theta_{X,Y}$ represent $N \times N$ identity matrix and $X \times X$ all-zeros matrix, respectively; $CA(a; A)$ denotes a complex Gaussian vector having mean $a$ and covariance matrix $A$, and i.i.d. shows that the entries of that vector are independent and identically distributed. The expectation and real part of a complex variable are denoted as $E[\cdot]$ and $\Re(\cdot)$, respectively.

### II. System and Channel Models

This section presents the mmWave system model and channel model used in this paper.

#### A. System Model

Considering a single-user mmWave system with $N_t$ antennas at the transmitter end, sending $N_s$ data streams to $N_r$ receiver antennas. $N_r^s$ and $N_r^t$ denote the number of RF chains at the transmitter with the limitation $N_s \leq N_r^s \leq N_r$ and at the receiver with the limitation $N_s \leq N_r^t \leq N_r$, respectively. In other words, in massive MIMO communication systems, based on the function of the RF chains and the hybrid precoding scheme, the number of RF chains is larger than or equal to the number of baseband data streams and smaller than or equal to number of the transmitter antennas. The matrices $F_{\text{BS}}$ and $F_{\text{RF}}$ denote the $N_r^s \times N_s$ baseband precoder and the $N_r \times N_r^t$ RF precoder, respectively. Similarly at the receiver end, the matrices $W_{\text{BS}}$ and $W_{\text{RF}}$ denote the $N_r^t \times N_r$ baseband combiner and the $N_r \times N_r^s$ RF combiner, respectively. Fig. 1 shows the system setup. The signal, $x = F_{\text{RF}}F_{\text{BS}}s$, is transmitted where $s$ is the $N_s \times 1$ symbol vector such that $E[|s|^2] = \frac{1}{N_s}$. All elements of $F_{\text{RF}}$ and $W_{\text{RF}}$ are constrained to have equal norm. The power constraint at the transmitter end is satisfied by $\|F_{\text{RF}}F_{\text{BS}}\|_F^2 = N_s$. Considering a narrowband block-fading propagation channel with $H$ as $N_r \times N_r$ channel matrix, which is assumed to be known to both the transmitter and the receiver, a discrete-time model for the received signal is

$$y = \sqrt{\rho}HF_{\text{RF}}F_{\text{BS}}s + n, \quad (1)$$
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where $y$ is the $N_r \times 1$ received vector, $\rho$ is the average received power, and $n$ is a noise vector with entries which are i.i.d. $CN(0, \sigma_n^2)$. After combining processing, the processed received signal can be written as follows:

$$\hat{y} = \sqrt{\rho} W_{bb}^r W_{t,b}^* F_{bb}^r F_{t,b}^* \mathbf{r} + W_{bb}^r W_{t,b}^* n,$$  \hspace{1cm} (2)

For transmitted symbols following a Gaussian distribution, the achievable spectral efficiency can be expressed as follows:

$$R = \log_2 \det(I + \frac{\rho}{N_t} R_{bb}^{-1} W_{bb}^r W_{t,b}^* F_{bb}^r F_{t,b}^* H W_{b,b}^* W_{t,b}^*),$$

where $R_{bb} = \sigma_n^2 W_{bb}^r W_{t,b}^* W_{t,b}^* W_{b,b}^*$ represents the noise covariance matrix after the combining processing.

B. Channel Model

The fading channel models used in traditional MIMO becomes inaccurate for mmWave channel modeling due to the high free-space path loss and large tightly-packed antenna arrays. So the mmWave propagation environment can be characterized by a narrowband clustered channel model, such as the Saleh-Valenzuela model [10]. For $N_c$ clusters and $N_{ray}$ propagation paths each cluster, mmWave channel matrix can be depicted as follows:

$$\mathbf{H} = \sqrt{\frac{N_t N_r}{N_c N_{ray}}} \sum_{i=1}^{N_{ray}} \sum_{j=1}^{N_c} \alpha_{ij} \mathbf{a}_i(\phi_{ij}, \theta_{ij})^* \mathbf{a}_j(\phi_{ij}, \theta_{ij})^*,$$  \hspace{1cm} (4)

where $\alpha_{ij}$ denotes the gain of $i$th ray in $j$th cluster and it is assumed that $\alpha_{ij}$ are i.i.d. $CN(0, \sigma_{\alpha}^2)$, where $\sigma_{\alpha}^2$ is average power of the $i$th cluster such that $\sum_{i=1}^{N_{ray}} \sigma_{\alpha}^2 = N_r \rho$, $\gamma$ being the normalization factor satisfying $\mathbb{E}[||\mathbf{H}||_F^2] = N_c N_r$, and $\gamma = \sqrt{\frac{N_t N_r}{N_c N_{ray}}}$.

Further, $\mathbf{a}_i(\phi_{ij}, \theta_{ij})$ and $\mathbf{a}_j(\phi_{ij}, \theta_{ij})$ represent the normalized receive and transmit array response vectors, where $\phi_{ij}$ and $\theta_{ij}$ are azimuth and elevation angles of departure, respectively, and $\phi'_{ij}$ and $\theta'_{ij}$ are azimuth and elevation angles of arrival, respectively. The antenna elements at the transmitter and the receiver can be modeled as ideal sectored elements [16] and then antenna element gains can be evaluated over the ideal sectors. In (4), the transmit and receive antenna element gains are considered unity over ideal sectors defined by $\phi'_{ij} \in [\phi_{\min}^t, \phi_{\max}^t]$ and $\theta'_{ij} \in [\theta_{\min}^t, \theta_{\max}^t]$, $\phi_{ij} \in [\phi_{\min}^r, \phi_{\max}^r]$ and $\theta_{ij} \in [\theta_{\min}^r, \theta_{\max}^r]$, respectively, and the gains are zero otherwise. This paper considers uniform linear array (ULA) antenna elements for simulations, where for a $N_s$-element ULA on z-axis, the array response vector can be expressed as follows [17]:

$$\mathbf{a}_s(\phi) = \frac{1}{\sqrt{N_s}} e^{j m d \sin(\phi) \lambda},$$  \hspace{1cm} (5)

where $0 \leq m \leq (N_s - 1)$ is a real integer counting through antennas, $d$ is inter-element spacing, and $\lambda$ is the signal wavelength. The array response vectors could also be computed considering a uniform planar array (UPA) of antenna elements in a two-dimensional plane [17].

III. Hybrid Precoder Design

It is usually difficult to find a global optimization solution for the joint optimization problem over transmitter and receiver precoders [18]. So, the design can be split into two sub-optimization problems, i.e. one focusing on designing $F_{f,j}$ for the precoder and the other on designing $W_{f,b}$ for the combiner. The mutual information obtained through Gaussian signaling over the channel is computed for the hybrid precoder $F_{f,j} W_{f,b}$, measuring the mutual dependence between the two matrices, as follows [11]:

$$I(F_{f,j}, W_{f,b}) = \log_2 \det(I + \frac{\rho}{N_t} \sigma_n^2 H_{bb} F_{f,j} W_{f,b}^* F_{f,j}^* H_{bb}^*).$$  \hspace{1cm} (6)

While designing hybrid precoders and combiners for mmWave MIMO systems, we are very much concerned about hardware complexity, spectral efficiency, and energy consumption for baseband processing and analog to digital converters (ADCs), digital-to-analog converters (DACs), RF chains, phase shifters, and power amplifiers. Sparing use of these entities can lead the system to operate in a very energy efficient manner. For instance, as the number of RF chains increase, more energy would get consumed leading to a decrease in energy efficiency. Measuring the energy efficiency characteristics with respect to the number of RF chains, as shown in Section IV, is quite helpful to design an energy efficient hybrid beamforming system. Meanwhile, the hybrid precoder optimization problem can be formulated as follows:

$$(F_{f,j}^{opt}, W_{f,b}^{opt}) = \max_{F_{f,j}, W_{f,b}} I(F_{f,j}, W_{f,b}),$$  \hspace{1cm} (7)

$$s.t. F_{f,j} \in F_{f,j}^{r,f}, W_{f,b} \in W_{f,b}^{r,b},$$

$$||F_{f,j} W_{f,b}||_F^2 = N_r,$$

where $F_{f,j}$ denotes the set of $N_r \times N_{f,j}$ matrices having elements of constant magnitude. For such a non-convex constraint, it is difficult to yield general solutions to the problem. So in order to design the near-optimal hybrid precoder, certain assumptions and approximations can be exploited as in [11] to simplify the above problem. Equation (7) can be transformed in terms of the Euclidean distance between $F_{f,j} W_{f,b}$ and the channel’s optimal fully digital precoder $F_{opt}$. The hybrid precoder $F_{f,j} W_{f,b}$ can be located in a constrained space as to be as close as possible to the optimal matrix $F_{opt}$ in the unconstrained space. So the Euclidean distance $||F_{opt} - F_{f,j} W_{f,b}||_F$ should be as small as possible for maximum throughput. We compute the channel’s singular value decomposition (SVD) as $\mathbf{H} = \mathbf{U}_H \mathbf{\Lambda}_H \mathbf{V}_H$, where $\mathbf{U}_H \in C^{N_t \times N_r}$ and $\mathbf{V}_H \in C^{N_r \times N_s}$ are unitary matrices, and $\mathbf{\Lambda}_H \in R^{N_r \times N_s}$ is a rectangular matrix of singular values in decreasing order whose diagonal elements are non-negative real numbers and whose non-diagonal elements are zero. The optimal matrix $F_{opt}$ is comprised of the first $N_r$ columns of $\mathbf{V}_H$. As the array response vectors $\mathbf{a}_s(\phi'_{ij}, \theta'_{ij})$ are constant-magnitude phase-only vectors and $F_{f,j}$ denotes the set of $N_r \times N_{f,j}$ matrices having elements of constant magnitude, we can restrict $F_{f,j}$ to be a set of basis vectors $\mathbf{a}_s(\phi'_{ij}, \theta'_{ij})$ in order to find the best low dimensional representation of the optimal matrix $F_{opt}$. So the hybrid precoder optimization
problem can further be stated as follows:
\[
(F_{rf}^{opt}, F_{bb}^{opt}) = \min_{F_{rf}^{opt}, F_{bb}^{opt}} ||F_{opt} - F_{rf}^{opt}F_{bb}^{opt}||_{F},
\]
subject to:
\[
F_{rf}^{opt} \in \{a_{i}(\phi_{i}^{rf}, \theta_{i}^{rf}), \forall i, l\},
\]
\[
||F_{rf}^{opt}F_{bb}^{opt}||_{F} = N_{s},
\]
(8)

One may note here that the constraint on \(F_{opt}^{opt}\) may be added into the optimization given (8) to obtain the problem as follows:
\[
\hat{F}_{opt}^{opt} = \min_{F_{opt}} ||F_{opt} - A_{i}^{\ast}F_{bb}^{opt}||_{F},
\]
subject to:
\[
||\text{diag}(A_{i}F_{bb}^{opt})||_{0} = N_{r}^{f},
\]
\[
||A_{i}F_{bb}^{opt}||_{F}^{2} = N_{s},
\]
where \(A_{i}\) is an \(N_{r} \times N_{t}N_{ray}\) matrix consisting of array response vectors and \(F_{bb}^{opt}\) is an \(N_{t}N_{ray} \times N_{s}\) matrix. The matrices \(A_{i}\) and \(F_{bb}^{opt}\) help to give \(F_{rf}^{opt}\) and \(F_{bb}^{opt}\) as the \(N_{r}^{f}\) non-zero rows of \(F_{bb}^{opt}\) will give us the baseband precoder matrix \(F_{bb}^{opt}\) and the corresponding \(N_{r}^{f}\) columns of \(A_{i}\) will provide the RF precoder matrix \(F_{rf}^{opt}\). Equation (9) basically reformulates (8) into a sparsity constrained reconstruction problem with one variable. The problem can now be addressed as a sparse approximation problem [19], and orthogonal matching pursuit (OMP) [20] can be used as an algorithmic solution to this problem. The receiver side follows a problem definition, optimization objective, and the same algorithmic solution can be used with minimal changes. As the hybrid combiner design has a similar mathematical formulation except for the extra transmitter power constraint at the transmitter, this paper mainly focuses on hybrid precoder design and the hybrid combiner design has been omitted. One may note here that by assuming the hybrid precoders \(F_{rf}, F_{bb}\) to be fixed, the hybrid combiners \(W_{rf}W_{bb}\) can be designed in order to minimize the mean-squared-error (MSE) between the transmitted and processed received signals by using the linear minimum mean-square error (MMSE) receiver.

Algorithm 1: Hybrid Precoder Design through Orthogonal Matching Pursuit (OMP) [20]

Require: \(F_{opt}\)

1: \(F_{rf} = 0\)
2: \(F_{bb} = F_{opt}\)
3: \(k = \arg \max_{l=1,...,N_{r}N_{ray}} (\Psi \Psi^{\ast})_{l,l}\)
4: \(\Psi = A_{l}^{\ast}F_{res}\)
5: for \(i < N_{r}^{f}\) do
6: \(F_{rf} = F_{rf} | A_{l}^{(k)}\)
7: \(F_{bb} = (F_{rf}^{T}F_{rf})^{-1}F_{rf}^{T}F_{opt}\)
8: \(F_{res} = \sqrt{N_{r}^{f}F_{bb}}\)
9: \(D = F_{rf}^{T}F_{res}\)
10: for \(i < N_{r}^{f}\) do
11: \(g = \frac{u(D,C)}{\sqrt{N_{r}^{f}D}}\)
12: \(F_{bb} = \sqrt{N_{r}^{f}F_{bb}^{\ast}} - gD\)
13: \(F_{res} = F_{res} - gC\)
14: \(F_{bb} = \sqrt{N_{r}^{f}F_{bb}}\)
15: \(\) return \(F_{rf}, F_{bb}\)

Algorithm 1 starts by finding the array response vector \(a_{i}(\phi_{i}^{rf}, \theta_{i}^{rf})\) which is the precoder with the maximum projection, and then concatenates that selected column vector into the RF precoder \(F_{rf}\) as shown in step 6. It then continues to find least squares solution to the baseband precoder \(F_{bb}\), and then the residual precoding matrix \(F_{res}\) is computed in order to remove the contribution of the selected vector. Then the algorithm continues to find the column along which \(F_{res}\) has the largest projection until all RF chains have been used. The transmit power constraint is satisfied at step 10, which is applicable for a general case of \(N_{s} \geq 1\).

To develop fast approximate OMP algorithms that require less storage, [21] proposes improvements to greedy strategies using directional pursuit methods, and discusses optimization schemes on the basis of gradient, conjugate gradient, and approximate conjugate gradient approaches. The gradient pursuit (GP) method is introduced as a novel solution to the optimization objective exhibiting the same performance as OMP, cheaper cost consumption, and faster processing time. Unlike OMP where optimum signal approximation is achieved on all the selected atoms, GP makes use of a single gradient direction for the approximation avoiding the need to consider all the atoms and hence leading to reduced complexity.

The computation time is considerably less for large MIMO configurations when implementing GP, as shown in section IV. Algorithm 2 starts in the same way as Algorithm 1. There is a index set which is updated at each iteration as shown in step 6 which is used to generate baseband precoder matrix \(F_{bb}\). The gradient direction, as mentioned in step 8, is computed at each iteration and the step-size is determined explicitly making use of the gradient direction, as shown in step 10. Finally the RF precoder matrix \(F_{rf}\) and the baseband precoder matrix \(F_{bb}\) are obtained at the end of the algorithm. The transmit power constraint is satisfied at step 14.

Algorithm 2: Hybrid Precoder Design through Gradient Pursuit (GP) [21]

Require: \(F_{opt}\)

1: \(F_{rf} = 0\), \(\Gamma = 0\)
2: \(F_{res} = F_{opt}, F_{bb} = 0\)
3: for \(i < N_{r}^{f}\) do
4: \(\Psi = A_{i}^{\ast}F_{res}\)
5: \(k = \arg \max_{l=1,...,N_{r}N_{ray}} (\Psi \Psi^{\ast})_{l,l}\)
6: \(\Gamma = \Gamma \cup k\)
7: \(F_{rf} = F_{rf} | A_{l}^{(k)}\)
8: \(D = F_{rf}^{T}F_{res}\)
9: \(\Gamma = \frac{u(D,C)}{\sqrt{N_{r}^{f}D}}\)
10: \(F_{bb} = \sqrt{N_{r}^{f}F_{bb}^{\ast}} - gD\)
11: \(F_{res} = F_{res} - gC\)
12: \(\) return \(F_{rf}, F_{bb}\)

For the fully connected hybrid precoder design, it is quite interesting to observe the energy performance. Reference [15] suggests that energy efficiency \(\varepsilon\) can be defined as the ratio between spectral efficiency \(R\) and total power consumption \(P_{tot}\) as shown in (10). The total power consumption is the sum of power consumed for transmission, and baseband processing.
and analog processing entities.

\[
\varepsilon = \frac{R}{P_{\text{tot}}}
\]

\[
= \frac{R}{P_{\text{cp}} + N R f + P_{\text{rf}} + N_{ps}(P_{\text{ps}} + P_{\text{pa}})}
\]

(10)

where \( N_{ps}, P_{\text{cp}}, P_{\text{rf}}, \) and \( P_{\text{pa}} \) represent the number of phase shifters, the common power of transmitter, the power per RF chain, the power per phase shifter, and the power per power amplifier. The energy consumed by the RF chains is a major concern leading to high value of \( P_{\text{rf}} \) with substantial increase in each RF chain. In a fully-connected hybrid precoder structure, one can consider that \( N_{ps} \) is equal to \( N_f \) \( N_t \) \([12,13]\).

IV. **Simulation Results**

This section demonstrates the spectral efficiency and energy efficiency characteristics of the hybrid precoder design. For observation, there are 10 rays for each cluster and there are 8 clusters in total, i.e., \( N_{ray} = 10 \) and \( N_{cl} = 8 \). The average power of each cluster is unity, i.e., \( \sigma_{n,j} = 1 \). The azimuth and elevation angles of departure and arrival are computed on the basis of a Laplacian distribution with uniformly distributed mean angles within the range of \( 60^\circ \) to \( 120^\circ \) in the azimuth domain, and \( 80^\circ \) to \( 100^\circ \) in the elevation domain. The angle spread which is the standard deviation of the Laplacian distribution of the angles is set to be \( 7.5^\circ \). The antenna elements in the ULA are spaced by half wavelength distance. The symbol vector \( s \) is generated using quadrature amplitude modulation (QAM) scheme. The signal-to-noise ratio (SNR) is determined as \( \frac{E}{N_0} \) for the plots. All the simulation results are averaged over 5000 random channel realizations.

Fig. 2 shows the spectral efficiency versus SNR plot for several precoding solutions. For a single-user \( 64 \times 16 \) mmWave system with a single stream being transmitted and received, the parameters are set in such a way that the hybrid precoder \( F_{opt} \) can be made sufficiently close to the optimal precoder \( F_{opt} \). The optimal digital precoder uses \( N_t \) RF chains at the transmitter and \( N_r \) RF chains at the receiver, while beam steering \([22]\) uses only a single RF chain both at the transmitter and at the receiver ends. Hybrid precoding implements \( 4 \) RF chains both at the transmitter and the receiver, i.e., \( N_{cl} = 4 \). Both OMP and GP algorithmic solutions have been implemented for the hybrid precoder design. It can be observed that hybrid precoding performs slightly worse than optimal digital precoding but it is clearly better than beam steering. Moreover, the hybrid precoder using GP shows the same performance characteristics as that for OMP. GP provides a fast approximation solution as it requires less run time than OMP, which provides us a novel cost-effective solution to design the hybrid precoders.

The run time for GP is less than that of OMP for both small and large MIMO configurations. Fig. 3 shows the run time characteristics with respect to the number of RF chains for both GP and OMP for a large \( 512 \times 512 \) mmWave system with \( N_{cl} = 12 \), \( N_{ray} = 20 \), \( N_t = 8 \) and \( \text{SNR} = -25 \text{ dB} \). The time difference between both the algorithmic solutions is considerable which shows that GP is a better practical solution and more efficient than OMP to design a hybrid precoder. As GP has the same performance but less run time, the rest of

**Fig. 2.** Spectral efficiency for several precoding solutions for \( 64 \times 16 \) fully-connected mmWave system with \( N_t = 1, N_{cl} = 8 \), and \( N_{ray} = 10 \).

**Fig. 3.** Time evaluation with respect to number of RF chains for OMP and GP for \( 512 \times 512 \) mmWave system with \( N_{cl} = 12, N_{ray} = 20, N_t = 8 \) and \( \text{SNR} = -25 \text{ dB} \).

**Fig. 4.** Spectral efficiency for several fully-connected precoder designs while \( \text{SNR} = -25 \text{ dB} \).
the plots in this paper make use of GP as the algorithmic solution to find the optimum precoder. Fig. 4 plots the spectral efficiency characteristics of the hybrid precoder, the optimal digital precoder, and beam steering system with respect to the number of RF chains at a SNR of $-25$ dB. It can be observed from Fig. 4 that the spectral efficiency of the hybrid precoder increases gradually and starts approximating the performance of the optimal digital precoder. It also clearly outperforms the beam steering approach in terms of spectral efficiency with increase in number of RF chains for a certain SNR (such as $-25$ dB).

Fig. 5 shows the energy efficiency versus SNR plot for several precoding solutions. To illustrate the achievable energy efficiency of different precoding solutions, the parameters in (10) are set as shown in Table I and the other required parameters are same as used to obtain Fig. 2. The energy efficiency performance of the hybrid precoder clearly appears to outperform the optimal digital precoder as the SNR increases. However, the beam steering approach performs better in terms of energy efficiency as only one RF chain is being used in that system which reduces the energy consumption considerably. As $N_{ch}$ is scaled linearly with $N_r^2$ and $N_t$, the energy consumption will significantly increase with respect to $N_r^2$. For the same reason, beam steering outperforms hybrid precoding and optimal digital precoding as number of RF chains increases for a certain SNR (such as $-25$ dB) as shown in Fig. 6. The hybrid precoding performs exactly the same as beam steering in terms of energy efficiency with use of a single RF chain. One should note that, in order to achieve a significant spectral efficiency gain while accepting an increase in the energy consumption, the hybrid precoder solution might be a better approach to follow. For instance, to obtain a gain of 1 bits/s/Hz over the beam steering approach, the hybrid precoder will exhibit 0.11 bits/Hz/J less energy efficiency than beam steering at SNR $= -10$ dB as observed from Fig. 2 and Fig. 5.

V. Conclusion

This paper is focused on evaluating the spectral efficiency and energy efficiency characteristics of a hybrid precoder which help in designing capacity and energy efficient hybrid mmWave communication systems. The spectral efficiency and energy efficiency characteristics of a hybrid precoder are compared with that of optimal digital precoding (with one RF chain per antenna) and simplified beam steering systems. It can be observed that the hybrid precoder design provides near-optimal spectral efficiency, and outperforms the optimal digital precoder significantly in terms of energy efficiency. While compared to the conventional beam steering approach, the hybrid precoder shows notable performance gain in terms of spectral efficiency. However, beam steering outperforms hybrid precoding in terms of energy efficiency with respect to SNR and number of RF chains. The gradient pursuit (GP) method is introduced as a novel algorithmic solution to the optimization objective. The orthogonal matching pursuit (OMP) algorithm appears to provide high performance solution to the problem, whereas the GP algorithm is proposed as a cost-effective and fast approximation solution. GP shows the same performance as OMP but it requires less run time for both small and large MIMO configurations. This research work will be extended to design an energy efficient hybrid precoder with a fully-connected architecture through optimizing the baseband precoder and RF precoder matrices along with optimizing the number of RF chains, and compare the energy performance of the fully optimized hybrid precoder to the hybrid precoder before optimization, the optimal digital precoder, and the simplified beam steering system.
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