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Lay Summary

A granular medium is defined as a system of particles that are unaffected by quantum or thermal fluctuations, where the particles lose energy through collisions. The classic example to take here is sand, but the uses and applications of granular media are much more numerous and affect everyone in their day-to-day life, not just beach-goers. The cup of freshly ground coffee you enjoy in the morning, your walk or drive to work, and the aspirin you have to take after reading this thesis all involve granular media at different scales. The natural and industrial processes that rely on such systems of particles cannot be overstated: geology, astronomy, pharmacology and agricultural sciences are just some of the areas that utilise or depend on granular media.

The properties that make granular media so beneficial are the same properties that make it challenging to model mathematically: hard particles that interact in complicated ways at small timescales can change the behaviour of the entire system over long timescales. We can use modern numerical methods to model every particle in the system, and track how it interacts with others, but there’s only so many particles a computer can handle. The alternative is to approximate the collection of particles as a fluid, then simulate the dynamics of the fluid using a computer. But how do we ensure that the fluid correctly models the interactions that the particles undergo, at a macroscopic level?

In this thesis we consider the fundamental microscopic and macroscopic properties of granular media, and construct a new mathematical model that describes a system of hard particles as a fluid. In doing so we will touch upon some important theoretic properties that must be accounted for when deriving a continuum model from the microscopic dynamics. We also look at efficient and accurate microscopic simulations, and show how we can use the results of these simulations to improve the validity of the continuum model.
Abstract

There are many challenges in modelling granular media, in particular due to hard particle interactions such as collisions. Modelling and simulating at a microscopic level produces very accurate results, but simulations are generally restricted to relatively small systems of particles. It is also difficult to construct a simple continuum model which accurately describes all the properties of granular media.

In this thesis, we consider a number of the problems associated with modelling granular media. We first look at the microscopic dynamics of individual particles and how to derive physically appropriate interactions between them, and discuss Event-Driven Particle Dynamics (EDPD) as an accurate and efficient way to model a system of hard, spherical particles. We then present a novel derivation of the weak form of the Liouville equation which can model systems where particles interact instantaneously (e.g. via inelastic collisions). From here we construct the BBGKY hierarchy and use moment closure methods to construct a new, accurate continuum model for granular media, based on Dynamical Density Functional Theory (DDFT). We then use EDPD to construct approximations for the radial correlation function which accounts for friction, packing fraction and inelasticity. This is then included in the DDFT in simulated examples.
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Chapter 1

Introduction

Systems of granular media play an important role in many industrial processes and natural phenomena. When you consider the generality of its definition, as a conglomerate of solid ‘macroscopic’ particles (i.e. that are unaffected by quantum or thermal fluctuations) that lose energy through particle interactions, it is unsurprising that granular media are crucial in engineering, chemical, material, agricultural, pharmaceutical, geological and astronomical sciences [1], [2]. In nature we witness systems of granular media in pattern formation on sandy beaches [3]–[5], in the flow of solid particles down an inclined slope during an avalanche or landslide [6]–[9], or in the formation and movement of asteroid belts in space [10]–[12]. In industry the properties of a granular medium are utilised for various purposes, for example in the storage or processing of grains in a silo [13], [14], in mixing via the movement of material in a rotating drum [6], [15], [16], or the use of hard particles in various fluidisation processes, such as in catalysis [17]–[20].

Given its importance in nature and industry, it is very advantageous to have well-formed mathematical models that can be used to accurately predict how systems of granular media behave. There are many different models available for this purpose in the literature [21]–[23]. At a microscopic level the dynamic of interacting particles is well-studied and in particular are popularly modelled using Discrete Element Methods (DEM) (introduced in [24]), or Event-Driven Particle Dynamics (EDPD) (one of the earliest particle simulation methods, first discussed in [25]).

The discrete element method has become particularly popular in modern simulations of granular media [23], [26], [27]. By checking for particle-particle interactions at each timestep during a simulation, DEM can use contact-force models to include complex, sustained interactions between particles in a system [28], [29]. With the use of modern computational power we can then simulate systems of hundreds of millions (or even billions) of particles. Many applications have been considered using DEM, and the results have been validated with experiments [30]–[34].

However, even with state-of-the-art supercomputers, DEM simulations are generally restricted to short times, due to the small timescales and the complexity of particle interactions. To combat this, various coarse-graining techniques have been constructed [35], [36], where a number of particles are simulated together as a sort of ‘super-particle’. Inevitably these approximations remove small-scale physical phenomena from the simulation to speed up computation, which may reduce the accuracy at the microscopic level.

Furthermore, general DEM simulations are inefficient in systems where particle interactions
can be considered instantaneous. In this case identifying and resolving contacts at every timestep becomes overly expensive. As an alternative one can utilise EDPD, where collisions are predicted from analytic particle trajectories, then resolved until the next collision takes place, under the assumption that collisions are approximately binary and instantaneous. There are then various algorithms that have been included in EDPD algorithms to render the cost of simulation to $O(1)$ per collision [37] (which we will discuss in chapter 3). Thus, for low-density or fast-flowing systems, EDPD can have a competitive advantage, although to ensure it is efficient the free particle dynamics must be relatively simple, and industrial-scale systems where the number of particles can exceed $10^{20}$ (for example in fluidisation processes) are computationally intractable. In this case any microscopic simulation method will suffer, either in its efficiency or its accuracy. For DEM simulations, the search for interacting particles at each timestep will become prohibitively expensive, and for EDPD simulations the number of collisions between particles will render the system computationally intractable. It is then appropriate to instead consider a macroscopic continuum model.

The kinetic theory of granular flow is one of the popular and well-studied models for continuum simulation of granular flows [38]–[40]. Originally designed for the study of hard-sphere gases, kinetic theory was modified to account for dissipative particle interactions, so that it could be suitably applied to systems of granular gases. Since then, models have been adapted include various particle properties, such as particle shape [41] and higher densities [42]–[44]. However, although there is some work on linking the microscopic dynamics to the continuum models, many of the derivations for kinetic theories applied to granular flow are not derived directly from the microscopic dynamics, instead relying upon the Boltzmann equation, or are constructed by somewhat ad-hoc modifications of known results. There are some results available for constructing the Boltzmann equation from microscopic dynamics [45]–[47], but generally they avoid hard-particle collisions or do not account for other interaction forces.

Alternatively, recent developments in $\mu(I)$-rheology have shown promise in the development of a model for the rheology of a dense granular flow [48]–[50]. There are many interesting results in this area, as well as some preliminary results in ensuring that the system of equations are well-posed [51]. However instead of determining the model by considering microscopic results, Navier Stokes-like equations are developed and modified by considering the physical properties of a macroscopic granular flow. Furthermore, $\mu(I)$-rheology models are designed to model high-density systems, so we cannot expect them to perform as well in the low-density regime.

There are also models that combine microscopic and macroscopic methods to accurately describe the dynamics of granular media [52], [53]. These methods are particularly relevant for systems where granular particles are agitated and interact with another fluid. This complex fluid-particle relationship is utilised in fluidisation processes such as catalysis. By coupling a DEM model with computational fluid dynamics, fluidisation can be modelled directly using CFD-DEM [54]–[56]. The resulting simulations used to model fluidisation processes [57], [58], however the coupling introduces additional computational cost to the simulation. Alternatively we can again approximate the solid phase with a continuum model (usually by using the kinetic theory of granular flow to simulate the granular medium as a non-Newtonian fluid), producing a two-fluid model [59]–[63]. Two-fluid models are also a thriving topic of modern research, but their accuracy will still rely on transporting careful, valid assumptions from the microscopic dynamics into the macroscopic
There are so many different models for granular media because there are several physical phenomena that a particular system of interest can experience. The particles in a granular material are defined to have a finite volume and cannot overlap, which can cause interesting packing properties. The energy lost through particle collisions can cause non-homogeneous aggregation at boundaries or in the bulk of a system. Additional microscopic properties such as cohesion [64] or charge [65], [66] (for systems of wet or dry particles respectively) can lead to further macroscopic changes to the system. It is important to consider relevant physical phenomena in the construction of a mathematical model. Doing so in an accurate way leads to many difficulties which make microscopically simulating granular media computationally expensive. For example, energy loss due to particle interactions can cause inelastic collapse [67], where an infinite number of collisions can occur in finite time, which can effectively jam numerical simulations. Phenomena such as this must be included in the continuum model in a physically-relevant way, to ensure that the result is accurate.

Moving from a microscopic model to a continuum can drastically reduce computational cost, as simulation time no longer depends explicitly on the number of particles (although fine computational grids may have to be implemented to capture behaviour on the scale of particle size). Furthermore, complicated interparticle interactions that have to be resolved at the microscopic level can be incorporated in the governing continuum equations without incurring a similar penalty in the computational cost of the system. However, care has to be taken to ensure that the relevant physical phenomena modelled at the microscopic level are correctly represented in the continuum model. Approximations will inevitably have to be made, for example to close the system of equations and remove a reliance on higher-order moments or particle distributions (as discussed in chapter 6), to construct a system of equations for a continuum model which is computationally tractable.

In this thesis, we consider the mathematical derivation of a continuum model for granular media. Our derivation considers fast-flowing or low-density systems, where interactions between individual particles can be approximated by binary, instantaneous interactions. At the particle level, we consider what constitutes a instantaneous interaction between particles, and how to ensure it is physically valid. We then use novel approaches to move from the microscopic (where the movement of particles are described the Newton equations) to the continuum (where in the first instance the Liouville equation models the evolution of the distribution of all particles in a system), accounting for volume exclusion and instantaneous particle interactions such as collisions. This new derivation leads to additional terms in the Liouville equation that account for instantaneous interactions in the evolution of the distribution of particles.

Following this, we produce a new state-of-the-art Dynamical Density Functional Theory (DDFT), that can be used to model granular media, and accounts for inelastic collisions between particles, as well as other external or interparticle effects. The application of DDFT to granular media is motivated by successful models in other complex fluids such as colloidal flows, where complex particle interactions can be modelled using the equilibrium approximation of the Helmholtz free energy functional. This new application explores how DDFT methods can be modified to model granular flows. To derive this model we first pass to the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchy, then perform a moment closure on the first equation of the hierarchy. The resulting DDFT involves additional terms when compared to previously derived equations for col-
loids [68]–[73] or one-dimensional thermostatted granular systems [74], as well as an additional equation to model granular temperature in the DDFT.

There are quantities in the DDFT model that need to be reasonably approximated to close the system of governing equations. To do this, we simulate systems of a small number of particles, extract any required quantities by repeating the numerical experiments and taking the average result, and including these value in the DDFT simulation. As our derivation assumes that particle collisions are binary and instantaneous, EDPD is chosen as a suitable candidate for the microscopic simulations, after we adapt known algorithms to account for viscous drag in the system. In particular we study the effect of various microscopic parameters on the radial correlation function. We will show that viscous and dissipative collisional terms in the microscopic dynamics have a strong effect on the behaviour of the function, unlike in the well-studied steady-state approximation which is popular in continuum models [62], [75]. We then finally present some examples of the DDFT which test the theory, and suggest that the newly-derived model and the parametrised form of the radial correlation function have an important effect on the dynamics of a granular medium.

We note that, although the results presented show promise, the constructed DDFT is somewhat limited in its scope. Modern industrial applications that can be treated in this way are generally multi-phase, and in our derivation we have simplified the interaction between the external fluid and granular particles. However, the methodology laid out in this thesis could also be applied to multiphase systems (in a similar way to the colloidal case [76]), to produce a system of equations based on DDFT results that could be used to model industrial processes such as fluidisation, as a competitor to other two-fluid models. In this thesis we instead focus on theoretical aspects of the derivation, and the numerical experiments that are included are designed to test the theories presented.

1.1 Structure of the thesis

We here provide an overview of the results presented in each chapter of the thesis.

Chapter 2. Microscopic dynamics: modelling

In this chapter we outline the microscopic model considered in this thesis. This involves describing the free dynamics undertaken by particles unaffected by instantaneous interactions, then constructing an operator that describes all physically valid instantaneous interactions between hard spheres, including inelastic collisions and refractive events caused by discrete potential interactions. This original work resulted from collaborations with Dr. Mark Wilkinson 1,2 and one of my academic supervisors, Dr. Ben Goddard 3,4, as discussed in [77].

Chapter 3. Microscopic dynamics: simulation

Following chapter 2 we describe our preferred method for simulating microscopic models: Event-Driven Particle Dynamics (EDPD). There are several computational methods that make EDPD an

---
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efficient and accurate method for dynamics with particles that experience instantaneous interactions. We implement EDPD in MATLAB in one dimension, and use open source software DynamO to perform microscopic simulations in two and three dimensions for this work. Collaborating with Dr. Marcus Bannerman\textsuperscript{5,6}, we have also included frictional terms in DynamO computations. This work was also undertaken with both of my academic supervisors, Dr. Ben Goddard and Prof. Raffaella Ocone\textsuperscript{7,8}.

Chapter 4. the Liouville equation for hard particles

In this chapter, we consider the weak formulation of the Liouville equation for particles that undergo instantaneous interactions. This is an important step to constructing a valid physical model for granular media; the classical result for the Liouville equation is not valid for hard spheres as volume exclusion and collisional effects must be included in the derivation. The investigation produces additional terms in the weak Liouville equation as a consequence of volume exclusion, that are not present in the standard derivation of the Liouville equation, and lead to well-known collision operators in the BBGKY hierarchy. This work is also discussed in \cite{77}.

Chapter 5. The BBGKY hierarchy for granular media

The Liouville equation constructed in chapter 4 is the first continuum model we consider for granular media. To derive a continuum model that can be efficiently simulated, we need to reduce the dimensionality of the PDEs under consideration. We therefore consider the BBGKY hierarchy for hard spheres. Many of the results here are well-known, but additional care must be taken for hard sphere terms resulting from the weak formulation of the Liouville equation. We also construct moments of the first two equations in the BBGKY hierarchy, which will later be used to create a low dimensional system of PDEs for modelling granular media.

Chapter 6. Moment closure methods

In this chapter we consider two moment closure methods: maximum entropy closure and equilibrium approximations leading to a Dynamical Density Functional Theory (DDFT). We motivate the moment closure method by first considering the maximum entropy closure scheme, based on work in \cite{78}. This scheme shows a promising methodology for constructing a reasonable computational model, but is limited in scope due to its dimensionality. Following these results we construct a novel DDFT for granular media, under assumptions on the local equilibrium and correlations in the system. This DDFT model overcomes dimensionality issues of the model derived using maximum entropy closure. This is based on work with Dr. Ben Goddard and Prof. Raffaella Ocone \cite{79}. At the end of this section we provide additional detail on the maximum entropy scheme.

Chapter 7. The radial correlation function: Numerical investigation

In this section we use the numerical methods discussed in chapter 3 to investigate long-term dynamics of systems of inelastic hard particles. In many continuum models, the radial correlation

\textsuperscript{5}m.campbellbannerman@abdn.ac.uk
\textsuperscript{6}School of Engineering, University of Aberdeen, Aberdeen AB24 3FX
\textsuperscript{7}r.ocone@hw.ac.uk
\textsuperscript{8}School of Engineering and Physical Sciences, Heriot-Watt University, Edinburgh, UK, EH14 4AS
function is approximated by its value at steady (or homogeneous cooling) state. For our purposes, this is not the optimal choice for the correlation function, as our continuum models are not simulated on steady-state timescales. We consider the time taken for systems to reach a steady state, and construct the radial correlation function for hard rods, discs and spheres, with and without a viscous term in the microscopic equations of motion, by using EDPD. We discuss the behaviour of the radial correlation function for different coefficients of restitutions and packing fractions, as well as other properties of the microscopic model.

Chapter 8. Granular DDFT examples

In this chapter we present one and two-dimensional proof-of-concept examples of the constructed DDFT. The examples presented show the importance of each term in the DDFT, and we use parametrised data from the empirical radial correlation functions constructed in chapter 7 in the collision operator in the models considered. These results are also presented in [79].

Chapter 9. Conclusions and future work

In this section we briefly conclude the results of work discussed in the main body of the thesis and discuss open problems.

Appendices

The five appendices in this thesis provide additional information related to, and work unrelated to, the main content. In appendix A, we construct simplifications of the collision operator in one and two dimensions, using the Maxwellian local equilibrium assumption discussed in chapter 6, which are then used for faster computations in chapter 8.

In appendix B we discuss the code used to construct the results presented in this thesis, including the MATLAB library for EDPD, uses of the Dynam0 library for two and three dimensional EDPD simulations, and extensions of the 2dchebclass [80] for granular DDFT simulations. All code for simulations in this thesis is available upon request: please email t.hurst@sms.ed.ac.uk for more information.

In appendices C and D we discuss some work undertaken in the initial stages of the PhD, investigating efficient methods to accurately approximate non-adiabatic transitions in quantum mechanics. This is joint work with Prof. Volker Betz\textsuperscript{9}.\textsuperscript{10} and Dr. Ben Goddard, the results of which are also available in [81] and [82]. A brief description of the code used is also provided.

Finally in appendices E and F work undertaken during a research internship at the Alan Turing Institute is presented. The work focuses on different problems in semi-supervised learning algorithms, firstly in novel and efficient algorithms that utilise continuum results of the discrete $p$-Dirichlet energy minimisation problems [83], and secondly the computation of $TLP$ transport distances using a linearisation approximation. This work is collaborative with Dr. Matthew

\textsuperscript{9}betz@mathematik.tu-darmstadt.de

\textsuperscript{10}Fachbereich Mathematik, Technische Universität Darmstadt, 64289 Darmstadt, Germany
Thorpe\textsuperscript{11,12}, Oliver Crook\textsuperscript{13,14}, Dr. Kostas Zygalakis\textsuperscript{15,4}, Prof. Mihai Cucuringu\textsuperscript{16,17}, and Prof. Carola-Bibiane Schonlieb\textsuperscript{18,12}.

The work presented in appendices C to F are used as a personal record of research undertaken during the PhD, and are not intended to be considered as part of the main content of this thesis.
Chapter 2

Microscopic dynamics - modelling

At the microscopic level, granular media can be seen as a collection of interacting particles. These particles can be affected by external forces such as gravity or friction, but also by interaction forces between particles, such as repulsion or attraction.

Throughout, we consider a system of \(N\) particles in \(d\) dimensions. For \(i = 1, \ldots, N\), we let \(r_i(t) \in \mathbb{R}^d, p_i(t) \in \mathbb{R}^d\) be the position and momentum of the \(i\)th particle at time \(t \in \mathbb{R}\). We define \(r^N(t) \in \mathbb{R}^{dN}, p^N(t) \in \mathbb{R}^{dN}\) to be the concatenation of all particle positions and momenta respectively, i.e. \(r^N(t) = (r_1(t), r_2(t), \ldots, r_N(t))\) and similarly for \(p^N(t)\). We assign each particle a mass \(m_i > 0\), and define \(M \in \mathbb{R}^{N \times N}\) to be the diagonal matrix with particle masses in its entries.

The velocity of a particle is then given by \(v_i = p_i/m_i\), and we write \(v^N = M^{-1}p^N\), noting that when \(M = I\) (the identity matrix), velocity and momentum are the same. We provide the initial condition \(r^N = r^N_0 \in \mathbb{R}^{dN}, p^N = p^N_0 \in \mathbb{R}^{dN}\). Initial conditions for the \(i\)th particle in the system are labelled by \(r_{i,0}, p_{i,0} \in \mathbb{R}^d\).

2.1 Particle dynamics

Given initial conditions \(r^N(0) = r^N_0 \in \mathbb{R}^{dN}, p^N(0) = p^N_0 \in \mathbb{R}^{dN}\), the movement of point-like particles can be modelled by Newton’s equations, a pair of coupled ordinary differential equations:

\[
\begin{align*}
\frac{dr^N}{dt} &= M^{-1}p^N, \quad (2.1) \\
\frac{dp^N}{dt} &= -\nabla_{r^N} V(r^N, t) - \Gamma(r^N, p^N, t)p^N. \quad (2.2)
\end{align*}
\]

Equation (2.1) tells us that the position of all particles changes due to their momentum. The change in momentum is then determined by the second equation, eq. (2.2). The first term on the right-hand side of eq. (2.2) is the gradient of a smooth potential term which incorporates all external and interaction potentials that affect the particles, e.g. gravity and electrostatic forces. We can separate \(V(r^N, t)\) into individual interaction potentials:

\[
V(r^N, t) = \sum_i V^\text{ext}(r_i, t) + \frac{1}{2} \sum_{i,j} V_2(r_i, r_j, t)
\]
Here \( V^\text{ext}(r_i, t) \) is the effect of external potentials on the \( i \)th particle. The potentials \( V_l \) where \( 2 \leq l \leq n \) provide smooth interactions between particles, and the inverse factorial prefactors are a modelling choice, that will cancel later in the derivation of a continuum model (see chapter 5). The final term on the right-hand side of eq. (2.2) describes viscous effects with the external bath, which in full generality can depend on the position and momenta of every particle. The effects are determined by the values of the tensor \( \Gamma(r_N, p_N, t) \), which is sometimes replaced with a scalar friction coefficient \( \gamma > 0 \) as an approximation (e.g. in colloidal systems [68]). In a system with \( V(r_N(t), t) = 0 \) this causes particle velocities to slow at an exponential speed. Alternatively in systems used to model fluidisation of a granular medium, this viscous term may depend on the relative velocities between particles and the external fluid [61].

Point-like particles can also be modelled stochastically using the Langevin equations [84], a coupled set of stochastic differential equations (where for ease of notation we have assumed that all particles have mass \( m \)):

\[
\frac{dr^N}{dt} = \frac{p^N}{m},
\]

\[
\frac{dp^N}{dt} = -\nabla_{r^N} V(r^N, t) - \Gamma(r^N, p^N, t)p^N + \sqrt{mk_b T \gamma_\xi(t)}.
\]

The additional term \( \xi^N(t) = (\xi_1(t), \xi_2(t), \ldots, \xi_N(t)) \) in eq. (2.5) is a concatenation of \( N \) \( d \)-dimensional Brownian motion terms [85], i.e. \( \xi = (\xi_1(t), \xi_2(t), \ldots, \xi_d(t)) \) where

\[
\langle \xi_i(t) \rangle = 0, \quad \langle \xi_i(t) \xi_j(t) \rangle = \delta_{ij} \delta(t - t'), \quad i, j \in \{1, \ldots, d\},
\]

where \( \delta_{ij} \) is the Kronecker delta:

\[
\delta_{ij} = \begin{cases} 
1, & i = j, \\
0, & i \neq j.
\end{cases}
\]

and \( \delta(x) \) is the Dirac function, which we heuristically define by the identities:

\[
\delta(x) = \begin{cases} 
+\infty, & x = 0, \\
0, & x \neq 0,
\end{cases}
\]

\[
\int_{-\infty}^{\infty} \delta(x) \, dx = 1,
\]

but can be rigorously defined as a distribution or measure [86]. Informally, stochasticity is included by adding white noise in the Newton equations. The prefactor of the Brownian term is determined by a fluctuation-dissipation theorem [87]. The Langevin equations are popular in molecular dynamics [21] and are also used in colloidal systems [68], where particles are small enough to be affected by thermal fluctuations in the external fluid. Although granular media is generally unaffected by thermal fluctuations by definition, the Brownian term is sometimes included in models for granular media [74], as a thermostat for the dynamics. We choose to consider the deterministic
dynamics in our microscopic derivations, although the addition of white noise is well studied for other systems such as colloids, and can be informally included in the DDFT derivation discussed in chapter 6.

As we have discussed, it is well-known that volume exclusion and collisional effects play an important role in a granular medium. We now modify the dynamics discussed here to include these physical phenomena.

2.2 Effects of hard spheres

One of the defining properties of particles in granular media is that they are hard; they take up a finite, non-zero volume. For our purposes, we will approximate the shape of all particles as \((d - 1)\)-spheres with diameter \(\varepsilon\). There are some important consequences to the finite volume assumption. Firstly, as particles cannot overlap there is a maximum number of particles that can fit in a finite volume. Many models incorporate these volume exclusion effects by including an infinite step potential:

\[
V_\infty(r_i(t), r_j(t)) = \begin{cases} 
\infty, & \|r_i - r_j\| < \varepsilon, \\
0, & \|r_i - r_j\| \geq \varepsilon.
\end{cases}
\] (2.10)

when simulating microscopic dynamics numerically this potential is generally approximated by a smooth, steep potential. To avoid massive velocity changes when particles come close to one another, a small timestep is also generally required. By studying this infinite step potential one can derive continuum models with volume exclusion in one dimension (by considering the Percus free energy [88]), or in higher dimensions (using fundamental measure theory [89]).

The infinite step potential helps include the effects of finite volume, but does not directly model collisional dynamics that arise as a consequence of hard particles.

As an alternative, particles in a granular medium can be simulated using non-instantaneous contact force models. For example, using the Discrete Element Method, where particles are considered 'soft', interactions between particles are resolved using various contact force models that depend on the particle overlap, for example using a linear spring-dashpot model [24], or more complicated models [28], [90] that account for tangential forces and torque. For a more detailed review of such contact models we refer the reader to [26]. As a benefit, these schemes allow for many-body interactions and additional collisional effects, and are therefore more appropriate for high-density systems where sustained contacts between particles are more common. However, in systems of low density (or where interactions can be reasonably approximated as instantaneous), the interactions that we consider here as a consequence of momentum conservation will be more appropriate.

We include collisional effects by restricting the dynamics to the hard-sphere domain; for all times \(t \in \mathbb{R}\) we require that

\[
r^N(t) \in \mathcal{P}_\varepsilon := \{x^N \in \mathbb{R}^{dN} : \forall i,j \in \{1, \ldots, N\}, i \neq j, \|x_i - x_j\| \geq \varepsilon\}.
\] (2.11)

We note that the hard-sphere domain is a real analytic manifold and define its boundary as \(\partial \mathcal{P}_\varepsilon\). This supplies an additional restriction to the initial conditions provided in the dynamics; initial
We may only consider
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Proposition 1. For d = 3, eq. (2.12) and eq. (2.13) are true for all \( \mathbf{a} \in \mathbb{R}^3 \) if and only if
\[
(r_i - q_k) \times v_i^{out} + (r_j - q_k) \times v_j^{out} = (r_i - q_k) \times v_i^{in} + (r_j - q_k) \times v_j^{in}, \tag{2.14}
\]
for \( k = 1, \ldots, 4 \), where \( \{q_k\}_{k=1}^4 \subset \mathbb{R}^3 \) are the vertices of a (non-degenerate) polytope in \( \mathbb{R}^3 \), i.e., for example \( q_1, q_2, q_3 \) form a linearly independent set, and \( q_4 \) can be written as a linear combination of \( q_1, q_2, q_3 \) with non-zero coefficients.

Proof. By the conservation of angular momentum, necessity is trivial. For sufficiency, by eq. (2.12) we may only consider \( r_i = 0 \) without loss of generality, and so for each \( q_k \), for all constants \( c_k \in \mathbb{R} \)
\[
- c_k q_j \times v_i^{out} + c_k (r_j - q_k) \times v_j^{out} = -c_k q_j \times v_i^{in} + c_k (r_j - q_k) \times v_j^{in},
\]
\[
\implies - \sum_{k=1}^4 c_k q_j \times v_i^{out} + \sum_{k=1}^4 c_k (r_j - q_k) \times v_j^{out} = - \sum_{k=1}^4 c_k q_j \times v_i^{in} + \sum_{k=1}^4 c_k (r_j - q_k) \times v_j^{in}.
\]
If we now suppose that $\sum_{j=1}^{4} c_j = 1$, then we have that eq. (2.13) is satisfied for all $q$ in the set

$$\mathcal{C} = \left\{ \sum_{i=1}^{4} c_j q_j : \sum_{j=1}^{4} c_j = 1 \right\}. \tag{2.15}$$

As $\mathcal{C}$ is a convex set in $\mathbb{R}^3$, we infer that $\mathcal{C} = \mathbb{R}^3$, as required. \hfill \Box

We then define a map $\sigma^+(r_i, r_j, v_i, v_j) : \mathbb{R}^6 \rightarrow \mathbb{R}^6$ from pre-collisional to post-collisional velocities (which we call the forward-time event map):

$$\begin{bmatrix} v_i^\text{out} \\ v_j^\text{out} \end{bmatrix} := \sigma^+(r_i, r_j, v_i, v_j) \begin{bmatrix} v_i^\text{in} \\ v_j^\text{in} \end{bmatrix}. \tag{2.16}$$

Analogously we define the backward-time event map $\sigma^-(r_i, r_j, v_i, v_j) : \mathbb{R}^6 \rightarrow \mathbb{R}^6$ to take post-collisional velocities to pre-collisional velocities:

$$\begin{bmatrix} v_i^\text{in} \\ v_j^\text{in} \end{bmatrix} := \sigma^-(r_i, r_j, v_i, v_j) \begin{bmatrix} v_i^\text{out} \\ v_j^\text{out} \end{bmatrix}. \tag{2.17}$$

We can then define the structure of event maps in $d = 3$ by considering conservation laws and the result above. For this theorem we will use the tensor product, which will now define in full.

Let

$$A = (a_{ij})_{i=1,\ldots,n, j=1,\ldots,m} \in \mathbb{R}^{n \times m}, \quad B = (b_{ij})_{i=1,\ldots,k, j=1,\ldots,l} \in \mathbb{R}^{k \times l}.$$  

The tensor product $A \otimes B \in \mathbb{R}^{nk \times ml}$ is given by the following element-wise multiplication:

$$A \otimes B = \begin{pmatrix}
  a_{11}b_{11} & a_{11}b_{12} & \cdots & a_{11}b_{1l} & a_{1m}b_{11} & a_{1m}b_{12} & \cdots & a_{1m}b_{1l} \\
  a_{11}b_{21} & a_{11}b_{22} & \cdots & a_{11}b_{2l} & a_{1m}b_{21} & a_{1m}b_{22} & \cdots & a_{1m}b_{2l} \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
  a_{11}b_{k1} & a_{11}b_{k2} & \cdots & a_{11}b_{kl} & a_{1m}b_{k1} & a_{1m}b_{k2} & \cdots & a_{1m}b_{kl} \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
  a_{m1}b_{11} & a_{m1}b_{12} & \cdots & a_{m1}b_{1l} & a_{nm}b_{11} & a_{nm}b_{12} & \cdots & a_{nm}b_{1l} \\
  a_{m1}b_{21} & a_{m1}b_{22} & \cdots & a_{m1}b_{2l} & a_{nm}b_{21} & a_{nm}b_{22} & \cdots & a_{nm}b_{2l} \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
  a_{m1}b_{k1} & a_{m1}b_{k2} & \cdots & a_{m1}b_{kl} & a_{nm}b_{k1} & a_{nm}b_{k2} & \cdots & a_{nm}b_{kl}
\end{pmatrix}.$$
Tensor product notation is particularly useful when considering multi-dimensional derivatives of vectors; for \( a \in \mathbb{R}^n \) and a differentiable function \( f : a \rightarrow \mathbb{R}^m \) we define \( \nabla_a F(a) \in \mathbb{R}^{n \times m} \) as
\[
\nabla_a f(a) = \left( \partial_{a_1}, \partial_{a_2}, \ldots, \partial_{a_n} \right) \otimes f(a).
\]

For example,
\[
\nabla_{r^2} (r_1 - r_2) = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{pmatrix} = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \otimes I_3
\]

where \( I_3 \in \mathbb{R}^{3 \times 3} \) is the identity matrix. Derivations also involve matrix-vector products, and to avoid ambiguity, for a vector \( a \in \mathbb{R}^n \) and matrix \( B \in \mathbb{R}^{n \times n} \), we define \( a \cdot B \) and \( B \cdot a \) elementwise by
\[
(a \cdot B)_i = \sum_{j=1}^{n} a_j B_{ji},
\]
\[
(B \cdot a)_i = \sum_{j=1}^{n} a_j B_{ij},
\]
for \( i = 1, \ldots, n \).

**Theorem 2.** Let \( R \in \mathbb{R}^6 \) and \( V \in \mathbb{R}^6 \), and set \( R = [r, \bar{r}], V = [v, \bar{v}] \). Assume that \( \bar{v} \neq v \), and set
\[
N(R) = \frac{1}{\|r - \bar{r}\|} [r - \bar{r}, \bar{r} - r].
\]

Then the following are equivalent:

1. \[
\sigma(R, V) = I - \eta(R, V) N(R) \otimes N(R),
\]
   where \( A \otimes B \) is the tensor product, and \( \eta(R, V) : \mathbb{R}^{12} \rightarrow \mathbb{R} \).

2. The velocities \( \bar{v}, v \) and \( \bar{v}', v' \) defined by
   \[
   \begin{bmatrix} v' \\ \bar{v}' \end{bmatrix} = \sigma(R, V) \begin{bmatrix} v \\ \bar{v} \end{bmatrix}
   \]
   satisfy the conservation of linear eq. (2.12) and angular eq. (2.13) momentum.
Proof. We note that eq. (2.13) can be written as \( A_{\sigma}(R, V)V = A_a V \), where
\[
A_a = \begin{pmatrix}
0 & -r_3^a & r_2^a & 0 & -r_3^a & \bar{r}_2 \\
-\bar{r}_3^a & 0 & -\bar{r}_1^a & \bar{r}_3^a & 0 & -\bar{r}_1^a \\
-\bar{r}_2^a & -\bar{r}_1^a & 0 & -\bar{r}_2^a & \bar{r}_1^a & 0
\end{pmatrix},
\] (2.21)
where \( r = (r_1, r_2, r_3) \) and we have written \( r_i^a = r_i - a_i \).

- (1 \( \Rightarrow \) 2). This can be shown by a direct calculation:
\[
A_{\sigma}(R, V) = A_a(\mathbf{I} - \eta(R, V)N(R) \otimes N(R)),
\]
\[
= A_a - \eta(R, V)A_a N(R) \otimes N(R),
\]
\[
= A_a,
\]
where we have used that \( A_a N(R) = (0, 0, 0) \).

- (2 \( \Rightarrow \) 1). Before starting the calculation, we note that the matrix \( A_a \) is rank 3 (by considering its row-echelon form), and by proposition 1 it is enough to show that eq. (2.13) holds for \( a \) determined by the vertices of a polytope, if eq. (2.12) holds.

We note that \( A_{\sigma}(R, V)V = A_a V \) for all \( V \in \mathbb{R}^6 \) implies that \( A_{\sigma}(R, V)V - V = 0 \). Therefore \( \sigma(R, V)V - V \in \ker(A_a) \) for all \( a \in \mathbb{R}^6 \). Let \( Y = (\sigma(R, V)V - V) \), then
\[
-Y_2 r_3^a + Y_3 r_2^a - Y_5 r_3^a + Y_6 r_2^a = 0,
\]
\[
Y_1 r_3^a - Y_2 r_1^a + Y_4 r_3^a - Y_5 r_1^a = 0,
\]
\[
-Y_1 r_2^a + Y_2 r_1^a - Y_4 r_2^a + Y_5 r_1^a = 0.
\]

We consider the values
\[
a^1 = (r_1, r_2, r_3),
\]
\[
a^2 = (r_1, r_2, \bar{r}_3),
\]
\[
a^3 = (r_1, \bar{r}_2, \bar{r}_3),
\]
\[
a^4 = (\bar{r}_1, \bar{r}_2, \bar{r}_3),
\]
which form the four vertices of a tetrahedron, and result in
\[
Y = \tilde{\eta}(R, V) = \eta(R, V)N(R),
\] (2.22)
where \( \eta(R, V) = ||r - \bar{r}|| \eta(R, V) \), without loss of generality. If we take the dot product on
both sides of eq. (2.22) with $N(R)$ and rearrange, we find that

$$N(R) \cdot (\sigma(R, V) - V) = \eta(R, V),$$

$$\implies (I - N(R) \otimes N(R))\sigma(R, V)V = (I - N(R) \otimes N(R))V,$$

i.e. $\sigma(R, V)$ can only change the component of $V$ in the direction of $N(R)$. Thus, if $N(R) \cdot V = 0$, then $V$ is contained in the hyperplane orthogonal to $N(R)$, we must have that $\sigma(R, V)V = V$. Therefore, without loss of generality for any $V \in \mathbb{R}^6$ we can take $\eta(R, V) = N(R) \cdot V \hat{n}(R, V)$, and so

$$\sigma(R, V)V = (I - \eta(R, V)N(R) \otimes N(R))V,$$  \hspace{1cm} (2.23)

which is as claimed.

\[ \square \]

To determine what form $\eta(r_i, r_j, v_i, v_j)$ takes, we require an additional constraint on the collision rule, determined by the properties of the collision. In addition we can assume that the event map is time-reversible:

$$\sigma^+(R, V)\sigma^-(R, V) = I.$$  \hspace{1cm} (2.24)

Then we have that

$$\eta^+(R, V)\eta^-(R, V) + \eta^+(R, V) + \eta^-(R, V) = 0.$$  \hspace{1cm} (2.25)

We provide three example constraints that produce different collision rules.

**Example 3** (Elastic collisions). If in addition we assume that collisions are symmetric in time we have that $\eta^+(R, V) = \eta^-(R, V) =: \eta(R, V)$, we find that

$$\eta(R, V) = 0 \text{ or } -2.$$  \hspace{1cm} (2.26)

The former result produces the identity matrix; meaning the two particles pass through each other. The latter result exchanges and reflects the part of velocity in the direction of the outward pointing normal. In terms of incoming and outgoing velocities, we have that

$$v_{i_{\text{out}}}^t = v_{i_{\text{in}}}^t - (r_i - r_j) \cdot (v_{i_{\text{in}}}^t - v_{j_{\text{in}}}^t) \frac{(r_i - r_j)}{||r_i - r_j||^2},$$

$$v_{j_{\text{out}}}^t = v_{j_{\text{in}}}^t + (r_i - r_j) \cdot (v_{i_{\text{in}}}^t - v_{j_{\text{in}}}^t) \frac{(r_i - r_j)}{||r_i - r_j||^2}.$$  \hspace{1cm} (2.27)

This is the elastic Boltzmann collision rule [92]. We note that as a consequence of making the event map symmetric in time, the event map derived here also conserves kinetic energy:

$$\frac{1}{2}||\sigma(R, V)V||^2 = \frac{1}{2}||V||^2.$$  \hspace{1cm} (2.28)
Example 4 (Inelastic collisions). An important trait of collisions in granular media is that they are not energy preserving. As velocity can only be exchanged in the direction of the collision, we must have that the forward-time scalar value $\eta^+(R, V)$ is a scalar multiple of the backward-time scalar value $\eta^-(R, V)$, i.e.

$$\eta^+(R, V) = \alpha \eta^-(R, V)$$  \hspace{1cm} (2.29)

for $\alpha \in (0, 1]$, so that (ignoring the trivial result)

$$\eta^- = -\frac{1 + \alpha}{\alpha}, \quad \eta^+ = -(1 + \alpha).$$  \hspace{1cm} (2.30)

In terms of incoming and outgoing velocities, this is written as the inelastic Boltzmann collision operator:

$$v_{i}^{\text{out}} = v_{i}^{\text{in}} - \frac{1 + \alpha}{2} (r_{i} - r_{j}) \cdot (v_{i}^{\text{in}} - v_{j}^{\text{in}}) \left(\frac{r_{i} - r_{j}}{||r_{i} - r_{j}||^2}\right),$$

$$v_{j}^{\text{out}} = v_{j}^{\text{in}} + \frac{1 + \alpha}{2} (r_{i} - r_{j}) \cdot (v_{i}^{\text{in}} - v_{j}^{\text{in}}) \left(\frac{r_{i} - r_{j}}{||r_{i} - r_{j}||^2}\right).$$  \hspace{1cm} (2.31)

It is clear in this case that energy is not preserved, except when taking $\alpha = 1$, when we return to the elastic case. In fig. 2.1 we provide trajectories of two particles in 2 dimensions that experience inelastic collisions for different coefficients of restitution, as well as the dynamics in the reduced-difference space $r_1 - r_2$. The free dynamics of the trajectories are given by the dynamics in example 9.

We note that the average velocity of two particles remains unchanged by an inelastic collision:

$$\frac{1}{2} (v_{i}^{\text{out}} + v_{j}^{\text{out}}) = \frac{1}{2} (v_{i}^{\text{in}} + v_{j}^{\text{in}}).$$  \hspace{1cm} (2.32)

Thus the effect of inelasticity is only present in higher order moments.

Example 5 (Discrete step potential systems). The event maps $\sigma^+, \sigma^-$ are not necessarily limited to collisional events. In general, particles can be given multiple interaction diameters, where velocity can be exchanged for potential energy. These interactions can be written in terms of discrete potential forces; we define interaction diameters $\epsilon_k, k = 0, \ldots K \in \mathbb{N}$ such that $0 < \epsilon_1 < \epsilon_2 < \cdots < \epsilon_K$. The pairwise interaction can then be written as a step potential, with an infinite ‘core’.

$$V(r_i, r_j) = \begin{cases} 
0, & ||r_i - r_j|| > \epsilon_K, \\
\alpha_{K-1} & \epsilon_K > ||r_i - r_j|| > \epsilon_{K-1}, \\
\vdots & \\
\alpha_1, & \epsilon_1 > ||r_i - r_j|| > \epsilon_0, \\
\infty, & ||r_i - r_j|| < \epsilon_0,
\end{cases}$$  \hspace{1cm} (2.33)

for some $a_1, a_2, \ldots, a_K \in \mathbb{R}$. The simplest example of a discrete step potential used in modelling and simulation is the square-well or square-shoulder potential, where $K = 1$ and $a_1 < 0$ or $a_1 > 0$ respectively. Step potentials can also be used to approximate more complicated interaction.
Figure 2.1: Example trajectories of particles that are affected by gravity and friction (see example 9) and collide with different coefficients of restitution $\alpha$. Figure 2.1a: trajectories of two particles that never collide. Figure 2.1b: trajectories where two particles collide with $\alpha = 1$ (blue), $\alpha = 0.7$ (red) and $\alpha = 0.2$ (green). The coloured dots on each trajectory represent the position at a particular time $t$. Figure 2.1c shows the same trajectories (using the same colours) considered in the reduced-difference space $(r_1 - r_2)$, where the black circle is the boundary $\|r_1 - r_2\| = \varepsilon$. The reduced-difference space diagram shows the effect of different $\alpha$ on the trajectories of colliding particles.

potentials, for example the Lennard-Jones potential [93] which is popular in molecular dynamics:

$$V_{\text{LJ}}(r_1, r_2) = 4\mu \left( \left( \frac{\varepsilon}{\|r_1 - r_2\|} \right)^{12} - \left( \frac{\varepsilon}{\|r_1 - r_2\|} \right)^{6} \right),$$

(2.34)

where $\mu$ is the depth of the well present in the potential. We can approximate this with (for example) [94]:

$$\tilde{V}_{\text{LJ}}(r_1, r_2) = \begin{cases} 
\infty, & \|r_1 - r_2\| < \varepsilon_0, \\
\min_{\varepsilon_i < \|r_1 - r_2\| < \varepsilon_{i+1}} (V_{\text{LJ}}(r_1, r_2)), & \varepsilon_i < \|r_1 - r_2\| < \varepsilon_{i+1}, i = 1, \ldots, K - 1,
\end{cases}$$

(2.35)
for diameters $0 < \varepsilon_0 < \varepsilon_1 < \cdots < \varepsilon_K$, $K \in \mathbb{N}$. In fig. 2.2 we provide diagrammatic examples of discrete-interaction potentials.
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Figure 2.2: Two examples of discrete-interaction potentials. Left: a square-well potential with $\varepsilon_0 = 1, \varepsilon_1 = 1$ and $a_1 = -1$, right: a discrete potential (blue) used to approximate the Lennard-Jones potential (black). In both cases we use a red dashed line to display the hard-particle diameter.

We remark that the direct simulation of systems with many interaction potentials will become prohibitively expensive using the methods discussed in chapter 3. However, they still define a reasonable microscopic model that can be studied, and in chapter 4 we derive a continuum model that accounts for any discrete interactions between particles.

To determine the event maps for this interaction, we require an understanding of what happens when particles reach interaction diameters. When $\|r_i - r_j\|$ reaches an interaction boundary, the effect on the velocities of the particles depends on the energies in the direction of the collision. If the energy is too low to overcome the potential energy barrier, the particles will be reflected, otherwise the velocities of the particles will be changed by the potential energy. These are examples of single interactions, when multiple interactions can occur complications can arise, for example two particles can get stuck in a potential well.

To construct the collision rule for discrete barriers we summarise the events in different cases. Assume that particles $i$ and $j$ are distance $\|r_i - r_j\| = \varepsilon_i$ from one another. The discrete potential function takes values $a_{i+1}$ for $r > \varepsilon_i$ and $a_i$ for $r < \varepsilon_i$. Define $\Delta a = a_i - a_{i+1}$. Then there are four possible cases:

1. $(r_i - r_j) \cdot (v_i - v_j) < 0$ and $\Delta a \leq ((r_i - r_j) \cdot (v_i - v_j))^2$. In this case the two particles are moving towards each other at contact and have enough energy to overcome the potential barrier. Their velocities are refracted in the direction of the collision, by an amount proportional to their incoming velocities.

2. $(r_i - r_j) \cdot (v_i - v_j) < 0$ and $\Delta a > ((r_i - r_j) \cdot (v_i - v_j))^2$. In this case the particles are moving toward one another but do not have the energy to overcome the potential barrier. In this case the velocities of the particles are reflected.
3. \((r_i - r_j) \cdot (v_i - v_j) < 0\) and \(-\Delta a \leq ((r_i - r_j) \cdot (v_i - v_j))^2\). In this case the two particles are moving away from one another at contact and have enough energy to overcome the potential barrier. Their velocities are refracted in the direction of the collision, by an amount proportional to their incoming velocities. We note the addition of a minus sign in the second condition; this is introduced because the particles are moving away from one another.

4. \((r_i - r_j) \cdot (v_i - v_j) < 0\) and \(-\Delta a > ((r_i - r_j) \cdot (v_i - v_j))^2\). In this case the particles are moving away from one another but do not have the energy to overcome the potential barrier. In this case the velocities of the particles are reflected. Again we note the addition of a minus sign in the second condition.

In cases 2 and 4, we use the condition already described in example 3, derived in an analogous way. In cases 1 and 3 we require a new collision rule which provides the correct dynamics; \(\eta^+\) and \(\eta^-\) should change the speed of colliding particles in a collision, proportional to the energy barrier and the speed of the incoming particles. For these reasons we propose that

\[
\eta^+ = -\frac{\| (N \otimes N)V \| + \varepsilon_i^2 \Delta a}{\| (N \otimes N)V \|} \eta^-.
\]

(2.36)

Then by using the identity eq. (2.25), we have that:

\[
\eta^+ = 1 - \frac{\| (N \otimes N)V \| + \varepsilon_i^2 \Delta a}{\| (N \otimes N)V \|} \eta^- = 1 - \frac{\| (N \otimes N)V \|}{\| (N \otimes N)V \| + \varepsilon_i^2 \Delta a}.
\]

In terms of incoming and outgoing velocities this can be written as

\[
v_i^{\text{out}} = v_i^{\text{in}} - \frac{1}{2} \left( (v_i^{\text{in}} - v_j^{\text{in}}) \cdot \frac{(r_i - r_j)}{|r_i - r_j|} \right)
- \text{sign} \left( (v_i^{\text{in}} - v_j^{\text{in}}) \cdot \frac{(r_i - r_j)}{|r_i - r_j|} \right) \left( (v_i^{\text{in}} - v_j^{\text{in}}) \cdot \frac{(r_i - r_j)}{|r_i - r_j|} \right)^2 + \Delta a \right) \frac{1}{2} \left( (r_i - r_j) \cdot \frac{1}{|r_i - r_j|} \right).
\]

(2.37)

This fully describes all event types for discrete potential systems. For square-well and square-shoulder systems (where \(K = 2\) and \(a_2 = 0\)) all events can be fully described from their pre-collisional velocities:

1. **Core.** When particles are in contact \(i.e. \| r_i - r_j \| = \varepsilon_0 \), the particles collide using rule eq. (2.31).

2. **Capture** If \(a_1 < 0, \| r_i - r_j \| = \varepsilon_1 \) and \((r_i - r_j) \cdot (v_i^{\text{in}} - v_j^{\text{in}}) < 0\), then \(\Delta a < 0\) and \(\Delta a \leq ((r_i - r_j) \cdot (v_i^{\text{in}} - v_j^{\text{in}}))^2\) is immediate, and so particles continue moving towards each other and their velocities are refracted with eq. (2.37).

3. **Release** If \(a_1 > 0, \| r_i - r_j \| = \varepsilon_1 \) and \((r_i - r_j) \cdot (v_i^{\text{in}} - v_j^{\text{in}}) > 0\), then \(\Delta a > 0\) and \(-\Delta a \leq ((r_i - r_j) \cdot (v_i - v_j))^2\) is again immediate, and particles move away from one another after their velocities are updated with eq. (2.37).
4. **Disassociation** If $a_1 < 0$, $\|r_i - r_j\| = \varepsilon_1$ and $(r_i - r_j) \cdot (v_i^{in} - v_j^{in}) > 0$, when $\Delta a \leq (\|r_i - r_j\| \cdot (v_i^{in} - v_j^{in}))^2$ then particles are moving away from each other, and continue to do so after their velocities have been updated with eq. (2.37).

5. **Association** If $a_1 > 0$, $\|r_i - r_j\| = \varepsilon_1$ and $(r_i - r_j) \cdot (v_i^{in} - v_j^{in}) < 0$, when $-\Delta a \leq (\|r_i - r_j\| \cdot (v_i^{in} - v_j^{in}))^2$ the two particles are moving towards each other and continue to do so, once their velocities have been updated with eq. (2.37).

6. **Internal Bounce** If $a_1 < 0$, $\|r_i - r_j\| = \varepsilon_1$ and $(r_i - r_j) \cdot (v_i^{in} - v_j^{in}) < 0$, when $\Delta a \leq (\|r_i - r_j\| \cdot (v_i^{in} - v_j^{in}))^2$ the two particles are moving away from each other but do not have the energy to overcome the energy barrier, so their velocities are reflected using eq. (2.27).

7. **External Bounce** If $a_1 > 0$, $\|r_i - r_j\| = \varepsilon_1$ and $(r_i - r_j) \cdot (v_i^{in} - v_j^{in}) < 0$, when $-\Delta a \leq (\|r_i - r_j\| \cdot (v_i^{in} - v_j^{in}))^2$ the two particles are moving toward each other but do not have the energy to overcome the energy barrier, so their velocities are reflected using eq. (2.27).

These interactions are of interest because they are the first approximation to interaction potentials which model attractive forces between particles, and can be used as approximations of general potentials. In fig. 2.3 we provide trajectories of two particles in 2 dimensions that have square-shoulder potential interactions (i.e. $a_1 > 0$), and in fig. 2.4a we show how those interactions appear in the reduced-difference space $r_1 - r_2$.

In some simulations it may be appropriate to include collisions between particles and boundaries. An inelastic collision between a particle and a point on the boundary located at $r \in \mathbb{R}^d$ occurs when $\|r_i - r\| = \varepsilon/2$ and is given by

$$v_i^{out} = v_i^{in} - \frac{1 + \beta}{2} (v_i^{in} \cdot (r_i - r)) \frac{(r_i - r)}{\|r_i - r\|} \|r_i - r\|$$  \hspace{1cm} (2.38)

where $\beta \in (0, 1]$ is the coefficient of restitution between particles and walls.

As mentioned earlier, these results can be modified in a trivial manner to account for systems where particles have different masses; the result is equivalent to substituting in the equality $v_i = p_i/m_i$. We can also produce collision rules where the coefficient of restitution depends explicitly on the pair of particles colliding $\alpha_{ij} \in (0, 1]$, or particles of different diameters $\varepsilon_i > 0$, by a straightforward extension of the results above.

### 2.3 Discussion

In this chapter we have fully described the microscopic (particle) model for the system of interest. The main challenge here was to introduce instantaneous interactions to the Newtonian dynamics in a physically reasonable way. We overcame this challenge by introducing the event map $\sigma(r_i, r_j, v_i, v_j)$ which maps pre-collisional to post-collisional velocities, and showed that the event map only changes the velocities of the particles in the direction of the collision. Various examples in this section have shown the generality of this result, and we expect that a similar methodology could produce reasonable instantaneous interactions in systems with more degrees of freedom, e.g. rotation or charge. As discussed, if instead we were to consider non-instantaneous interactions,
Figure 2.3: Example trajectory pairs between two square-shoulder particles. Figure 2.3a: trajectories of two particles that do not collide. Figure 2.3b: trajectories where two particles experience an elastic collision at the external interaction diameter. Figure 2.3c: the two particles experience two refraction events. Figure 2.3d: the two particles experience a refraction, an elastic collision with the interior interaction diameter and a further refraction event. Each trajectory has a number of coloured points to display the location of particles at particular times $t$. 
we would instead consider one of the contact-force models which are commonly used in DEM simulations [95].

The resulting microscopic dynamics are popular in systems where collisions are assumed to be binary and instantaneous. In the next chapter we will see that the instantaneous interaction model discussed here can be efficiently simulated using event-driven particle dynamics, which is a competitive model for simulating systems of inelastic hard spheres.
Chapter 3

Microscopic dynamics - simulation

3.1 Motivation

To simulate molecular dynamics it is popular to use time-stepping methods, where (stochastic) differential equations are discretized in time, and positions and velocities are updated after a discrete timestep $\Delta t > 0$. The fundamental method for deterministic dynamics is the Euler method [96]; given an ODE

$$\frac{dx(t)}{dt} = f(x)$$

for $t \in [0, T]$, we discretize time into $n$ parts by setting $\Delta t = T/n$, $t_0 = 0$ and $t_i = t_{i-1} + \Delta t$ for $i = 1, \ldots, n$. Then assuming that $f$ is differentiable in $x$ and that $\Delta t$ is sufficiently small, we have that

$$x(t_i) \approx x_i := x_{i-1} + \Delta t f(x_{i-1}).$$

From this simple method a plethora of numerical schemes have been constructed, in an area that is still a thriving topic of modern research. Various numerical schemes have been constructed that utilise state-of-the-art computational power to accurately simulate hundreds of millions of particles. There are higher order schemes that increase the rate of convergence (linked to the finite difference methods discussed in chapter 8). Verlet integration is an example of a second-order method that is commonly used in molecular dynamics due to its numerical stability [21]. Implicit and explicit methods produce better stability or convergence rates for simulating molecular or particle dynamics [97], but do not account for hard-sphere interactions. Further to this, various splitting schemes are available and allow simulation of complex particle or molecular dynamics, that are determined for stochastic differential equations [95], [98] can provide further computation speed up.

Many of these methods are also available in various molecular dynamics software, that are optimised to accurately simulate millions (or even billions) of particles [99]-[101]. Research in numerical methods for molecular dynamics is vast and ever-growing, For more in-depth discussion of popular methods and their mathematical properties, we refer the reader to [21], [102].

Numerical schemes for molecular dynamics must be adapted to account for hard-sphere inter-
actions for our purposes. A direct method that is sometimes considered is to introduce an infinite potential such as eq. (2.10) [103], but this can lead to first order errors in the energy, which renders the simulation unphysical over long times. Furthermore, it is unclear how to correctly include inelastic effects in these simulations.

The Verlet method has also been adapted to account for collisional dynamics in [103], which is known as the collision Verlet. This scheme aims to predict future collisions by solving the trajectory approximated by a single Verlet timestep (equivalent to solving a quartic equation), collisions between particles can then be resolved before future collisions are predicted. If no collisions occur then the timestep is taken, and new collisions are predicted at the updated time. This method is in a similar vein to event-driven systems discussed in this chapter, but by generalising the scheme to consider more complicated dynamics it risks a larger computational overhead. We argue that for our purposes we only need to consider simple free dynamics, as we will use these microscopic simulations to approximate local parameters in a continuum equation. We note that, for systems where the mean-free path of individual particles can be accurately approximated using a Verlet timestep, there will be little additional computational cost in using the collision Verlet scheme compared to EDPD.

The most popular modern simulation method for systems of dissipative particles is the Discrete Element Method (DEM) [104], where interactions between particles are modelled as non-instantaneous, and are resolved for each timestep using contact force models. By searching for contacts between particles at each timestep and resolving the contact using a force model, they can incorporate sustained, multi-body interactions between particles. Their ability to model a variety of granular systems [105]–[107] where they can simulate very large collections of particles has made DEM a modern staple in research communities. There are also various open-source and proprietary code libraries that can efficiently simulate hard-particle systems using DEM [108]. Computational fluid dynamics coupled with DEM has also become popular for simulation of fluidised beds [56], and there are also various coarse-graining schemes that reduce computational cost of DEM by modelling agglomerates rather than individual particles [35], at the expense of a loss of some fine-grain accuracy (although approaches have been developed to improve accuracy of coarse-grain systems by for example considering different coarse-grain scales in simulation [36]).

However, it is still challenging to simulate dissipative particles over the timescales of industrial processes using DEM. Furthermore, they are less suited to systems of low density, where interactions between particles can become well-separated in time. The comprehensive neighbour search that DEM models require then becomes computationally restrictive. In our model, as collisions are treated as binary and instantaneous, we do not need to rely on contact force models to determine the effect of particle interactions. Furthermore, as we are interested in parameters that are dependent on the diameter of a single particle, coarse-grain DEM simulations are not appropriate for our systems.

To include collisions in a system of hard inelastic particles under the model discussed in chapter 2, we must use a small timestep to capture collision events. Discrete-time numerical methods for collisional dynamics generally require a check after every timestep to see if particles are overlapping, i.e. if there are any $i, j \in \{1, \ldots, N\}$ where $i \neq j$ and $\|r_i - r_j\| < \varepsilon$. If an overlap is detected, particle velocities need to be appropriately adjusted to ensure the simulation accurately approximates the collision.
For systems where the density of the particles is uniformly low across the domain and collisions are elastic, timestepping methods can be used effectively to simulate a system of particles. However, when there are areas of high density in a system of hard particles, collisions can occur very quickly after one another, so a very small timestep would be required to capture all events and ensure that events are processed sequentially in time. In fig. 3.1 we show a histogram of times between consecutive collisions in a one and two-dimensional system. The results show that even for relatively simple systems of particles, e.g. $d = 1$ and $\alpha = 1$, the time between collisions can cover 5 orders of magnitude, even when excluding rare events (which cover 10 orders of magnitude in the example presented). When $\alpha < 1$ the range of times between collisions increases, and the distribution becomes less trivial. We note that in fig. 3.1a, the case $\alpha = 0.5$ produces a distribution that looks bimodal; this is due to the introduction of the TC method discussed in section 3.5.2. This is not evident in the two-dimensional example, as the number of collisions considered is not sufficient to cause particle streaming in two dimensions, where the TC method will take effect.

![Figure 3.1: Histograms of times between collisions in 100 samples of system of $N = 100$ obeying linear dynamics with average velocity $\bar{v} = 0$, with periodic boundary conditions, in a system with density $\rho = 0.5$. Left: one dimension, right: two dimensions, red: $\alpha = 0.5$, blue: $\alpha = 1$. In each sample we perform 1000 collisions. The results show that for elastic particles, collisions are separated by a variety of orders of magnitude when accounting for rare events, and when particles are inelastic this distribution widens.](image)

It is therefore preferable to apply a method which does not discretize time independent of collisions, but instead determines the timestep by predicting future collisions between particles. In Event Driven Particle Dynamics (EDPD), dynamics are solved analytically up to a collision, at which point the collision is processed, new collision predictions are made and the dynamics are then advanced to the next collision. There are two requirements that the system dynamics must satisfy to allow for event-driven simulation, or at least an efficient implementation. Firstly, if collisions are neglected the dynamics of the system must be analytic. We will call the dynamics of the system of particles without collisions as the free dynamics of the system. Secondly, given the free dynamics of the system, the time at which any two particles collide must be analytically solvable. We define the collision time $\tau : \mathbb{R}^{4dN} \to \mathbb{R}$ as the first time at which two particles collide:

$$\tau(r_i^0, r_j^0, v_i^0, v_j^0) = \arg \min \{ t > 0 : \| r_i(t) - r_j(t) \| = \varepsilon \}. \quad (3.3)$$
When particles are different sizes, we replace $\varepsilon$ in eq. (3.3) with $\frac{\varepsilon_i + \varepsilon_j}{2}$, where $\varepsilon_i, \varepsilon_j$ are the diameters of particles $i$ and $j$ respectively.

For domains which are not periodic, it is also necessary to have an analytic form for when a particle meets the boundary. If the dynamics occur on the domain $\Omega \subset \mathbb{R}^d$ with boundary $\partial \Omega$:

$$
\tau_{\text{wall}}(r_{i,0}, v_{i,0}) = \arg \min \{ t > 0 : \| r_i(t) - r \| = \varepsilon/2, r \in \partial \Omega \}.
$$

(3.4)

In most simulations considered in this work we use periodic boundary conditions, in simulations where this is not true we only consider flat walls, which generally simplifies the computation. A popular method for simulating more complicated domains is to construct the boundary of the domain using particles with fixed positions.

In principle these restrictions can be relaxed; given a numerical solution of the free dynamics intersections of individual trajectories can be computed. However, implementations of event-driven particle dynamics are much more efficient when analytic forms of the free dynamics and event times are available.

### 3.2 Dynamics with analytic solutions

The requirements that the dynamics must satisfy to use EDPD are quite restrictive, however we shall see that for our purposes they are sufficient for accurate approximation. Here we provide examples of microscopic dynamics which satisfy the requirements. We introduce some notation to reduce complexity: for particle quantities $x_i$ and $x_j$, we write $x_{ij} = x_i - x_j$. For ease of notation we will set $m_i = 1$ for all particles.

**Example 6** (Linear dynamics). In a system where

$$
\frac{d r^N(t)}{dt} = v^N(t), \quad \frac{d v^N(t)}{dt} = 0,
$$

(3.5)

the free dynamics of an individual particle is then given by

$$
r_i(t) = v_{i,0} t + r_{i,0}, \quad v_i(t) = v_{i,0}.
$$

(3.6)

We can then determine the collision time of any two particles by solving a quadratic polynomial in $t$:

$$
\tau(r_{i,0}, r_{j,0}, v_{i,0}, v_{j,0}) = \min \left\{ t = \frac{1}{\| v_{ij,0} \|} \left[ -v_{ij,0} \cdot r_{ij,0} \right. \right.

\left. \pm \left[ (v_{ij,0} \cdot r_{ij,0})^2 - (\| v_{ij,0} \|^2 - \varepsilon^2)^{\frac{1}{2}} \right]^{\frac{1}{2}}, t > 0 \right\}
$$

(3.7)

and the collision time of particles with the boundary of the domain is given by

$$
\tau_{\text{wall}}(r_{i,0}, v_{i,0}) = \min \left\{ t = -\frac{v_{i,0} \cdot (r_{i,0} - r)}{||v_{i,0}||} \pm \right. \left. \left[ (v_{i,0} \cdot (r_{i,0} - r))^2 - (\| r_{i,0} - r \|^2 - \varepsilon^2/4) \right]^{\frac{1}{2}}, t > 0, r \in \partial \Omega \right\}
$$

(3.8)
where $\hat{x} = x/\|x\|$. We note that these dynamics are independent of particle mass. An example of hard-particle dynamics which have free dynamics governed by eq. (3.5) was considered in fig. 2.3.

**Example 7** (Constant external potential). We can include simple external effects such as gravity by including a constant external force:

$$\frac{d r^N(t)}{dt} = v^N(t), \quad \frac{d v^N(t)}{dt} = -G^N,$$

where $G^N = [G, G, \ldots, G] \in \mathbb{R}^{dN}$. In this case the free dynamics are given by

$$r^N(t) = -\frac{G^N t^2}{2} + v^N_0 t + r^N_0, \quad v^N(t) = -G^N t + v^N_0.$$

In this case for particles of the same mass the collision times between particles are given by eq. (3.7), as it only depends on the relative positions of two particles. For interactions with the boundary, the collision time is given by the smallest positive value of a quartic:

$$\tau_{\text{wall}}(r_{i,0}, v_{i,0}) = \min \{ t : t > 0 \text{ and } \|G\|t^4 + G \cdot r_{i,0} t^3$$

$$+ (g \cdot (r_{i,0} - r) + \|v_{i,0}\|^2 t^2 + 2v_{i,0} \cdot (r_{i,0} - r)t + \|r_{i,0} - r\|^2 = \varepsilon^2, r \in \partial \Omega \}.$$  

More generally, we can include a discrete external potential, introducing new events at each interaction diameter. We note that the efficiency of EDPD algorithms is directly related to the number of events that must be predicted, so systems of particles which have multiple interaction diameters may become computationally intractable.

**Example 8** (Viscous dynamics). We may also include a viscous term:

$$\frac{d r^N(t)}{dt} = v^N(t), \quad \frac{d v^N(t)}{dt} = -\gamma v^N(t),$$

for $\gamma \in \mathbb{R}$. In this case the free dynamics are given by

$$r^N(t) = \frac{v^N_0}{\gamma} (1 - e^{-\gamma t}) + r^N_0, \quad v^N(t) = v^N_0 e^{-\gamma t},$$

and the collision times are given by

$$\tau(r_{i,0}, r_{j,0}, v_{i,0}, v_{j,0}) = \left\{ t = -\frac{1}{\gamma} \log \left( 1 - \frac{\gamma}{\|v_{i,j,0}\|} \left[ - r_{i,j,0} \cdot \hat{v}_{i,j,0} \right. \right. \right.$$  

$$\left. \left. + \left[ (r_{i,j,0} \cdot \hat{v}_{i,j,0})^2 - (\|r_{i,j,0}\|^2 - \varepsilon^2)^{1/2} \right] \right) : t > 0 \right\},$$

$$\tau_{\text{wall}}(r_{i,0}, v_{i,0}) = \min \{ t = -\frac{1}{\gamma} \log \left( 1 - \frac{\gamma}{\|v_{i,0}\|} \left[ - (r_{i,0} - r) \cdot \hat{v}_{i,0} \right. \right. \right.$$  

$$\left. \left. + \left[ ((r_{i,0} - r) \cdot \hat{v}_{i,0})^2 - (\|r_{i,0} - r\|^2 - \varepsilon^2/4)^{1/2} \right] \right) : t > 0, r \in \partial \Omega \}.$$  

We note that in this case the viscous term is constant, but one can extend the results here to approximate non-constant $\gamma$, by modifying the value of $\gamma$ after every collision. This should produce
reasonably accurate results, provided that $\gamma$ is approximately constant in the timescale of the mean-free path of a particle.

**Example 9** (Viscous dynamics with constant external force). We may also combine eq. (3.9) and eq. (3.12) to include viscous and gravitational effects:

$$\frac{d\mathbf{r}^N(t)}{dt} = \mathbf{v}^N(t), \quad \frac{d\mathbf{v}^N(t)}{dt} = -G^N - \gamma \mathbf{v}^N(t),$$  \hspace{1cm} (3.16)

in which case the trajectories of the particles under free dynamics are given by

$$\mathbf{r}^N(t) = \frac{1}{\gamma} \left( \mathbf{v}_{0}^N + \frac{G^N}{\gamma} \right) (1 - e^{-\gamma t}) - \frac{G^N}{\gamma} t \mathbf{r}_{0}^N, \quad \mathbf{v}^N(t) = \left( \mathbf{v}_{0}^N + \frac{G^N}{\gamma} \right) e^{-\gamma t}.$$  \hspace{1cm} (3.17)

These are the free dynamics that were considered in fig. 2.1a. Again we see that, as collision times only depend on the relative position of particles, the introduction of a constant external potential has no effect on the particle collision time and is given by eq. (3.14). However, it is no longer possible to write out an analytic form for the collision time with a point on the boundary; the equation to solve has a mixture of exponentials and polynomials in time. In one dimension, the solution can be written in terms of the product-log function (also known as the Lambert-W function [109]). The collision time with the boundary is given by

$$\tau_{\text{wall}}(r_{i,0}, v_{i,0}) = \min \left\{ t \in \mathbb{R}^+ : t = -1 \frac{G}{\gamma} \left( r_{i,0} - r + 1 \frac{1}{\gamma} \left( v_{i,0} + \frac{G}{\gamma} \right) \right) \right\}$$  \hspace{1cm} (3.18)

where $W_0(x)$ is the principal branch of the Lambert-W function, i.e. $W_0(x)$ is the real solution to the equation

$$ye^y = x.$$  \hspace{1cm} (3.19)

There is no analytic form for the Lambert-W function, but numerical approximations to machine precision are available, and are implemented in many coding languages.

We now provide a review of algorithms in event-driven particle dynamics, and methods considered to improve efficiency of simulation.

### 3.3 A naive algorithm

Given the analytic form of the free particle dynamics and collision times for particles, one can construct a straightforward algorithm to simulate a collection of hard spherical particles. We outline the algorithm as follows:

**Algorithm 10.**

1. Initialise a system of $N$ particles with positions $\mathbf{r}_{0}^N \in \mathcal{P}$ and velocities $\mathbf{v}_{0}^N \in \mathbb{R}^{dN}$.

2. Using the analytic expression of the free dynamics, determine the collision times $\tau_{ij}$ and $\tau_{i}^{\text{wall}}$ for particles $i, j \in \{1, \ldots, N\}$ (event prediction).
3. Find the event \( \bar{\tau} = \min\{\tau_{ij}, \tau_{ij}^{\text{wall}}, i, j = 1, \ldots, N\} \) which happens first (event scheduling).

4. Advance the simulation up to time \( \bar{\tau} \), using the analytic expression of the dynamics (advancing free dynamics).

5. Apply the collision rule to the particle(s) involved in the event (event processing).

6. Repeat steps (2-5) until a stopping criterion (e.g. a time \( T > 0 \)) is reached.

This algorithmic structure is fundamental to all modern EDPD algorithms, however as a stand-alone algorithm it is very expensive; each of steps (2-4) is an \( O(N^2) \) calculation. This becomes problematic when the number of particles is large, or when the number of collisions is large, which could occur in areas of a system with high density.

### 3.4 Improvements in efficiency

We now introduce various methods which can improve the efficiency of an EDPD algorithm. The methods can be separated into three types: advancing free dynamics, event prediction and event scheduling. We shall see that the cost of computation can be reduced from \( O(N^2) \) to an effective cost of \( O(1) \) per collision.

#### 3.4.1 Advancing free dynamics

To improve the efficiency of step 2 in algorithm 10, we can make the dynamics asynchronous [110]. This involves giving each particle a local time \( t_i \in \mathbb{R} \), so that at any given time in the simulation the initial condition of all particles will be given by \( r_i(t_i), v_i(t_i) \), where \( t_i \) are the times of the last event the particle was involved in.

By making the dynamics asynchronous, we only need to update the positions and velocities of particles involved in the next scheduled event, thus reducing the cost to \( O(1) \). The caveat is that the \( t_i \) must be accounted for in the collision time calculations. Revisiting the examples of analytical dynamics we find that (where quantities \( r_i, r_j, v_i, v_j \) are given at times \( t_i, t_j \)):

\[
\tau_{ij} = \min \left\{ t = \frac{1}{\|v_{ij}\|} \left[ - (r_{ij} - (v_i t_i - v_j t_j)) \cdot v_{ij} \right. \right. \\
\left. \left. \pm \left[ \left( (r_{ij} - (v_i t_i - v_j t_j)) \cdot v_{ij} \right)^2 - \left( \|r_{ij} - (v_i t_i - v_j t_j)\| - \varepsilon^2 \right) \right]^{1/2} \right] : t > 0 \right\}, \tag{3.20}
\]

\[
\tau_{ij} = \min \left\{ t = \frac{1}{\|v_{ij} + G t_{ij}\|} \times \right. \\
\left. \left[ - (G t_{ij}^2/2 - v_i t_i + r_i + G t_{ij}^2/2 + v_j t_j - r_j) \cdot (v_{ij} + G t_{ij}) \right. \right. \\
\left. \left. \pm \left\{ \left( \left( -G t_{ij}^2/2 - v_i t_i + r_i + G t_{ij}^2/2 + v_j t_j - r_j \right) \cdot (v_{ij} + G t_{ij}) \right)^2 \right. \right. \\
\left. \left. \left. - \left( \| - G t_{ij}^2/2 - v_i t_i + r_i + G t_{ij}^2/2 + v_j t_j - r_j \|^2 - \varepsilon^2 \right) \right]^{1/2} \right] : t > 0 \right\}, \tag{3.21}
\]

\[
\tau_{ij} = \min \left\{ t = -\frac{1}{\gamma} \frac{1}{\|v(e^{\gamma t_i} - v_j e^{\gamma t_j})\|} \log \left[ - (r_{ij} + v_{ij} / \gamma) \cdot (v_i e^{\gamma t_i} - v_j e^{\gamma t_j}) \right] : t > 0 \right\}. \tag{3.22}
\]
\[
\pm \left[ ( \mathbf{r}_{ij} + \mathbf{v}_{ij} / \gamma ) \cdot ( \mathbf{v}_i e^{\gamma t_i} - \mathbf{v}_j e^{\gamma t_j} ) \right]^2 - ( \| \mathbf{r}_{ij} + \mathbf{v}_{ij} / \gamma \| - \epsilon )^2 ) \right], t > 0 \}.
\]

\[
\tau_{ij} = \min \left\{ t = -\frac{1}{\gamma} \log \left( \frac{\gamma}{\| \mathbf{v}_{ij} \|} \left( \frac{1}{\gamma} \left( \mathbf{r}_{ij} + \frac{G}{\gamma} (t_i - t_j) + \frac{1}{\gamma} \mathbf{v}_{ij} \right) \cdot \mathbf{v}_{ij} \right)^2 \right. \right. \\
\left. \left. - \left( \| \mathbf{r}_{ij} + \frac{G}{\gamma} (t_i - t_j) + \frac{1}{\gamma} \mathbf{v}_{ij} \| - \epsilon \right)^2 \right) \right\}, t > 0 \}.
\]

for examples 6 to 9 respectively. As solutions are still analytic, these calculations can still be computed quickly.

### 3.4.2 Event prediction

To improve the efficiency of the event prediction step, we want to reduce the number of predictions made after each collision. This should be possible; we would expect that most collision times are unaffected by the occurrence of a single binary collision.

However, due to the chaotic nature of particle collisions, it can be very hard to determine which events will still be valid after a collision has occurred. In the first instance we therefore need to recalculate all possible future events involving the particles involved in the current event, reducing the number of calculations to \(O(N)\). In fact, the number of events to be predicted will be \(N - 1 + C\), where \(C\) is the number of boundary events that must be predicted.

To reduce the computation cost of event prediction we split the domain into cells [25]. We consider a simple square domain split into \(n^d\) cells of equal size, for \(n \in \mathbb{N}\). Consider the prediction of events for a particle \(i\). Instead of predicting future collisions with all other particles, we only make collision predictions for particles in neighbouring cells, including the particle cell itself (fig. 3.2a).

For \(d\) dimensions there are then \(3^d\) neighbouring cells, and the number of predictions per particle then depends on the number of particles in neighbouring cells. As particle size and cell volume is fixed, a finite number of particles can fit in neighbouring cells, independent of \(N\). By making the neighbouring cells sufficiently small we can minimise the number of collision predictions for a particle. However, there is also a chance that before any collision with neighbouring particles occur, particle \(i\) will move to a different cell. We must therefore introduce a new event for prediction, a cell transfer. After a cell transfer new predictions for collisions with new neighbours have to be made, and predictions with old neighbours may be discarded (see figure 3.2b).

The introduction of the cell method requires us to keep track of an additional parameter per particle: the cell the particle is located in. From there we can determine the neighbouring cells and therefore the neighbouring particles.

We also need to consider the ideal cell size \(C > 0\) for a given simulation. Depending on the density of the system, there are different optimal choices of \(C\). The minimum size of a cell is determined by the size of the largest particle in the system. In [111] it is stated that for high densities, the number of cells should be proportional to the number of particles, so that each cell contains at most one particle. For systems of lower density fewer cells are more appropriate to reduce the number of cell transfer events. In fig. 3.3 we show how computational time changes depending on the particle density and the number of cells. In fig. 3.3b we see that the optimal
choice of the number of cells is non-trivial for low densities, but by choosing a system with a large number of cells we can generally improve the efficiency of the simulation.

We note that there are various cell methods for systems where the standard cell method is not efficient; for example systems with high polydispersity. In this case many authors make the cell method adaptive with a quadtree or octree structure, as discussed in [111]. The alternative approach also discussed in [111] for polydisperse (or non-spherical particle) systems is to add an
additional diameter to each particle; when particles are within this perimeter of the particle, their collision times are predicted. The additional overhead for this method is then the storage and maintenance of neighbour lists (also known as Verlet lists in molecular dynamics [112]) for each particle.

By updating the positions of particles after a cell transfer, the resulting dynamics will depend on the number of cells, due to machine-precision errors in the summation of distances after cell transfers occur. This effect is amplified by the chaotic nature of the collision rule. A diagram showing this is given in fig. 3.4, where two particles are moving towards each other and colliding. The trajectory which is updated after every cell transfer picks up floating point error differences that change the position at which the particles collide. In the diagram the machine-precision errors have been exaggerated to show the effect. Although the difference in the trajectories is small, after many collisions have occurred the resulting particle positions can be completely different.

Therefore to ensure that the result of the dynamics is independent of the number of cells, we choose not to update the local time of a particle after a cell transfer, instead we label each particle with its cell and a list of neighbouring particles, and update the label after a cell transfer, then update its list of neighbouring particles.

![Figure 3.4](image)

Figure 3.4: A trajectory of two particles in two dimensions, where the cell method is (dashed) implemented, and particle trajectories are updated for every cell transfer, given by marked points on the trajectory. Machine precision differences have been exaggerated to make the result clearer. The solid line is the trajectory for when the cell method is not implemented. We can remove these small changes in particle trajectories by only updating position of particles when they experience collisions.

### 3.4.3 Event scheduling

Once all events are predicted, we must determine which event comes first. After applying the cell method, for each particle we have a constant number of predictions, which depends on the cell size. Therefore, the list of events is of size $N$, consisting of the first event for each particle. To reduce the cost of finding the minimum value in this list we can implement a data structure. The data structure must be able to support the following operations efficiently:

1. Identify the first event in the list,

2. Remove any events that are no longer valid after a collision has occurred,
3. Add any new events that have been calculated after a collision.

These three qualities define a priority queue. There are various implementations of priority queues [72], we focus on binary search trees and bounded increasing priority queues.

**Binary search trees**

We define binary trees [113] as \( N \) nodes connected by \( N - 1 \) left and right branches at different levels. We define the nodes which have no lower branches to be the leaves. The children of a node \( i \) are the nodes connected to it on the next level down, the parent of \( i \) is the node connected on the next level up. These definitions are depicted in figure 3.5.

![Binary Tree Diagram](image)

**Figure 3.5: An example of a binary tree.** Nodes are represented by points, branches are lines connected by points, and leaves are coloured red. The parent of node \( i \) is coloured purple, and the children of \( i \) are green.

To construct a binary tree, given a list of events \( L \) constructed at the initialization stage, we use the following algorithm. An instance of the algorithm is given in figure 3.6.

1. Remove an event \((t_i, b_i)\) from \( L \), place it at node 0,
2. Remove an event \((t_j, b_j)\) from \( L \). Start at position 0, set \( n = 0 \).
3. We consider 2 cases
   (a) \( t_j < t_i \). If there is no left branch from node \( n \), construct a left branch connecting a new node \( n + 1 \) and place event \((t_j, b_j)\) there. If there is a node at position \( n + 1 \), set \( n \rightarrow n + 1 \), and repeat step (2).
   (b) \( t_j > t_i \). If there is no left branch from node \( n \), construct a left branch connecting a new node \( n + 2 \) and place event \((t_j, b_j)\) there. If there is a node at position \( n + 1 \), set \( n \rightarrow n + 2 \), and repeat step (2).
4. Repeat (2)-(3) as necessary.

The first operation we use on the binary tree is a search for a particular element, shown in figure 3.7. To locate the event \( t_i \), we start at node \( n = 0 \) and travel left or right by comparing the event time at node \( n \) to \( t_i \), until we reach the event. This will require on average \( O(\log_2(N)) \) checks.
Figure 3.6: An example of an insert in a binary tree, inserting a node with value 11, by following the blue arrows in the diagram. This algorithm can also be used for construction.

Figure 3.7: An example of a search in a binary tree. We search for a node with value 11.

In the worst case, the element will be one of the leaves. If construction was optimal, each node has two branches so there are \( m \) leaves, such that

\[
N \approx \sum_{i=1}^{m} 2^i, \quad \Rightarrow \quad N \approx 2^{m-1}
\]

\[
\Rightarrow \quad m = \mathcal{O}(\log_2(N)).
\]

Therefore in the optimal construction for the worst case a search costs \( \mathcal{O}(\log_2(N)) \). Of course, the tree may not be in this optimal shape; in the most pathological case there can be \( N \) leaves. There are restructuring algorithms to avoid these cases, however in EDPD computations the structure of the tree tends to be maintained naturally.

For addition of an event to the binary tree, we simply use the construction algorithm defined above. In the optimal case, this would involve traversing \( m/2 \) levels, so therefore the operation is \( \mathcal{O}(\log_2(N)) \) on average.
Figure 3.8: Examples of binary trees. Left: An example of a well structured binary tree. Right: An example of a poorly structured binary tree; by restructuring the list of events we can avoid such pathological examples.

For removal of an event, we need to locate the event in the tree, then restructure the tree. Restructuring depends on the number of children the node for $t_i$ has. There are three cases. If the event is a leaf, removal is straightforward. For one child, the single child event takes the place of $t_i$. If there are two children, the minimum $t_{\text{min}}$ of the right child subtree replaces $t_i$ in the node, and the leaf of $t_{\text{min}}$ is removed. Each of these removal actions are depicted in fig. 3.9. All operations performed to construct, search, add, and remove nodes in a binary tree are therefore $O(\log_2(N))$.

Bounded increasing priority queues

To reduce the computational cost to $O(1)$, we may implement a bounded increasing priority queue (BIPQ). The BIPQ was introduced in [37], and relies on two assumptions:

1. A new event $t$ to be added to the queue is always larger than the minimum event removed due to a search $t_{\text{last}}$.

2. There exists a constant $t_{\text{max}}$ which bounds the difference between a new predicted event and the global simulation time.

Therefore

$$t_{\text{max}} > t - t_{\text{last}} \geq 0.$$  

The first assumption is fair as all predicted events occur after the global simulation time, or they are invalid. The second assumption is more of a computational construct; for example if particle $i$ has very low velocity it could take a long time for an event to occur. Instead we may choose a value $t_{\text{max}}$ which bounds all reasonable event times (for example, $t_{\text{max}} = t_{\text{end}}$, the required simulation time). Any events with $t > t_{\text{max}}$ can be put into an overflow list.

The idea behind a BIPQ is to introduce some order to $L$, without fully ordering all events. We initialize the BIPQ with creation of an array of $n$ empty lists $l_i$, $1 \leq i \leq n$, for a suitable choice of $n$ (to be determined), and an empty binary search tree structure. We also set $i^* = 0$ and $i_0 = 0$, the current index and base set of the BIPQ. The operations of a priority queue are applied to a
Figure 3.9: Removing nodes from a binary tree. Red branches and nodes are deleted, while green nodes are moved. Top left: Removal of a node with no children. Top right: Removal of a node with one child. Bottom: Removal of a node with two children.

BIPQ as follows:

- Addition of an event: given an event with time $t$, we determine the index of the event with the calculation

  $$i = \lfloor stu - i_0 \rfloor,$$

  for some scalar factor $s$ (to be determined). If $i \neq i^*$, we add the event to list $i$. If $i = i^*$, the event is added to the binary tree.

- Identification of the shortest event. This is given by the root of the binary tree. If the binary tree is empty, then the next list $l_{i^*+1}$ is used to fill the binary tree, and we increment $i^*$ by 1. $l_{i^*+1}$ is also empty, we increment $i^*$ until we find a non-empty list. If all $l_i$ are empty for $i^* < i < n$, we reset $i^* = 0$ and increment $i_0$ by $n$. If we are using an overflow list $l_{\text{over}}$, when $i^*$ reaches $n$, we recalculate $i$ for events in $l_{\text{over}}$ and redistribute the events into the lists.
• Deletion of an event: given an event with time \( t \) we use its index to locate the list or binary tree it is in, and delete it from the list.

To ensure the BIPQ is efficient, the correct choice of \( n \) and \( s \) needs to be made. In \([37]\), the choice of \( s \) is made to ensure that the number of events in the binary tree is consistently small, around 10-20. The number of lists \( n \) is then given by

\[
 n = st_{\text{max}}. 
\]

However, as mentioned the value for \( t_{\text{max}} \) can be very large, as can \( s \). This leads to a significant number of lists in the BIPQ. In \([114]\), a smaller value for \( n \) is used in a trade-off with computation time, leading to larger (but still small) number of events in the binary tree.

![Diagram for the BIPQ](image)

Figure 3.10: Diagram for the BIPQ. at position \( i_0 \) there is a binary tree ordering events. Lists \( i_0 + 1, \ldots, i_0 + n \) contain unordered events, but introduce a semi-ordering. We use an overflow list for events which occur much later on. by introducing a semi ordering to the event times we reduce search time by considering a smaller binary tree.

![How events are distributed into lists](image)

Figure 3.11: How events are distributed into lists, for an example set of events that has been ordered (blue). Events (which here are sorted) between \( \lfloor st - i_0 \rfloor \in [0, 1) \) are put into the binary tree, while others have been put into corresponding lists. Events with are large event time are put into the overflow list.

As the size of the binary tree is set to be constant, the structure of the BIPQ reduces computational cost of first event prediction to \( \mathcal{O}(1) \). For systems with a small number of particles, the additional structure may not be beneficial, but for larger systems the introduction of a BIPQ will
significantly reduce the computation time. By combining the cell method and the BIPQ we reduce the cost of event-driven particle dynamics simulations to $O(1)$ per event.

3.5 Improving accuracy

3.5.1 Stability of algorithms

In [115] it is noted that EDPD simulations can become numerically jammed due to machine-precision differences in distance calculations. When two particles are advanced up to a point of contact, it may result in a small, unphysical overlap. After modifying the velocity of the particles to account for the collision, the next collision scheduled between the particles will be when the overlap between the particles is removed. This numerical error can then lead to the simulation jamming.

To resolve this [115] recommends using an overlap function and its derivative to determine whether the collision is stable. An overlap function between two particles is given by

$$f_{ij}^{HS}(t) = \| \mathbf{r}_i(t) - \mathbf{r}_j(t) \|^2 - \varepsilon^2.$$  \hspace{1cm} (3.24)

To ensure that the collision is valid the collision time $\tau_{ij}$ must satisfy

$$f_{ij}^{HS}(\tau_{ij}) \leq 0, \text{ and } \frac{d}{dt}f_{ij}^{HS}(t)|_{t=\tau_{ij}} < 0.$$  \hspace{1cm} (3.25)

By implementing this check we can ensure that machine-precision differences do not restrict simulation time.

3.5.2 Inelastic collapse

The assumption that collisions are binary and instantaneous can lead to inelastic collapse when using inelastic collisions; an infinite number of collisions can occur in finite time. A fundamental example of this is a single inelastic particle under gravity bouncing on a solid surface (see fig. 3.12a). In [67] it is noted that for small enough coefficient of restitution ($\alpha < 7 - 4\sqrt{3}$) only three particles in one dimension are needed to achieve inelastic collapse, and also provides investigation into the behaviour of inelastic collapse in two dimensions. Numerical experiments generally show inelastic collapse can occur for much larger values of $\alpha$ than those predicted theoretically. In fig. 3.12b we provide an example of inelastic collapse between particles in one dimension. We note that inelastic collapse is a physical phenomenon, and not an artefact of the numerical scheme.

For event-driven simulation inelastic collapse poses a problem; if an infinite number of collisions can occur in a finite time the simulation will not progress past this time without producing non-physical effects. There are several methods to rectify this, as listed in [116]. We employ the TC method, which is preferred in [116], where it is argued that when two events for a particular particle are predicted to occur after a short time interval $t_c > 0$, they should not be treated as separate events, and (non-instantaneous) collisions which overlap in time lead to a smaller amount of dissipation. Therefore if a collision happens between particles $i$ and $j$ within $t_c$ of their previous collision, we set coefficient of restitution to $\alpha = 1$, rendering the collision elastic. The resulting dynamics are also displayed in fig. 3.12. We can see that the implementation of
the TC method allows the EDPD simulation to continue past inelastic collapse without producing unrealistic results. This relies on an appropriate choice for $t_c$ for the system considered.

![Figure 3.12](image)

Figure 3.12: Left: inelastic collapse of a single particle with gravity without the TC method (red), the TC method is then implemented using $t_c = 10^{-5}$ to continue the dynamics (blue), right: inelastic collapse between particles in one dimension without (red) the TC method, at which point the TC method is implemented using $t_c = 10^{-5}$ (blue). We note that the dynamics are identical up to the point of inelastic collapse, at which point the TC method allows the simulation to advance in such a way that the trajectories are still physically appropriate.

3.6 MATLAB implementation

We have implemented a state-of-the-art (stable) EDPD algorithm in MATLAB which utilises asynchronous dynamics and the cell method. The code can support linear dynamics, dynamics with friction, and dynamics with constant external potential in one, two, or three dimensions, and supports elastic and inelastic collisions by utilising the TC method described above. The domain can be periodic or bounded in each dimension. We also include the capability to run multiple samples and record statistical quantities from them, such as the radial correlation function discussed in future chapters.

3.6.1 Chaotic dynamics

The implementation of the cell method and a bounded increasing priority queue produce an efficient algorithm for event-driven particle dynamics, which is independent of the number of particles in the system. However the system has a chaotic nature, as small changes in the initial conditions of the particles in the system produce completely different results after a small number of collisions, due to the sensitivity of the collision rule. Using the MATLAB implementation, we consider a system of 25 particles with $\varepsilon = 1$ in two dimensions with no external potentials or friction. Figure 3.13 shows the state of the system after 1000 collisions, given initial conditions $\mathbf{x}_N^0, \mathbf{v}_N^0$, and initial conditions $\mathbf{x}_N^0, \tilde{\mathbf{v}}_N^0$, where $\tilde{\mathbf{v}}_N^0 = \mathbf{v}_N^0 + (\varepsilon, 0, 0, \ldots, 0)$ where $\varepsilon$ is machine-precision small. The result is an example of the chaotic nature of the particle system. Our uses of EDPD are not dependent on a particular realisation of the system, but statistics on the system over many samples, where
chaotic properties of the dynamics will average out, so we do not need to ensure that chaotic properties are mitigated in our simulations.

Figure 3.13: Chaotic nature of EDPD. A collection of $N = 25$ particles were simulated for 1000 collisions with random initial positions and velocities, resulting in the red particle positions. One of the initial velocities of the particles was then changed by a machine-precision amount to produce the blue particles after the same number of collisions: small changes in collision outcomes propagate to change the long term dynamics of the system.

3.7 DynamO

DynamO [117] is an open-source event-driven particle simulator which utilises state-of-the-art algorithms and code to run EDPD simulations. It can simulate constant external and discrete interaction potentials in two and three dimensions. It also supports more complex domains, non-spherical particle shapes, and polydispersity, and can handle millions of particles and processes tens of thousands of events per second.

We have implemented viscous drag dynamics given by eq. (3.13) in DynamO. We then use DynamO for larger systems of particles in two and three dimensions and modify the simulations to include viscous drag with the dynamics given by eq. (3.13).

3.8 Discussion

In this section we have discussed how EDPD algorithms can efficiently simulate the dynamics of hard spheres, with machine-precision accuracy. The algorithms presented show that EDPD can be $O(1)$ per collision and the code libraries discussed implement these methods. We have also presented novel implementations of EDPD in MATLAB and using open-source software DynamO, which can simulate dynamics that include viscous drag terms. The resulting schemes are state-of-the-art, and can compete against other microscopic numerical methods, with the potential to outperform competitors when the system is suited for EDPD (i.e. low-density systems where collisions and instantaneous interactions play an important role).

Without using multiple cores, event-driven code libraries such as DynamO can simulate systems of tens of millions of particles, processing nearly 100,000 events per second, on a standard home computer. Furthermore, by determining the step size of the simulation via collisions, we can
reach long simulation times that are required for construction of continuum model parameters. These methods also exactly solve (up to machine precision) the particle dynamics that we used to derive continuum models in this work. Thus for systems of interest to us, these results give EDPD a competitive advantage when compared to collision Verlet schemes or DEM. The main restriction of many implementations is that they can only model systems where particles obey simple differential equations such as the examples presented above. Event-driven methods can also be used to simulate particles that interact via step potentials such as eq. (2.33), however as the number of potential events increases, these methods will lose their competitive edge.

If the free dynamics of interest can be approximated to high precision by an analytic solution, in the timescale of the mean-free path, the same method could also be applied to more complicated systems of dynamics without drastically reducing efficiency of the algorithm, as in the collision Verlet scheme [103]. This may then allow for systems where there is an external flow, suggesting that EDPD could also be used to model fluidisation processes.

We could increase efficiency further by parallelising the dynamics over several cores. Due to causality issues and the chaotic natural or hard-particle interactions EDPD algorithms are naturally very hard to parallelize. In [114] the conditions which restrict parallelization are examined, and an event-based decomposition is constructed which produces significant speed-up of EDPD algorithms through parallelization, compared to previous methods which tend to apply a spatial decomposition. We have not implemented this parallelisation scheme for our simulations, as we consider many samples of systems with a small number of particles, so we can simply parallelise over the number of samples instead.

When considering a high density system, where the number of collisions in a short amount of time can be very large, any method to model the system as a collection of particles can still be too computationally expensive for practical uses, especially if we want to model the dynamics over macroscopic timescales. Even with state-of-the-art algorithmic approaches applied, the number of particles in the system will always eventually be a computational bottleneck. For this reason it is inevitably necessary to construct a continuum model to approximate the dynamics in large systems of granular media. In the following chapter we will progress from a microscopic regime to the continuum, by constructing the Liouville equation for hard particles.
Chapter 4

The Liouville equation for hard particles

We wish to construct a continuum model directly from the microscopic dynamics. We therefore require a way to get from the set of differential equations describing the microscopic particle dynamics to a set of equations describing the macroscopic continuum dynamics. Under the assumption that the particle dynamics are smooth, associated with the microscopic dynamics is the Liouville equation [118], a partial differential equation which determines the dynamics of the $N$-body distribution function $f^{(N)}(r^N, v^N, t)$. For example, when $m = 1$ we have that:

$$\mathcal{L}[f^{(N)}] := \left[ \frac{\partial}{\partial t} + v^N \cdot \nabla_{r^N} + \nabla_{v^N} \cdot (\nabla_{r^N} V(r^N, t) + \Gamma(r^N, v^N, t)v^N) \right] f^{(N)}(r^N, v^N, t) = 0.$$  

(4.1)

For point-like particles and sufficiently smooth $V(r^N, t)$, eq. (4.1) fully describes the evolution of an initial configuration of particles. The result is derived by assuming that particle positions and velocities can be determined to arbitrary precision, and that the microscopic equations of motion fully describe the motion of particles, by using statistical-mechanical methods that determine the Liouville equation by exploring volume elements of the phase space.

However, this derivation does not account for collisional effects; when particles are of finite volume adjustments have to be made to the microscopic dynamics to avoid non-physical particle overlap. At an informal level the collisional effect is not recognised at the level of the Liouville equation, but is derived in the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchy [46], [119], for example as a consequence of additional assumptions on an interaction force [120]. However, by instantaneously changing the velocities of two particles that undergo a collision a fundamental assumption in the Liouville derivation is no longer valid; the dynamics of an individual particle are no longer smooth. We should therefore model collisional effects at the level of the Liouville equation, rather than when considering the derivation of the BBGKY hierarchy from the Liouville equation. We cannot rely on the classical form of the Liouville equation, and must resort to an alternative formulation to derive an equation for $f^{(N)}(R, V, t)$.

One method that is used to include hard-sphere effects within the Liouville equation is to define
so-called mild solutions to eq. (4.88) [121]. Once such solutions have been defined the associated BBGKY hierarchy can be constructed, at which point the Boltzmann collision operator is included when mild solutions are considered. As an alternative, we will consider the weak formulation of the Liouville equation [91]. The resulting derivation of the BBGKY hierarchy from the weak form is much more straightforward, when compared to the mild-solution counterpart.

In [91] a system of $N = 2$ spherical particles with diameter $\varepsilon > 0$, $V(r^N, t) = 0$, and $\gamma = 0$ is fully characterised, and under no additional assumptions it is shown that for all smooth, compactly-supported test functions $\Phi$, given initial data $f^{(2)}_{0} \in C_{c}^{0}(\mathbb{D}) \cap L^{1}(\mathbb{D})$ (i.e. the space of compactly-supported continuous functions), such that $f^{(2)}_{0}$ integrates to 1 on the phase space, and is always positive, there exists a unique $f^{(2)} \in C_{c}^{0}((−\infty, \infty), L^{1}(\mathbb{D}))$ which satisfies

$$
\int_{\mathcal{P}_{\varepsilon}} \int_{\mathbb{R}^{6}} \int_{-\infty}^{\infty} \left[ \frac{\partial \Phi(R, V, t)}{\partial t} + (V \cdot \nabla_R) \Phi(R, V, t) \right] f^{(2)}(R, V, t) \, dt \, dV \, dR
= \int_{\partial \mathcal{P}_{\varepsilon}} \int_{\mathbb{R}^{6}} \int_{-\infty}^{\infty} \Phi(R, V, t) f^{(2)}(R, V, t) V \cdot \hat{\nu}_R(R) \, dV \, dH(R),
$$

and conserves linear and angular momentum, and kinetic energy. Here

- $\mathcal{P}_{\varepsilon} = \{ R \in \mathbb{R}^{6} : \| r_1 - r_2 \| \geq \varepsilon \}$ is the hard-sphere domain which restricts particles from overlapping,
- $\mathcal{D} \subseteq \mathbb{R}^{12}$ represents all possible configurations of positions and velocities, given that two particles cannot overlap ($R \in \mathcal{P}_{\varepsilon}$).
- The vector $\hat{\nu}_R \in \mathbb{R}^{6}$ is the outward unit normal to the surface $\partial \mathcal{P}_{\varepsilon}$,
- $H$ is the Hausdorff measure [86] on $\partial \mathcal{P}_{\varepsilon}$.

In this case, we say that $f^{(2)}$ is a global-in-time weak solution of the Liouville equation:

$$
\frac{\partial f^{(2)}}{\partial t} + (V \cdot \nabla_R) f^{(2)} = C[f^{(2)}],
$$

where $C[f^{(2)}]$ is determined in the weak sense against test functions $\Phi \in C_{c}^{1}((−\infty, \infty), \mathcal{D})$:

$$
\langle C[f^{(2)}], \Phi \rangle = \int_{\partial \mathcal{P}_{\varepsilon}} \int_{\mathbb{R}^{6}} f^{(2)}(R, V, t) \Phi(R, V, t) V \cdot \hat{\nu}_R \, dV \, dH(R).
$$

In contrast to the classical formulation, a collisional term $C[f^{(2)}]$ is derived at the level of the Liouville equation. Furthermore, under the assumptions of molecular chaos, $C[f^{(2)}]$ admits the elastic Boltzmann collision operator [47], [122] in the first equation of the weak formulation of the BBGKY hierarchy, agreeing with classical results in the strong form [123], [124], where the collision operator is derived by considering macroscopic quantities using statistical mechanics, rather than constructing the macroscopic result as a consequence of microscopic quantities. Under restrictions on initial data, for example on the particle density of the system, an analogue to eq. (4.3) should also hold in systems with more than 2 particles.

From this point a clear question to consider is how more complicated dynamics, or other instantaneous interactions between particles, affect the derivation. In this section we will answer
this question and create a weak form of the Liouville equation that accurately models systems of particles with general free dynamics and any physically appropriate instantaneous interactions, and prove existence of solutions. This novel derivation will differ from the classical result of the strong form eq. (4.88) by accounting for collisions, and fully generalises the weak form eq. (4.3), which is restricted to linear, elastic dynamics. By the end of this chapter we will be in a strong theoretical position to derive a closed set of equations to model a granular medium as a continuum, which has been derived directly from the microscopic dynamics.

4.1 Set-up

We will consider a system with \( N = 2 \) particles with initial positions \( r_1, r_2 \in \mathcal{P}_\epsilon \) and initial velocities \( v_1^0, v_2^0 \in \mathcal{V}_f(r_1, r_2) \subset \mathbb{R}^6 \), where \( \mathcal{V}_f(r_1, r_2) \) is the set of all admissible initial velocities, given valid initial position data. We define \( \mathcal{R} = [r_0^1, r_0^2] \) and \( \mathcal{V} = [v_0^i, v_0^j] \) (in an analogous way to the approach of theorem 2), we define the free-particle flow maps for position and velocity by \( \Phi_x^\tau(R, V) \) and \( \Phi_v^\tau(R, V) \) respectively, and assume that they satisfy the Newton equations

\[
\partial_t \Phi_x^\tau(R, V, t) = \Phi_v^\tau(R, V, t), \quad \partial_t \Phi_v^\tau(R, V, t) = H(\Phi_x^\tau(R, V, t), \Phi_v^\tau(R, V, t), t). \tag{4.5}
\]

Here \( H : \mathbb{R}^6 \times \mathbb{R}^6 \times \mathbb{R} \to \mathbb{R}^6 \) is differentiable in all its arguments.

We stress that this is a very general set of equations to consider; it also reduces to eqs. (2.1) and (2.2) in chapter 2 by setting:

\[
H(R, V, t) = -\nabla_R V(R, t) + \Gamma(R, V, t)V. \tag{4.6}
\]

Thus the result also accounts for any interaction potentials (e.g. cohesive forces) and viscous properties.

We write \( \Phi_t = [\Phi'_t, \Phi''_t] \) as the flow map for initial data \( Z = [R, V] \in \mathcal{D} \). We also assume that the flow maps produce unique trajectories for any given initial data. We also introduce the reduced-difference notation \( \tilde{x} = x_1 - x_2 \) for \( X \in \mathbb{R}^6 \), which is useful when discussing relative distances and collision times of particles.

4.1.1 Event times

We will characterise each instantaneous event by an event time, an interaction diameter and an event map that changes the particle velocities. We define the set of interaction diameters by \( \Theta = \{\epsilon_i \in \mathbb{R}^+, i = 1, \ldots, m : \epsilon_m > \epsilon_{m-1} > \cdots > \epsilon_0 > 0\} \) where \( m \) is the number of interaction diameters of an individual particle. As interactions are instantaneous, the event times can be enumerated as a discrete set, which can be finite or infinite. We write the event times as \( \tau_i \in \mathbb{R} \) for \( i = -M, -M + 1, \ldots, 0, 1, \ldots, N - 1, N \), where \( M = M(R, V), N = N(R, V) \in \mathbb{N} \cup \{\infty\} \), and

\[
-\infty = \tau_{-M}(R, V) < \tau_{-M+1}(R, V) < \cdots < \tau_{N-1}(R, V) < \tau_N(R, V) = \infty, \tag{4.7}
\]
where we choose $\tau_0$ to be the closest event time to time $t = 0$:

$$
\tau_0 = \arg \min_{s \in \mathbb{R}} \{ s \in \mathbb{R} : \Phi_s(R, V) \in \partial P, \tilde{\varepsilon} \in \Theta \}. \quad (4.8)
$$

In turn each $\tau_i$ can be defined in terms of the previous or next event time. When the previous event time has been defined:

$$
\tau_{i+1}(R, V) := \arg \min_{s \in \mathbb{R}} \{ s \in (\tau_i, \infty) : \Phi_{s-\tau_i}(\Psi_{\tau_i}^x, \Psi_{\tau_i}^v) \in \partial P, \tilde{\varepsilon} \in \Theta \}, \quad (4.9)
$$

and when the next event has been defined:

$$
\tau_{i-1}(R, V) := \arg \min_{s \in \mathbb{R}} \{ s \in (-\infty, \tau_i) : \Phi_{s-\tau_i}(\Psi_{\tau_i}^x, \Psi_{\tau_i}^v) \in \partial P, \tilde{\varepsilon} \in \Theta \}. \quad (4.10)
$$

These events occur when particles reach an interaction diameter. We write $\Psi = [\Psi^x, \Psi^v]$ as the flow map for the dynamics with instantaneous interactions. We will assume that there exists $\delta > 0$ such that for all $i = -M, -M + 1, \ldots, N - 1, N$, $\tau_i - \tau_{i-1} > \delta$, and we write $\tau_{-M}(R, V) = -\infty$, $\tau_N(R, V) = \infty$ for the behaviour of the dynamics in the limit as $t \to \pm \infty$. Between each pair of event times the particle dynamics are determined by the free dynamics in eqs. (2.1) and (2.2), where initial conditions can be given by the positions and velocities after the previous event time.

### 4.1.2 Flow maps

We can fully define the flow maps for dynamics with instantaneous interactions using $\Phi^x_t, \Phi^v_t, \tau_i$ and $\sigma^\pm_i$. There are two possible cases for the dynamics when including instantaneous interactions.

**No instantaneous events.** If $R, V$ are such that no instantaneous events happen, then $M + N = 1$ and $\Psi^x_t, \Psi^v_t$ obey

$$
\partial_t \Psi^x_t(R, V) = \Phi^x_t(R, V),
$$

$$
\partial_t \Psi^v_t(R, V) = H(R, V, t). \quad (4.11)
$$

**Instantaneous events.** When $R, V$ are such that instantaneous events occur in finite time, then

$$
\partial_t \Psi^x_t(R, V) = \begin{cases} 
\Phi^x_t(R, V), & \tau_{i_0-1} \leq t \leq \tau_{i_0}, \\
\Phi^x_{t-\tau_i}(\Psi_{\tau_i}^x(R, V), \sigma^+_i(R, V) \Psi_{\tau_i}^v(R, V)), & \tau_{i} < t \leq \tau_{i+1}, \\
\Phi^x_{t-\tau_i}(\Psi_{\tau_i}^x(R, V), \sigma^-_i(R, V) \Psi_{\tau_i}^v(R, V)), & \tau_{i-1} \leq t < \tau_{i}, \\
\Phi^x_t(R, V), & i = -(M + 1), \ldots, (i_0 - 1).
\end{cases} \quad (4.13)
$$
\[ \partial_t \Psi_t^\nu(R, V) = \begin{cases} H(R, V, t), & \tau_{i-1} \leq t \leq \tau_i, \\ H(\Psi_t^\nu(R, V), \sigma_t^\nu(R, V)\Psi_{\tau_i}(R, V), t - \tau_i), & \tau_i < t \leq \tau_{i+1}, \\ 0, & \tau_{i-1} \leq t < \tau_i, \quad i = i_0, \ldots, N - 1, \\ H(\Psi_t^\nu(R, V), \sigma_t^\nu(R, V)\Psi_{\tau_i}(R, V), t - \tau_i), & i = -(M + 1), \ldots, \\ \tau_{i_0} - 1 \end{cases} \quad (4.14) \]

where \( i_0 = 1 \) if \( \tau_0 < 0 \) and \( i_0 = 0 \) if \( \tau_0 > 0 \).

Note that free-particle flow maps need not be defined globally in time to be used in these flow maps if the instantaneous interaction renders the trajectory admissible. We then define \( \mathcal{V}(R) \) to be the set of admissible initial velocity data, given \( R \in \mathcal{P}_\varepsilon \), which accounts for instantaneous interactions. We now provide some results on instantaneous event times, which will prove useful in the derivation. The first result is a generalisation of a result in [91]: where it is shown that for linear dynamics there is at most one non-infinite event time \( \tau \), and it satisfies

\[ V \cdot \nabla_R \tau(R, V) = -1, \quad (4.15) \]

It is difficult to determine a physical meaning from this result. We shall see that the generalisation provides more insight.

**Proposition 11** (Transport Identity I). Given \( R \in \mathbb{R}^6 \) and \( V \in \mathcal{V}(R) \), let \( \tau(R, V) \) be a particular event time in the dynamics determined by \( \Psi_t^\nu(R, V) \) and \( \Psi_t^\nu(R, V) \). Then for all \( t \in (\tau_{i-1}, \tau_i) \), (omitting flow map arguments for ease of notation)

\[ [\Phi_t^\nu \cdot \nabla_Y + H(\Phi_t^\nu, \Phi_t^\nu) \cdot \nabla_W] \tau(Y, W)|_{Y = \Psi_t^\nu, W = \psi_t^\nu} = -1. \quad (4.16) \]

*Proof.* For ease of notation, we omit the arguments of \( \Phi_t^\nu \) and \( \Phi_t^\nu \) where possible. Firstly, we note that the event time \( \tau(R, V) \) can be written as [91]

\[ \tau(R, V) = \arg \min_{|s|} \{ s : \Phi_t^\nu(R, V) \in \partial \mathcal{P}_\varepsilon \}. \]

We first consider \( \tau \) as a function of the data at time \( t \), i.e.

\[ \tilde{\tau}(\Psi_t(R, V), \Psi_t(R, V)) = \tau(R, V). \]

To construct the time derivative of \( \tilde{\tau} \) the classical definition of the derivative. Let \( h > 0 \) and assume that \( h \ll \delta \). Then

\[ \tau(\Psi_t^\nu(R, V), \Psi_t^\nu(R, V)) = \arg \min \{ s \in (\tau_{i-1}, \tau_{i+1}) : \| \Phi_t^\nu(\Psi_t^\nu(R, V), \Psi_t^\nu(R, V)) \| = \varepsilon \} \]

\[ = \arg \min \{ s \in (\tau_{i-1}, \tau_{i+1}) : \| \Phi_t^\nu(\Psi_t^\nu(R, V), \Psi_t^\nu(R, V)) \| = \varepsilon \} \]

\[ = \arg \min \{ s + h \in (\tau_{i-1}, \tau_{i+1}) : \| \Phi_t^\nu(\Psi_t^\nu(R, V), \Psi_t^\nu(R, V)) \| = \varepsilon \}. \]
We have assumed that there exists a unique value \( \bar{s} \) for which this is true. It follows that

\[
\frac{1}{h} (\tau(\Psi_i, \Psi_i^v) - \tau(\Psi_i^{r+h}, \Psi_i^{r+h})) = \frac{1}{h} (\bar{s} - (\bar{s} + h)) = -1.
\]

Thus in the limit as \( h \to 0 \) we find that the time derivative of \( \tau \) is \(-1\). To relate the time derivative of \( \tau \) to the result on the left-hand side of eq. (4.16), we use results from generator theory [125]. Defining the generator

\[
\mathcal{L}v = \begin{pmatrix} V \\ H(R, V) \end{pmatrix} \cdot \nabla_Z v,
\]

we have that

\[
\partial_t \tau(Z(t)) = \nabla_Z \tau(Z(t)) \cdot \frac{dZ(t)}{dt} = \nabla_Z \tau(Z(t)) \cdot \begin{pmatrix} \Phi_i^v \\ H(\Phi_i, \Phi_i^v) \end{pmatrix} = \mathcal{L} \tau(Z(t)).
\]

Thus we find that, for \( t \in (\tau_{i-1}, \tau_{i+1}) \):

\[
\partial_t \tau(\Psi_i, \Psi_i^v) = [\partial_t \Phi_i^v \cdot \nabla_Y + \partial_t \Phi_i \cdot \nabla_W] \tau(Y, W)|_{Y = \Phi_i, W = \Phi_i^v} = 0.
\]

By using the Newton equations for the free-particle dynamics we arrive at the required result. \( \square \)

The physical meaning of this result is straightforward; advancing forward in time towards an event in the future decreases the time until the event proportionally. The result also simplifies to eq. (4.15) when considering linear dynamics. The second transport identity of interest involves the event maps \( \sigma^\pm \).

We can also provide an analogous result to the second transport identity in [91].

**Proposition 12** (Transport Identity II). Given \( R \in \mathbb{R}^6 \) and \( V \in \mathcal{V}(R) \), let \( \sigma_i(R, V) \) be a particular event map in the dynamics determined by \( \Psi_i(R, V) \) and \( \Psi_i^v(R, V) \). Then for all \( t \in (\tau_{i-1}, \tau_{i+1}) \), (omitting flow map arguments for ease of notation)

\[
[\Phi_i^v \cdot \nabla_Y + H(\Phi_i^v, \Phi_i) \cdot \nabla_W] \sigma(Y, W)|_{Y = \Phi_i, W = \Phi_i^v} = 0.
\]

**Proof.** By using eq. (4.17), we see that the time derivative of \( \sigma_i(R, V) \) and the left-hand side of eq. (4.18) are equal. We note that, by shifting in time,

\[
\partial_t \sigma(\Phi_i^v, \Phi_i) = \partial_t \left( \eta[\Phi_i^v, \Phi_i] \right) \times \left( N[\Phi_i^v, \Phi_i] \otimes N[\Phi_i, \Phi_i^v] \right),
\]

which completes the proof. \( \square \)

This result again has a straightforward physical meaning; event maps do not depend on time; only on the instantaneous positions and velocities at the time of the interaction.
4.2 Formulation

We state the following definition for solutions of the Liouville equation for dynamics with instantaneous interactions.

**Definition 13.** (Global in time weak solutions of the Liouville equation) Suppose we are given an initial condition \( f_0 \in C^0(\mathcal{D}) \cap L^1(\mathcal{D}) \) (i.e. compactly supported and continuous), such that

\[
\int_{\mathcal{P}_z} \int_{\mathcal{V}(\mathcal{R})} f_0(R, V) \, dV \, dR = 1, \quad f_0(R, V) \geq 0. \tag{4.19}
\]

Then \( f \in C^0((\infty, \infty), L^1(\mathcal{D})) \) is a physical global-in-time solution of the Liouville equation

\[
\partial_t f + V \cdot \nabla_R f + \nabla_V \cdot (H(R, V, t)f) = C_R[f^{(2)}] + C_V[f^{(2)}] \tag{4.20}
\]

if and only if for all test functions \( \Phi \in C^\infty_0(\mathbb{R}^6 \times (\infty, \infty)) \) (i.e. functions that are compactly supported and smooth on the space \( \mathbb{R}^6 \times (\infty, \infty) \)):

\[
\int_{\mathcal{P}_z} \int_{\mathcal{V}(\mathcal{R})} \int_{-\infty}^{\infty} f(R, V, t) \partial_t \Phi(R, V, t) + V \cdot \nabla_R \Phi(R, V, t) \]

\[
+ \nabla_V \cdot (H(R, V, t)\Phi(R, V, t)) \, dt \, dV \, dR
\]

\[
= - \int_{\partial \mathcal{P}_z} \int_{\mathcal{V}(\mathcal{R})} \int_{-\infty}^{\infty} f(R, V, t) \Phi(R, V, t) \nabla R \cdot \mathbf{v}_R \, dt \, dV \, dR
\]

\[
- \int_{\mathcal{P}_z} \int_{\partial \mathcal{V}(\mathcal{R})} \int_{-\infty}^{\infty} f(R, V, t) \Phi(R, V, t) \mathbf{H}(R, V, t) \cdot \mathbf{v}_V \, dt \, d\mathcal{H}(R, V) \, dR, \tag{4.21}
\]

where \( \mathbf{v}_R \) and \( \mathbf{v}_V \) are the outward unit normals of the surfaces \( \partial \mathcal{P}_z \) and \( \partial \mathcal{V}(\mathcal{R}) \) respectively, and \( f \) obeys the conservation of linear and angular momentum for all \( t \in (\infty, \infty) \):

\[
\int_{\mathcal{P}_z} \int_{\mathcal{V}(\mathcal{R})} (v_1 + v_2) f(R, V, t) \, dV \, dR = \int_{\mathcal{P}_z} \int_{\mathcal{V}(\mathcal{R})} (v_1 + v_2) f_0(R, V) \, dV \, dR, \tag{4.22}
\]

\[
\int_{\mathcal{P}_z} \int_{\mathcal{V}(\mathcal{R})} (r_1 \times v_1 + r_2 \times v_2) f(R, V, t) \, dV \, dR = \int_{\mathcal{P}_z} \int_{\mathcal{V}(\mathcal{R})} (r_1 \times v_1 + r_2 \times v_2) f_0(R, V) \, dV \, dR, \tag{4.23}
\]

and the microscopic dynamics satisfy the associated event map constraints.

Now that we have given a definition we can state an existence theorem.

**Theorem 14.** For any \( f_0 \in C^0(\mathcal{D}) \cap L^1(\mathcal{D}) \), there exists a physical global-in-time weak solution to the Liouville equation eq. (4.21).

The Liouville equation here is derived for a system of two particles. In principle, systems of many particles may involve many-body interactions. However, given the correct subset of initial data, which ensures that all instantaneous interactions are pairwise, the equation eq. (4.21) should also be accurate for systems of many particles, and may be used to approximate systems where the initial data is not so carefully constructed.

We can also state a general form of the BBGKY hierarchy. We start with a definition of global-in-time weak solutions.
**Definition 15.** Let \( f_0 \in C^1(\mathcal{D}) \cap L^1(\mathcal{D}) \) be symmetric in its particle arguments (i.e. \([r_1, v_1]\) and \([r_2, v_2]\) can be interchanged). We say that a pair of maps \((f_0^{(1)}, f_0^{(2)})\) with membership

\[
  f_0^{(1)} \in C^0((-\infty, \infty), L^1(\mathbb{R}^3)), \quad f_0^{(2)} \in C^0((-\infty, \infty), L^2(\mathcal{D}))
\]

is a global-in-time weak solution of the BBGKY hierarchy associated to the initial data

\[
f_0^{(1)} = \int_{\mathbb{R}^3 \setminus B_r(v_1)} \int_{V(r_1, r_2, v_1)} f_0(R, V) \, dv_2 \, dr_2, \quad \text{for all } [r_1, v_1] \in T\mathbb{R}^3,
\]

and

\[
f_0^{(2)} = f_0(R, V), \quad \text{for all } [R, V] \in \mathcal{D},
\]

if and only if, for all test functions \( \phi \in C^\infty_c(\mathbb{R}^3 \times (-\infty, \infty)), \)

\[
  \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{-\infty}^{\infty} (\partial_t + v_1 \cdot \nabla r_1) \phi(r_1, v_1, t) f_0^{(1)}(r_1, v_1, t) \, dt \, dv_1 \, dr_1
  + \int_{\mathbb{R}^3} \int_{\mathbb{R}^3 \setminus B_r(v_1)} \int_{\mathbb{R}^3} \int_{V(r_1, r_2, v_1)} \int_{-\infty}^{\infty} \nabla V \cdot (H(R, V, t) \phi(r_1, v_1, t))
  \times f_0^{(2)}(R, V, t) \, dt \, dv_2 \, dv_1 \, dr_2 \, dr_1
  =
  -\frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \int_{\mathbb{R}^2} \int_{V(R)} \int_{-\infty}^{\infty} \phi(r_1, v_1, t) f_0^{(2)}([r_1, r_2 + \varepsilon n], [v_1, v_2], t)(v_1 - v_2) \cdot n \, dt \, dV \, dn \, dr_1
  - \int_{\mathbb{R}^3} \int_{\partial V(R)} \int_{-\infty}^{\infty} \phi(r_1, v_1, t) f_0^{(2)}(R, V, t) H(R, V, t) \cdot \hat{v}_V \, dt \, dH(V, R) \, dR,
\]

and \(f^{(2)}\) satisfies eq. (4.21).

After a partition of the phase space the BBGKY hierarchy will follow as a corollary of theorem 14.

**Corollary 16.** For any \( f_0 \in C^0(\mathcal{D}) \cap L^1(\mathcal{D}) \) there exists a global-in-time solution to the BBGKY hierarchy given by definition 15.

We shall see in later examples that for more intricate results one must have a good understanding of the admissible data. For example, in linear elastic hard-sphere dynamics the derivation of the BBGKY hierarchy result in the Boltzmann collision operator on the right-hand side of eq. (4.27) [91].

### 4.3 Derivation

The method to derive the Liouville equation in both of our examples is similar to the method used in [91]: we wish to find weak solutions \( f^{(2)} \) to the equation

\[
  L[f^{(2)}] = C[f^{(2)}],
\]
where the operator $\mathcal{L}$ is the Liouville equation associated to our choice of dynamics, for point-like particles. To derive the operator on the right-hand side we consider the standard Liouville equations on test functions $\Phi \in C_c^\infty (D \times (-\infty, \infty))$, multiply by $f^{(2)}$, and integrate to find

$$
\int_{\mathcal{O}_d} \int_{\mathbb{R}^6} \int_{-\infty}^{\infty} f^{(2)}(\mathcal{O}, \mathcal{V}, t) \mathcal{L}[\Phi(\mathcal{O}, \mathcal{V}, t)] d\mathcal{O} d\mathcal{V} dt = 0. \quad (4.28)
$$

By using standard integration identities we will transfer the operator $\mathcal{L}$ from the function $\Phi$ to $f^{(2)}$, then any remainders will contribute to the surface terms on the right-hand side of eq. (4.28).

We partition the derivation into three parts:

$$
I(\Phi) = \int_{\mathcal{O}_d} \int_{\mathcal{V}(\mathcal{R})} \int_{-\infty}^{\infty} f^{(2)}(\mathcal{R}, \mathcal{V}, t) \partial_t \Phi(\mathcal{R}, \mathcal{V}, t) dt d\mathcal{V} d\mathcal{R}, \quad (4.29)
$$

$$
J(\Phi) = \int_{\mathcal{O}_d} \int_{\mathcal{V}(\mathcal{R})} \int_{-\infty}^{\infty} f^{(2)}(\mathcal{R}, \mathcal{V}, t) \mathcal{V} \cdot \nabla_R \Phi(\mathcal{R}, \mathcal{V}, t) dt d\mathcal{V} d\mathcal{R}, \quad (4.30)
$$

$$
K(\Phi) = \int_{\mathcal{O}_d} \int_{\mathcal{V}(\mathcal{R})} \int_{-\infty}^{\infty} f^{(2)}(\mathcal{R}, \mathcal{V}, t) \nabla_{\mathcal{V}} \cdot [\mathcal{H}(\mathcal{R}, \mathcal{V}, t) \Phi(\mathcal{R}, \mathcal{V}, t)] dt d\mathcal{V} d\mathcal{R}, \quad (4.31)
$$

which we call the time, space and velocity derivative terms respectively. For each of these integrals we separate the phase space into parts where $f^{(2)}$ is smooth, use standard integral identities on these parts (taking care of any surface terms that arise), and collect like terms. We will then sum $I(\Phi), J(\Phi)$ and $K(\Phi)$ together to achieve the result.

### 4.3.1 The time derivative term

Using the flow maps $\Psi^t, \Psi^\tau$ we can write the time integral in $I(\Phi)$ as a sum of integrals:

$$
I(\Phi) = \int_{\mathcal{O}_d} \int_{\mathcal{V}(\mathcal{R})} \sum_{i=-M}^{N} \sum_{\mathcal{V}(\mathcal{R})} \int_{-\tau_{i-1}}^{\tau_i} f^{(2)}(\mathcal{V}_{\mathcal{R}}, \mathcal{V}_{\mathcal{V}}) \partial_t \Phi(\mathcal{R}, \mathcal{V}, t) dt d\mathcal{V} d\mathcal{R}. \quad (4.32)
$$

On each interval $(\tau_{i-1}, \tau_i)$ the flow is described by the free dynamics, so we may apply integration by parts, which we state here for completion.

**Theorem 17.** (Integration by parts [126]) For a vector $\mathbf{v}$, scalar function $\phi$ over a volume $\Omega$ with surface $d\Omega$,

$$
\int_{\Omega} \phi \nabla \cdot \mathbf{v} d\Omega = \int_{\partial \Omega} \phi \mathbf{v} \cdot d\mathbf{S} - \int_{\Omega} \mathbf{v} \cdot \nabla \phi d\Omega. \quad (4.33)
$$

Keeping in mind that evaluating $\Psi^t(\mathcal{R}, \mathcal{V})$ at the left or right provides a different result (due the the application of $\mathcal{H}(\mathcal{R}, \mathcal{V})$ at each event time $\tau_i$), and that compactly-supported functions yield zero at $\tau_{-M} = -\infty$, $\tau_N = \infty$, we obtain

$$
I(\Phi) = \int_{\mathcal{O}_d} \int_{\mathcal{V}(\mathcal{R})} \sum_{i=-M+1}^{N-1} \left\{ \Phi(\mathcal{R}, \mathcal{V}, \tau_i) \left[ f^{(2)}(\Psi^\tau_{\mathcal{R}}) - f^{(2)}(\Psi^\tau_{\mathcal{V}}) \right] \right\} d\mathcal{V} d\mathcal{R},
$$

$$
- \sum_{i=-M+1}^{N} \left\{ \int_{-\tau_{i-1}}^{-\tau_i} \Phi(\mathcal{R}, \mathcal{V}, t) \partial_t f^{(2)}(\Psi^x_{-\mathcal{R}}, \Psi^x_{-\mathcal{V}}) dt \right\} d\mathcal{V} d\mathcal{R},
$$
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where

\[ \psi_{r-} = \lim_{t \to r^-} \psi_t, \quad \psi_{r+} = \lim_{t \to r^+} \psi_t. \]

For each interval \((\tau_{i-1}, \tau_i)\), the flow maps \(\psi_{r-}, \psi_{r+}\) are determined by the free dynamics \(\phi_{r-}, \phi_{r+}\) with particular initial conditions. We apply the chain rule on each of these intervals. For the second term in this result we consider two separate cases.

If there are no particle-particle interactions for initial data \(\mathbf{R}, \mathbf{V}\), then \(M + N = 1\), and

\[
\partial_t j_0^{(2)}(\psi_{r-}, \psi_{r+}) = [\partial_t \psi_{r-} \cdot \nabla_Y + \partial_t \psi_{r+} \cdot \nabla_W] f_0^{(2)}|_{Y=\phi_{r-}, W=\phi_{r+}},
\]

\[
= [\psi_{r-} \cdot \nabla_Y + H(\mathbf{R}, \mathbf{V}, -t) \cdot \nabla_W] f_0^{(2)}|_{Y=\phi_{r-}, W=\phi_{r+}},
\]

\[
= -[\psi_{r-} \cdot \nabla_R + H(\mathbf{R}, \mathbf{V}, -t) \cdot \nabla_V] f_0^{(2)}(\mathbf{R}, \mathbf{V}, t).
\]

For initial data which causes particle-particle collisions,

\[
\partial_t j_0^{(2)} = \begin{cases}
-\left[\psi_{r-} \cdot \nabla_R + H(\mathbf{R}, \mathbf{V}, -t) \cdot \nabla_V\right] f_0^{(2)}(\mathbf{R}, \mathbf{V}, t), & \tau_{i-1} \leq t \leq \tau_{i-1}, \\
-\left[\psi_{-(t-\tau_i)} \cdot \nabla_Y + H(\psi_{r-}, \sigma_{r-}, \psi_{r-}, -t) \cdot \nabla_W\right] f_0^{(2)}(Y, W, t)|_{Y=\phi_{r-}, W=\phi_{r+}}, & \tau_i < t < \tau_{i+1}, \\
-\left[\psi_{-(t-\tau_i)} \cdot \nabla_Y + H(\psi_{r-}, \sigma_{r-}, \psi_{r-}, -t) \cdot \nabla_W\right] f_0^{(2)}(Y, W, t)|_{Y=\phi_{r-}, W=\phi_{r+}}, & \tau_i < t < \tau_{i+1},
\end{cases}
\]

where \(i_0 = 0\) if \(\tau_0 < 0\) (i.e. the closest event to \(t = 0\) is in the past) and \(i_0 = 1\) if \(\tau_0 > 0\) (the closest event is in the future).

We partition the result into the surface terms and the new integrals:

\[
I_1(\Phi) = \int_{\mathcal{P}_R} \int_{V(\mathbf{R})} \sum_{i=N+1}^{N-1} \Phi(\mathbf{R}, \mathbf{V}, \tau_i) (f_0^{(2)}(\psi_{r-}) - f_0^{(2)}(\psi_{r+})) d\mathbf{V} d\mathbf{R},
\]

\[
I_2(\Phi) = -\int_{\mathcal{P}_R} \int_{V(\mathbf{R})} \sum_{i=M+1}^{N-1} \Phi(\mathbf{R}, \mathbf{V}, t) \partial_t f_0^{(2)}(\psi_{r-}, \psi_{r+}) dt d\mathbf{V} d\mathbf{R}.
\]

### 4.3.2 The space derivative term

We partition the time integral in \(J(\Phi)\) into terms where the argument is smooth:

\[
J(\Phi) = \int_{\mathcal{P}_R} \int_{V(\mathbf{R})} \sum_{i=M+1}^{N} \int_{-\tau_i}^{\tau_{i-1}} f_0^{(2)}(\psi_{r-}, \psi_{r+}) \mathbf{V} \cdot \nabla_R \Phi(\mathbf{Z}, t) dt d\mathbf{V} d\mathbf{R}.
\]

We apply the following rule on each term:

\[
f_0^{(2)} \mathbf{V} \cdot \nabla_R \Phi = \nabla_R \cdot (\mathbf{V} f_0^{(2)} \Phi) - \Phi \mathbf{V} \cdot \nabla_R f_0^{(2)},
\]

which results in:

\[
J(\Phi) = \int_{\mathcal{P}_R} \int_{V(\mathbf{R})} \sum_{i=M+1}^{N} \int_{-\tau_i}^{\tau_{i-1}} \nabla_R \cdot (\mathbf{V} f_0^{(2)} \Phi) dt.
\]
\[- \int_{-\tau_i}^{0} \Phi(R, V, t) V \cdot \nabla f^{(2)}(R, V, t) \, dt \right \} \, dV \, dR.\]

It remains to consider the first (divergence) term in $J(\Phi)$. We split this integral by the velocities $V \in C(R)$ that cause interactions and $V \in V(R) \setminus C(R)$ that do not. For the latter case we have

\[M_1(\Phi) := \int_{P_x} \int_{V(R) \setminus C(R)} \int_{-\tau_i}^{\infty} \nabla R \cdot (V f^{(2)}_0(\Phi_{\tau_-, t}, \Phi_{\tau_+}) \Phi(R, V, t)) \, dt \, dV \, dR. \quad (4.39)\]

By the divergence theorem we can write:

\[M_1(\Phi) = \int_{\partial P_x} \int_{V(R) \setminus C(R)} \int_{-\tau_i}^{\infty} \Phi(R, V, t) f^{(2)}(R, V, t) V \cdot \nu_R(R, V) \, dt \, dV \, d\mathcal{H}(R), \quad (4.40)\]

where $\nu_R(R, V)$ is the outward unit normal of $\partial P_x$.

For the collisional integrals we use Reynold’s transport theorem \[127\] on each term in the sum to find

\[
\int_{P_x} \int_{C(R)} \sum_{i=-M+1}^{N} \int_{-\tau_i}^{\tau_i} \nabla R \cdot (V f^{(2)}_0(\Phi)) \, dt \, dV \, dR \\
= \int_{P_x} \int_{C(R)} \sum_{i=-M+1}^{N} \nabla R \cdot \left( \int_{-\tau_i}^{\tau_i} V \Phi(R, V, t) f^{(2)}_0(\Psi_{\tau_-, t}) \, dt \right) \, dV \, dR \\
+ \int_{P_x} \int_{C(R)} \sum_{i=-M+1}^{N} (V \cdot \nabla R \tau_i) \Phi(R, V, \tau_i) [f^{(2)}_0(\Psi_{\tau_-, \tau_i}) - f^{(2)}_0(\Psi_{\tau_+})] \, dV \, dR. \quad (4.41)
\]

Once again we split the result $J(\Phi)$ into several parts:

\[J_1(\Phi) := \int_{P_x} \int_{C(R)} \sum_{i=-M+1}^{N-1} (V \cdot \nabla R \tau_i) \Phi(R, V, \tau_i) [f^{(2)}_0(\Psi_{\tau_-, \tau_i}) - f^{(2)}_0(\Psi_{\tau_+})] \, dV \, dR \quad (4.42)\]

\[J_2(\Phi) := - \int_{P_x} \int_{V(R) \setminus C(R)} \int_{-\tau_i}^{\infty} \Phi(R, V, t) V \cdot \nabla R f^{(2)}(R, V, t) \, dt \, dV \, dR, \quad (4.43)\]

\[J_3(\Phi) := \int_{\partial P_x} \int_{V(R) \setminus C(R)} \int_{-\tau_i}^{\infty} \Phi(R, V, t) f^{(2)}(R, V, t) V \cdot \nu_R(R, V) \, dt \, dV \, d\mathcal{H}(R) \\
+ \int_{P_x} \int_{C(R)} \sum_{i=-M+1}^{N} \nabla R \cdot \left( \int_{-\tau_i}^{\tau_i} V \Phi(R, V, t) f^{(2)}_0(\Psi_{\tau_-, t}) \, dt \right) \, dV \, dR. \quad (4.44)\]

### 4.3.3 The velocity derivative term

The velocity derivative follows a similar argument to the one above; we use the following calculus identity between each two event times:

\[f^{(2)} V \cdot (H \Phi) = V \cdot (H f^{(2)} \Phi) - \Phi H \cdot \nabla f^{(2)}. \quad (4.45)\]
It remains to consider the first term in eq. (4.45). First we consider the case of no interactions. For each \( X \in \mathcal{P}_\tau, \mathcal{V}(\mathbf{R})\backslash \mathcal{C}(\mathbf{R}) \) the divergence theorem provides us with the following result:

\[
M_2(\Phi) := \int_{\mathcal{P}_\tau} \int_{\mathcal{V}(\mathbf{R})\backslash \mathcal{C}(\mathbf{R})} \int_{-\infty}^{\infty} \nabla_V \cdot (G(\mathbf{R}, V, t) \Phi(\mathbf{R}, V, t) f_{0,2}^{(2)}(\Phi - t)) \, dt \, dV \, d\mathbf{R},
\]

\[
= \int_{\mathcal{P}_\tau} \int_{\partial(\mathcal{V}(\mathbf{R})\backslash \mathcal{C}(\mathbf{R}))} \int_{-\infty}^{\infty} f_{0}^{(2)}(\mathbf{R}, V, t) \Phi(\mathbf{R}, V, t) \mathbf{H} \cdot \mathbf{\nu}_V(V) \, dt \, d\mathcal{H}(V) \, d\mathbf{R}. \tag{4.46}
\]

For the collisional part we can use Reynolds’ transport theorem in an analogous fashion to before, as we have assumed that \( \mathcal{C}(\mathbf{R}) \) is a subset of \( \mathcal{V}(\mathbf{R}) \) with a piecewise-smooth boundary:

\[
\int_{\mathcal{P}_\tau} \int_{\mathcal{C}(\mathbf{R})} \sum_{i=-M+1}^{N} \int_{-\tau_i}^{\tau_{i-1}} \nabla_V \cdot (H \Phi f_{0}^{(2)}(\Psi_{0,t})) \, dt \, dV \, d\mathbf{R}
\]

\[
= \int_{\mathcal{P}_\tau} \int_{\mathcal{C}(\mathbf{R})} \sum_{i=-M+1}^{N} \nabla_V \cdot \int_{-\tau_i}^{\tau_{i-1}} H f_{0}^{(2)}(Z, t) \Phi(Z, t) \, dt \, dV \, d\mathbf{R}
\]

\[
+ \int_{\mathcal{P}_\tau} \int_{\mathcal{C}(\mathbf{R})} \sum_{i=-M+1}^{N-1} [H \cdot \nabla_V \tau_i] \Phi(Z, \tau_i) [f_{0}^{(2)}(\Psi_{0,t}) - f_{0}^{(2)}(\Psi_{\tau_i,t})] \, dV \, d\mathbf{R}. \tag{4.47}
\]

We partition the result as follows:

\[
K_1(\Phi) = \int_{\mathcal{P}_\tau} \int_{\mathcal{C}(\mathbf{R})} \sum_{i=-M+1}^{N-1} [H \cdot \nabla_V \tau_i] \Phi(Z, \tau_i) [f_{0}^{(2)}(\Psi_{0,t}) - f_{0}^{(2)}(\Psi_{\tau_i,t})] \, dV \, d\mathbf{R} \tag{4.48}
\]

\[
K_2(\Phi) = - \int_{\mathcal{P}_\tau} \int_{\mathcal{V}(\mathbf{R})} \int_{-\infty}^{\infty} \Phi(\mathbf{R}, V, t) \mathbf{H} \cdot \nabla_V f_{0}^{(2)}(\mathbf{R}, V, t) \, dt \, dV \, d\mathbf{R}, \tag{4.49}
\]

\[
K_3(\Phi) = \int_{\mathcal{P}_\tau} \int_{\partial(\mathcal{V}(\mathbf{R})\backslash \mathcal{C}(\mathbf{R}))} \int_{-\infty}^{\infty} f_{0}^{(2)}(\mathbf{R}, V, t) \Phi(\mathbf{R}, V, t) \mathbf{H} \cdot \mathbf{\nu}_V(V) \, dt \, d\mathcal{H}(V) \, d\mathbf{R}
\]

\[
+ \int_{\mathcal{P}_\tau} \int_{\mathcal{C}(\mathbf{R})} \sum_{i=-M+1}^{N} \nabla_V \cdot \int_{-\tau_i}^{\tau_{i-1}} H f_{0}^{(2)}(Z, t) \Phi(Z, t) \, dt \, dV \, d\mathbf{R}. \tag{4.50}
\]

### 4.3.4 Combining all terms

We now combine all contributions into one equation. We note that by proposition 11,

\[
I_1(\Phi) = -(J_1(\Phi) + K_1(\Phi)), \tag{4.51}
\]

and so when combining all contributions, these terms disappear. By the results of propositions 11 and 12 we see that

\[
I_2(\Phi) = -(J_2(\Phi) + K_2(\Phi)). \tag{4.52}
\]

The remaining terms \( J_3(\Phi) \) and \( K_3(\Phi) \) are surface terms in position and velocity phase space respectively. By applying the divergence theorem to the second integral in \( J_3(\Phi) \) and \( K_3(\Phi) \), we can combine terms to find

\[
J_3(\Phi) = \int_{\partial(\mathcal{V}(\mathbf{R})\backslash \mathcal{C}(\mathbf{R}))} \int_{-\infty}^{\infty} f_{0}^{(2)}(\mathbf{R}, V, t) \Phi(\mathbf{R}, V, t) V \cdot \mathbf{\nu}_R \, dt \, dV \, d\mathcal{H}(\mathbf{R}), \tag{4.53}
\]
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\[ K_3(\Phi) = \int_{\partial \Omega} \int_{\Omega} \int_{-\infty}^{\infty} f^{(2)}(R, V, t)\Phi(R, V, t)H(R, V, t) \cdot \nu_R \, dt \, d\mathcal{H}(R, V) \, dR. \tag{4.54} \]

This concludes the proof of theorem 14.

### 4.3.5 The BBGKY hierarchy

After the formulation of the Liouville equation the construction of the left-hand side of eq. (4.27) is straightforward. The second term on the right-hand side of the equation remains unchanged, as to progress further we require more information on the outward normal on the space of admissible velocity data \( \nu_V \). The first term on the right-hand side of eq. (4.27) can be derived by first noting that

\[
- \int_{\partial \Omega} \int_{\Omega} \int_{-\infty}^{\infty} f^{(2)}(R, V, t)\Phi(r_1, v_1, t)V \cdot \nu_R \, dt \, dV \, d\mathcal{H}(R) \tag{4.55} 
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{-\infty}^{\infty} \delta_{\|r-r_2\|} \phi(r_1, v_1, t) f^{(2)}([r_1, r_2], [v_1, v_2], t) \\
\quad \times (v_1 - v_2) \cdot (r_1 - r_2) \, dt \, dv_1 \, dv_2 \, dr_1 \, dr_2,
\]

where \( \delta_x \) is the Dirac measure for \( x \in \mathbb{R} \). We perform a substitution on \( r_2 \) using \( n = r_2 - r_1 \), which has Jacobian 1, to get

\[
- \int_{\partial \Omega} \int_{\Omega} \int_{-\infty}^{\infty} f^{(2)}(R, V, t)\Phi(R, V, t)V \cdot \nu_R \, dt \, dV \, d\mathcal{H}(R) \tag{4.56} 
\]

\[
= - \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{-\infty}^{\infty} \delta_{\|n\|} \phi(R, V, t) f^{(2)}([r_1 + n, [v_1, v_2], t) \\
\quad \times (v_1 - v_2) \cdot n \, dt \, dv_1 \, dv_2 \, dn \, dr.
\]

Then by the definition of the Dirac measure we have that for any function \( f : \mathbb{R}^d \to \mathbb{R}, a, b \in \mathbb{R}, b \neq 0, \)

\[
b^{d-1} \int_{\mathbb{R}^d} f(x) \delta_{\|x-a\|} \, dx = \int_{\mathbb{R}^d} f(bx) \delta_{\|x-ba\|} \, dx \tag{4.57} 
\]

Thus we arrive at the result

\[
- \int_{\partial \Omega} \int_{\Omega} \int_{-\infty}^{\infty} f(R, V, t)\phi(r_1, v_1, t)V \cdot \nu_R \, dt \, dV \, d\mathcal{H}(R) \tag{4.58} 
\]

\[
= - \frac{1}{\sqrt{2}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{-\infty}^{\infty} \phi(r_1, v_1, t) f([r_1 + an, [v_1, v_2], t) \\
\quad \times (v_1 - v_2) \cdot n \, dt \, dv_1 \, dv_2 \, dn \, dr.
\]

This concludes the proof of corollary 16. For a more detailed set of equations we require more specific dynamics and interactions, so that collisional terms can be derived using the event rule and the admissible data for the system. We now construct the weak formulation of the Liouville equation and the BBGKY hierarchy for dynamics with constant external force and friction.
4.4 Example: Inelastic particles with gravity and friction

We consider the dynamics where

\[ H(R, V, t) = -G - \gamma V, \]

(4.59)

where \( G = [g, g] \) for \( g \in \mathbb{R}^3 \) and \( \gamma > 0 \). These are the same dynamics as in example 9, so we know the analytic forms of the free dynamics, and can fully determine the behaviour of the associated Liouville equation in the two-particle case.

4.4.1 Velocity cones and collision times

The reduced-difference dynamics \( \tilde{\Phi}_x(t)(R, V) \) provide the dynamics of the relative position of the two particles:

\[ \tilde{\Phi}_x(t)(R, V) = \tilde{R} + \frac{1}{\gamma} \tilde{V} (1 - e^{-\gamma t}) \]

(4.60)

As the reduced-difference dynamics \( \tilde{\Phi}_x(t)(R, V) \) follow straight lines (parametrised exponentially in \( -\gamma t \)) we see that two particles satisfying eq. (3.16) can experience at most one collision. The initial data can then be partitioned into non-interacting, pre-collisional and post-collisional situations.

For \( R \in \mathbb{P}_e \) and \( V \in \mathbb{R}^6 \), we write

\[ L(R, V) \subset \mathbb{R}^6 \]

and define the two infinite half lines

\[ L^-(R, V) = \left\{ R - \frac{gt}{\gamma} + \frac{1}{\gamma} \left( V + \frac{g}{\gamma} \right) (1 - e^{-\gamma t}) : t \leq 0 \right\}, \]

(4.62)

\[ L^+(R, V) = \left\{ R - \frac{gt}{\gamma} + \frac{1}{\gamma} \left( R + \frac{g}{\gamma} \right) (1 - e^{-\gamma t}) : t \geq 0 \right\}. \]

(4.63)

The velocity collision cone is then defined analogously

\[ C(R) = \{ V \in \mathbb{R}^6 : L(R, V) \cap \partial \mathbb{P}_e \neq \emptyset \} \]

(4.64)

And we can split this set into pre-collisional and post-collisional velocities respectively:

\[ C^-(R) = \{ V \in C(R) : L^+(R, V) \cap \partial \mathbb{P}_e \neq \emptyset \}, \]

(4.65)

\[ C^+(R) = \{ V \in C(R) : L^-(R, V) \cap \partial \mathbb{P}_e \neq \emptyset \}. \]

(4.66)

We note that a constant external potential \( G \) does not have an affect on the shape of the collision cones, as it does not effect the dynamics determined by the relative distance of the particles. The frictional constant \( \gamma \) truncates the pre-collisional velocity cone (when compared to linear dynamics). However, for these dynamics, for any given \( R \in \mathbb{P}_e \), all initial velocities \( V \in \mathbb{R}^6 \) are admissible (i.e. \( \mathcal{V}(R) = \mathbb{R}^6 \)), and so in particular the second surface term in the weak formulation of the Liouville equation disappears as the surface of the space \( \mathcal{V}(R) = \mathbb{R}^6 \) is the empty set. We also have an
analytic form of the unique event time $\tau(R, V)$, given by eq. (3.14). We can also determine which root to take, depending on if the initial data is pre-collisional or post-collisional.

**Lemma 18** (Characterisation of the Collision Time Map for dynamics with gravity and friction). For any $R \in P_c$,

1. If $V \in C^+(R)$ then $\tilde{V} \cdot \tilde{R} > 0$ and

   $$\tau(R, V) = -\frac{1}{\gamma} \log \left( 1 + \frac{\gamma}{\|V\|} \left( \tilde{R} \cdot \tilde{V} + \left[ (\tilde{R} \cdot \tilde{V})^2 - (\|\tilde{R}\|^2 - \iota^2) \right]^{\frac{1}{2}} \right) \right). \quad (4.67)$$

2. If $V \in C^-(R)$ then $-\frac{1}{\gamma} \left( \gamma(\|\tilde{R}\|^2 - \iota^2) + \frac{\|V\|^2}{\gamma} \right) < (\tilde{R}) \cdot (\tilde{V}) < 0$ and

   $$\tau(R, V) = -\frac{1}{\gamma} \log \left( 1 + \frac{\gamma}{\|V\|} \left( \tilde{R} \cdot \tilde{V} - \left[ (\tilde{R} \cdot \tilde{V})^2 - (\|\tilde{R}\|^2 - \iota^2) \right]^{\frac{1}{2}} \right) \right). \quad (4.68)$$

**Proof.** The collision occurs when

$$\|\tilde{\Phi}_t^\gamma(R, V)\|^2 = \iota^2 \implies \left\| \tilde{R} + \frac{1}{\gamma} \tilde{V}(1 - e^{-\gamma t}) \right\|^2 = \iota^2.$$

If the particles collide then $\tau(R, V)$ must take one of the two following values

$$\tau^-(R, V) := -\frac{1}{\gamma} \log \left( 1 + \frac{\gamma}{\|V\|} \left( \tilde{R} \cdot \tilde{V} - \left[ (\tilde{R} \cdot \tilde{V})^2 - (\|\tilde{R}\|^2 - \iota^2) \right]^{\frac{1}{2}} \right) \right),$$

$$\tau^+(R, V) := -\frac{1}{\gamma} \log \left( 1 + \frac{\gamma}{\|V\|} \left( \tilde{R} \cdot \tilde{V} + \left[ (\tilde{R} \cdot \tilde{V})^2 - (\|\tilde{R}\|^2 - \iota^2) \right]^{\frac{1}{2}} \right) \right).$$

We note that the argument in the square root requires

$$\tilde{R} \cdot \tilde{V} < -((\|\tilde{R}\|^2 - \iota^2)^{\frac{1}{2}} \text{ or } \tilde{R} \cdot \tilde{V} > (\|\tilde{R}\|^2 - \iota^2)^{\frac{1}{2}},$$

and if both $\tau^\pm(R, V)$ exist, then $\tau^-(R, V) < \tau^+(R, V)$. Assume now that $V \in C^+(R)$, then $\tau^-(R, V) < 0$, and so $\tau^+(R, V) > \tau^-(R, V)$, so $\tau(R, V) = \tau^+(R, V)$ is required.

Furthermore,

$$\tilde{R} \cdot \tilde{V} > \frac{\|\tilde{V}\|}{\gamma} + ((\tilde{R} \cdot \tilde{V})^2 - (\|\tilde{R}\|^2 - \iota^2))^{\frac{1}{2}} > 0,$$

and so $\tilde{R} \cdot \tilde{V} > 0$. Alternatively, if $V \in C^-(R)$, $\tau(R, V) > 0$ and so we take $\tau(R, V) = \tau^-(R, V)$.

Thus

$$\tilde{R} \cdot \tilde{V} + \frac{\|\tilde{V}\|}{\gamma} > ((\tilde{R} \cdot \tilde{V})^2 - (\|\tilde{R}\|^2 - \iota^2))^{\frac{1}{2}},$$

squaring both sides and rearranging, we find

$$\tilde{R} \cdot \tilde{V} > -\frac{1}{2} \left( \gamma((\|\tilde{R}\|^2 - \iota^2) + \frac{\|V\|}{\gamma} \right).$$
The inequality in the pre-collisional case relates to the presence of friction in the dynamics; if particles do not have enough energy in the direction $\tilde{R}$ then the particles will never meet.

### 4.4.2 Flow maps

Given the free-particle dynamics, the scattering maps, and a full characterisation of the admissible data, we are now in a position to fully define the hard-sphere flow maps $T_t : \mathbb{R}^6 \times \mathbb{R}^6 \times \mathbb{R} \to \mathbb{R}^6 \times \mathbb{R}^6$ for this example. We define $\Pi_1 : \mathbb{R}^6 \times \mathbb{R}^6 \to \mathbb{R}^6, \Pi_2 : \mathbb{R}^6 \times \mathbb{R}^6 \to \mathbb{R}^6$ to be functions that map the result of $T_t$ to the position and velocity trajectories respectively. To write down the flow map in full, we consider collision-free and collisional dynamics separately.

**Collision-free Dynamics**

If $R \in \mathcal{P}_\varepsilon$ and $V \in \mathbb{R}^6 \setminus \mathcal{C}(R)$, then

$$
(\Pi_1 \circ T_t)Z = R - \frac{Gt}{\gamma} + \frac{1}{\gamma} \left( V + \frac{G}{\gamma} \right) (1 - e^{-\gamma t}),
$$

(4.69)

$$
(\Pi_2 \circ T_t)Z = - \frac{G}{\gamma} + \left( V + \frac{G}{\gamma} \right) e^{-\gamma t},
$$

(4.70)

**Collisional Dynamics**

Firstly, if $R \in \mathcal{P}_\varepsilon$ and $V \in \mathcal{C}^-(R)$, then

$$
(\Pi_1 \circ T_t)Z = \begin{cases} 
R - \frac{Gt}{\gamma} + \frac{1}{\gamma} \left( V + \frac{G}{\gamma} \right) (1 - e^{-\gamma t}), & \text{if } t < \tau(R, V) \\
\frac{R - G\tau}{\gamma} + \frac{1}{\gamma} \left( V + \frac{G}{\gamma} \right) (1 - e^{-\gamma \tau}) - \frac{G(t - \tau)}{\gamma} \\
+ \frac{1 - e^{-\gamma(t-\tau)}}{\gamma} \left[ \sigma_-(R, V) \left( \left( V + \frac{G}{\gamma} \right) e^{-\gamma \tau} - \frac{G}{\gamma} \right) + \frac{G}{\gamma} \right], & \text{if } \tau(R, V) < t 
\end{cases}
$$

(4.71)

and

$$
(\Pi_2 \circ T_t)Z = \begin{cases} 
- \frac{G}{\gamma} + \left( V + \frac{G}{\gamma} \right) e^{-\gamma t}, & \text{if } t < \tau(R, V) \\
- \frac{G}{\gamma} + \left[ \sigma_-(R, V) \left( \left( V + \frac{G}{\gamma} \right) e^{-\gamma \tau} - \frac{G}{\gamma} \right) + \frac{G}{\gamma} \right] e^{-\gamma(t-\tau)}, & \text{if } \tau(R, V) < t 
\end{cases}
$$

(4.72)

If $R \in \mathcal{P}_\varepsilon$ and $V \in \mathcal{C}^+(R)$, then

$$
(\Pi_1 \circ T_t)Z = \begin{cases} 
\left[ R - \frac{Gt}{\gamma} + \frac{1 - e^{-\gamma \tau}}{\gamma} \left( V + \frac{G}{\gamma} \right) \right] - \frac{G(t - \tau)}{\gamma} \\
+ \frac{1 - e^{-\gamma(t-\tau)}}{\gamma} \left[ \sigma_+(R, V) \left( \left( V + \frac{G}{\gamma} \right) e^{-\gamma \tau} - \frac{G}{\gamma} \right) + \frac{G}{\gamma} \right], & \text{if } t < \tau(R, V) \\
R - \frac{Gt}{\gamma} + \frac{1}{\gamma} \left( V + \frac{G}{\gamma} \right) (1 - e^{-\gamma t}), & \text{if } \tau(R, V) < t 
\end{cases}
$$

(4.73)
and
\[
(\Pi_2 \circ T_t)Z = \begin{cases} 
- \frac{C}{\gamma} + \left[ \sigma_{\gamma}(R, V) \left( V + \frac{C}{\gamma} e^{\gamma(t-\tau)} \right) + \frac{C}{\gamma} \right] e^{-\gamma(t-\tau)}, & \text{if } t < \tau(R, V) \\
- \frac{C}{\gamma} + \left( V + \frac{C}{\gamma} \right) e^{-\gamma t}, & \text{if } \tau(R, V) < t.
\end{cases}
\] (4.74)

Finally, if \( R \in \partial \mathcal{P}_\varepsilon \)
\[
(\Pi_1 \circ T_t)Z = \begin{cases} 
R - \frac{C}{\gamma} + \frac{1}{\gamma} \left( V + \frac{C}{\gamma} (1 - e^{-\gamma t}) \right), & \text{if } t < 0 \\
R - \frac{C}{\gamma} + \frac{1}{\gamma} \left( \sigma_{\gamma}(R, V) V + \frac{C}{\gamma} (1 - e^{-\gamma t}) \right), & \text{if } 0 < t
\end{cases}
\] (4.75)
and
\[
(\Pi_2 \circ T_t)Z = \begin{cases} 
- \frac{C}{\gamma} + \left( V + \frac{C}{\gamma} \right) e^{-\gamma t}, & \text{if } -\infty < t < 0 \\
- \frac{C}{\gamma} + \left( \sigma_{\gamma}(R, V) V + \frac{C}{\gamma} \right) e^{-\gamma t}, & \text{if } 0 < t < \infty.
\end{cases}
\] (4.76)

Two-dimensional diagrams of the trajectories that can occur in this system of dynamics were provided in fig. 2.1, the result in three dimensions is similar. We note that in fig. 2.1a, although the trajectories overlap, the particles do not collide as they reach the only potential intersection point at different times.

4.4.3 The Liouville equation

Using theorem 14, as we understand the admissible data \( R, V \) for the particle dynamics, we can write down the Liouville equation for these particular dynamics. For any \( f_0^{(2)} \in C^0(\mathcal{D}) \cap L^1(\mathcal{D}) \), there exists a physical global-in-time weak solution of
\[
\left[ \frac{\partial}{\partial t} + V \cdot \nabla R - G \cdot \nabla V - \nabla V \cdot (\gamma V) \right] f^{(2)}(R, V, t) = C_R[f^{(2)}],
\] (4.77)
where the scattering map defining collisions satisfies eq. (2.29).

4.4.4 The BBGKY hierarchy

We define \( f^{(1)}(r_1, v_1, t) \) as in corollary 16, which then satisfies (by using \( G = [g, g] \)),
\[
\int_{\mathcal{P}_\varepsilon} \int_{\mathbb{R}^6} \int_{-\infty}^{\infty} (\partial_t + v_1 \cdot \nabla r_1 + g \cdot \nabla v_1) \phi(r_1, v_1, t) f^{(1)}(r_1, v_1, t) \, dt \, dv \, dR
\] (4.78)
\[
= - \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \int_{\mathbb{R}^2} \int_{-\infty}^{\infty} \phi(r_1, v_1, t) f^{(2)}([r_1, r_1 + \varepsilon n], [v_1, v_2], t)(v_1 - v_2) \cdot n \, dt \, dv \, dn \, dr_1.
\]

The collisional term \( C[f^{(2)}] \) on the right-hand side of the above equation can then be separated into a pre-collisional and a post-collisional term:
\[
C[f^{(2)}] =
- \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \int_{\mathbb{R}^2} \int_{C^{-}(R)} \int_{-\infty}^{\infty} \phi(r_1, v_1, t) f^{(2)}([r_1, r_1 + \varepsilon n], [v_1, v_2], t)(v_1 - v_2) \cdot n \, dt \, dv \, dn \, dr_1
\]
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- \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{C^+(R)} I_{-\infty}^{\infty} \phi(r_1, v_1, t) f^{(2)}([r_1, r_2 + \varepsilon n], [v_1, v_2], t)(v_1 - v_2) \cdot n \, dt \, dV \, dn \, dr_1,

where

\[ C^-(n) = \{ V \in \mathbb{R}^6 : (v_1 - v_2) \cdot n < 0 \} \]

and

\[ C^+(n) = \{ V = [v_1, v_2] \in \mathbb{R}^6 : -\frac{\|v_1 - v_2\|^2}{2\gamma} < (v_1 - v_2) \cdot n < 0 \} \]

\[ = \{ V = [v_1, v_2] \in \mathbb{R}^6 : (v_1 - v_2) \cdot n > 0 \}, \]

where the lower bound has disappeared because the integral is over \( R \in \partial \mathcal{P}_e \). We introduce the change of variables for the pre-collisional integral that is provided by the forward-time scattering map:

\[ V \mapsto \left( I - \frac{1 + \alpha}{2} \begin{pmatrix} n & \cdot \cdot \cdot & n \\ -\cdot \cdot \cdot & -\cdot \cdot \cdot & \cdot \cdot \cdot \\ \cdot \cdot \cdot & \cdot \cdot \cdot & \cdot \cdot \cdot \end{pmatrix} \otimes \begin{pmatrix} n \\ -n \\ -n \end{pmatrix} \right) V. \]

This transform has Jacobian \( 1/\alpha \), which can be calculated directly or by computing the eigenvalues of \( \sigma^+(R, V) \), taking the product and the absolute value of the result. We note that

\[ (v_1^{\text{in}} - v_2^{\text{in}}) \cdot n = -\frac{1}{\alpha} (v_1^{\text{out}} - v_2^{\text{out}}) \cdot n. \]

Using this change of variables, we have the weak inelastic Boltzmann collision operator appearing in the BBGKY hierarchy, an analogous result to the elastic case in [91]:

\[ \int_{\partial \mathcal{P}_e} \int_{\mathbb{R}^6} \int_{C^+(n)} I_{-\infty}^{\infty} \phi(R, V, t) f^{(2)}(R, V, t) V \cdot \tilde{\nu}_R(R) \, dt \, dV \, dR, \]

\[ = \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{C^+(n)} I_{-\infty}^{\infty} \phi(r_1, v_1, t) f^{(2)}([r_1, r_2 + \varepsilon n], [v_1, v_2], t) \]

\[ - \frac{1}{\alpha^2} \phi(r_1, v_1^{\text{out}}, t) f^{(2)}([r_1, r_2 + \varepsilon n], [v_1^{\text{out}}, v_2^{\text{out}}], t) \]

\[ (v_1 - v_2) \cdot n \, dt \, dV \, dn \, dr_1. \]

By a suitable choice of the test functions \( \phi \) (i.e. Dirac functions in their arguments) we have a suitable candidate for the strong form of the collision operator for spherical particles of diameter \( \varepsilon \), which will be use in derivations for a continuum model:

\[ \mathcal{L}_{\text{coll}}[f^{(2)}] = -\frac{1}{\sqrt{2}} \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}^d} \chi(v_1 - v_2) > 0 (v_1 - v_2) \cdot n \]

\[ \times \left[ \frac{1}{\alpha^2} f^{(2)}([r_1, r_1 + \varepsilon n], [v_1^{\text{out}}, v_2^{\text{out}}], t) - f^{(2)}([r_1, r_1 + \varepsilon n], [v_1, v_2], t) \right] \, dv_2 \, dn. \]
The result eq. (4.79) is similar, but not equivalent to, the Revised-Enskog-Theory (RET) collision operator [128], which is popular in the literature:

\[
\mathcal{L}_{\text{coll}}^{\text{RET}}[f^{(2)}] = -\varepsilon^{d-1} \int_{S^{d-1}} \int_{\mathbb{R}^d} \chi_{(v_1-v_2)>0}(v_1-v_2) \cdot n \\
\times \left[ \frac{1}{\alpha^2} f^{(2)}([r_1, r_1 + \varepsilon n], [v_1^{\text{out}}, v_2^{\text{out}}], t) - f^{(2)}([r_1, r_1 - \varepsilon n], [v_1, v_2], t) \right] \, dv_2 \, dn. \tag{4.80}
\]

The RET collision operator is popular in the modelling of dense granular flow [74], [129] and it is clear that in one dimension with \( \varepsilon \to 0 \) the two collision operators are equivalent. In comparison to eq. (4.79) the normalisation prefactor scales with the size of the particle, and there is a negation in one of the terms. Neglecting the normalisation term at first it appears that by using suitable variable changes, eq. (4.79) and eq. (4.80) are equivalent. However, as we see in one dimension:

\[
\mathcal{L}_{\text{coll}}[f^{(2)}] = \frac{1}{\sqrt{2}} \int_{\mathbb{R}} \chi_{(v_1-v_2)>0}(v_1-v_2) \\
\times \left[ \frac{1}{\alpha^2} f^{(2)}([r_1, r_1 + \varepsilon], [v_1^{\text{out}}, v_2^{\text{out}}], t) - f^{(2)}([r_1, r_1 - \varepsilon], [v_1, v_2], t) \right] \\
- \chi_{(v_1-v_2)<0}(v_1-v_2) \\
\times \left[ \frac{1}{\alpha^2} f^{(2)}([r_1, r_1 - \varepsilon], [v_1^{\text{out}}, v_2^{\text{out}}], t) - f^{(2)}([r_1, r_1 + \varepsilon], [v_1, v_2], t) \right] \, dv_2,
\]

\[
\mathcal{L}_{\text{coll}}^{\text{RET}}[f^{(2)}] = \int_{\mathbb{R}} (v_1-v_2) \left[ \frac{1}{\alpha^2} \chi_{(v_1-v_2)>0}(v_1-v_2) \cdot [v_1^{\text{out}}, v_2^{\text{out}}], t) \\
+ \chi_{(v_1-v_2)<0}(v_1-v_2), t) \right] \\
- (v_1-v_2) \left[ \frac{1}{\alpha^2} \chi_{(v_1-v_2)<0}(v_1-v_2), t) \right] \right] \, dv_2.
\]

The placement of characteristic functions in the one-dimensional RET operator means that no valid variable change will make the two integrals identical. As collisions adjust velocities in one dimension, from this result (or from equivalent calculations in higher dimensions), we can see that the two collision operators are not proportional.

To justify the derived collision operator we consider the classical derivation of the Boltzmann equation in one dimension, as discussed in [130]. Here the Boltzmann equation and the associated collision operator is derived by considering gains and losses caused by a collision in a range of velocities \( dv_1 \). The result is the Boltzmann collision integral

\[
\mathcal{L}_{\text{coll}}^{\text{Boltz}}[f^{(1)}] = \int \left[ f^{(1)}(r_1, v_1^{\text{out}}) f^{(1)}(r_2, v_2^{\text{out}}) - f^{(1)}(r_1, v_1) f^{(1)}(r_2, v_2) \right] d\sigma \, dv_1 \tag{4.81}
\]

where \( d\sigma \) integrates over all positions \( r_2 \) that omit a collision, and \( |v_1 - v_2| \) occurs due to a relation on the collision cross section. In our case we consider the relative velocity in the direction of the collision \( |(v_1 - v_2) \cdot n| \) (which can be treated similarly to the one-dimensional case, in principle).
and the positions that omit a collision are restricted to \( r_2 = r_1 + \epsilon n \) where \((v_1 - v_2) \cdot (r_1 - r_2) > 0\). Thus the Boltzmann collision integral becomes

\[
\mathcal{L}_{\text{coll}}^{\text{Boltz}}[f^{(1)}] = \int \chi_{(v_1 - v_2) \cdot n > 0} |(v_1 - v_2) \cdot n| 
\times \left[ f^{(1)}(r_1, v_1) f^{(1)}(r_1 + \epsilon n, v_2) - f^{(1)}(r_1, v_1) f^{(1)}(r_1 + \epsilon n, v_2) \right] d\mathbf{n} dv_1.
\]

The Boltzmann equation also assumes molecular chaos, i.e. that one-body distributions are uncorrelated:

\[
f^{(2)}(r_1, r_2, v_1, v_2, t) = f^{(1)}(r_1, v_1, t) f^{(1)}(r_1, v_1, t).
\]

If we ‘reverse’ the molecular chaos assumption in eq. (4.82), we arrive at eq. (4.79). This suggests that eq. (4.79) is a reasonable choice.

Furthermore, in contrast to the RET collision operator there is no prefactor involving \( \epsilon \) in the Boltzmann collision operator. To argue for the exclusion of a diameter prefactor in the collision operator we consider a dimensional argument. We define scales

\[
v \sim V, r \sim L, t \sim T.
\]

Then

\[
\int_{P_2} \int_{R^3} f^{(2)}(R, V t) d\mathbf{v} d\mathbf{r}_2 \sim VL f^{(1)}(r, v, t),
\]

\[
(\partial_t + v_1 \cdot \nabla r_1) \sim \frac{1}{T}, \quad \mathcal{L}_{\text{coll}}[f^{(2)}] \sim \frac{1}{T} \quad \mathcal{L}_{\text{coll}}^{\text{RET}}[f^{(2)}] \sim \frac{[\epsilon]^{d-1}}{T}
\]

so that the left and right-hand side of eq. (4.78) balance. When using the RET collision operator an additional dimensional parameter \( \epsilon \) is introduced on the right-hand side of eq. (4.78), and the right-hand side no longer balances the left-hand side.

### 4.4.5 Extension to general external and interaction potentials

By considering this example we have constructed a valid form of collision operator for inelastic hard-sphere systems. In this example, as the relative trajectory of the particles is linear, two particles can only experience one event, namely the inelastic collision. By including more complicated smooth interaction potentials (e.g. a quadratic interaction potential which attracts particles to one another) multiple collisions can occur between two particles. The resulting Liouville equation will still be described by eq. (4.21), under the condition that the collisions that particles experience are well separated.

Alternatively, multiple events can occur between particles by including additional interaction diameters where non-collisional events can occur. We now present an example where multiple instantaneous interactions can occur between two particles.
4.5 Example: Square shoulder particles

We now include an additional interaction diameter $\varepsilon_1 > \varepsilon > 0$ where particle trajectories are refracted away from one another, provided they can overcome an energy barrier. If the particles do not have enough energy to overcome the barrier then they are instead reflected away.

For this example we therefore consider the free dynamics given by eq. (3.5), so that event times between the particles at $\varepsilon$ and $\varepsilon_1$ can be constructed using the collision time in eq. (3.7). The event at the diameter $\varepsilon_1$ is given by example 5 with $a_1 > 0$, and at the core diameter $\varepsilon$ we consider a pure elastic collision given by example 3.

4.5.1 Flow maps

Given the collision times $\tau(R, V)$ for all initial data $R \in \mathcal{P}_\varepsilon$, $V \in \mathbb{R}^6$, it is then possible to construct flow maps for every possible pair of trajectories for two particles. We reduce notational burden by omitting the precise details of the flow maps, and including an overview of the types of trajectories that can occur. A diagram of the possible trajectories were given in fig. 2.3, along with the corresponding trajectories in the reduced-difference phase space in fig. 2.4.

We define the subset of initial data that has an interaction with the surface $\partial \mathcal{P}_{\varepsilon_1}$ as

$$C_1(R) = \{ V \in \mathbb{R}^6 : \exists t \in \mathbb{R} : \| \tilde{\Psi}_t^r \| = \varepsilon_1 \}. \quad (4.87)$$

Collision-free dynamics

For $R \in \mathcal{P}_{\varepsilon_1}$ and $V \in \mathbb{R}^6 \setminus C_1(R)$, the two particles never reach the interaction perimeter $\partial \mathcal{P}_{\varepsilon_1}$, so their dynamics are described by the free dynamics eq. (3.5).

External bounce

When $R \in \mathcal{P}_{\varepsilon_1}$ and $V \in C_1(R)$, such that $((v_1 - v_2) \cdot (r_1 - r_2))^2 < a$, the particles experience a single elastic collision at the boundary $\partial \mathcal{P}_{\varepsilon_1}$ and are reflected away from one another.

Refractive dynamics

For all other initial data, i.e. either $R \in \mathcal{P}_\varepsilon \setminus \mathcal{P}_{\varepsilon_1}$ and $V \in \mathbb{R}^6$, or $R \in \mathcal{P}_{\varepsilon_1}$ and $V \in C_1(R)$ such that $((v_1 - v_2) \cdot (r_1 - r_2))^2 > a$, there are two possible trajectory types:

1. The particles are refracted at the boundary $\partial \mathcal{P}_{\varepsilon_1}$ at time $\tau_0$ with outgoing velocity $\Psi_{\tau_0}^r (R, V)$ such that $\Psi_{\tau_0}^r (R, V) \in \mathbb{R}^6 \setminus C(\Psi_{\tau_0}^r (R, V))$. In this case the particles will experience a further refraction event at time $\tau_1$ when leaving the space $\mathcal{P}_\varepsilon \setminus \mathcal{P}_{\varepsilon_1}$.

2. The particles are refracted at the boundary $\partial \mathcal{P}_{\varepsilon_1}$ at time $\tau_0$, with outgoing velocity $\Psi_{\tau_0}^r (R, V)$ such that $\Psi_{\tau_0}^r (R, V) \in C(\Psi_{\tau_0}^r (R, V))$. The particles will then experience a core collision at time $\tau_1$ before leaving the space $\mathcal{P}_\varepsilon \setminus \mathcal{P}_{\varepsilon_1}$ at time $\tau_2$ and experiencing a final refraction at the perimeter $\partial \mathcal{P}_{\varepsilon_1}$.

We consider these two interactions together as we shall see that they provide the same contribution to the Liouville equation.
4.5.2 The Liouville equation

To construct the Liouville equation we partition the space of admissible initial data into three parts, then sum the corresponding Liouville equations to construct the Liouville equation for square-shoulder particles.

Collision-free dynamics

We consider trajectories where $R \in \mathcal{P}_{\varepsilon_1}$ and $V \in \mathbb{R}^6 \setminus \mathcal{C}_1(R)$. Then eq. (4.21) provides us with the Liouville equation for this system of admissible initial data

$$\int_{\mathcal{P}_{\varepsilon_1}} \int_{\mathbb{R}^6 \setminus \mathcal{C}_1(R)} \int_{-\infty}^{\infty} f^{(2)}(R, V, t) [\partial_t \Phi(R, V, t) + V \cdot \nabla_R \Phi(R, V, t)] \, dt \, dV \, dR =$$

$$- \int_{\partial \mathcal{P}_{\varepsilon_1}} \int_{\mathbb{R}^6 \setminus \mathcal{C}_1(R)} \int_{-\infty}^{\infty} f(R, V, t) \Phi(R, V, t) V \cdot \nu_R \, dt \, dV \, d\mathcal{H}(R). \quad (4.88)$$

In this case the collision term is zero, as for $R \in \partial \mathcal{P}_{\varepsilon_1}$, $\mathbb{R}^6 \setminus \mathcal{C}_1(R) = \emptyset$.

External bounce

For the set $R \in \mathcal{P}_{\varepsilon_1}$ and $V \in \{[v_1, v_2] \in \mathbb{R}^6 : |(v_1 - v_2) \cdot (r_1 - r_2)|^2 < a\} =: \mathcal{V}_1(R)$ we have

$$\int_{\mathcal{P}_{\varepsilon_1}} \int_{\mathcal{V}_1(R)} \int_{-\infty}^{\infty} f(R, V, t) [\partial_t \Phi(R, V, t) + V \cdot \nabla_R \Phi(R, V, t)] \, dt \, dV \, dR =$$

$$- \int_{\partial \mathcal{P}_{\varepsilon_1}} \int_{\mathcal{V}_1(R)} \int_{-\infty}^{\infty} f(R, V, t) \Phi(R, V, t) V \cdot \nu_R \, dt \, dV \, d\mathcal{H}(R). \quad (4.89)$$

When $R \in \partial \mathcal{P}_{\varepsilon_1}$, $\mathcal{V}(R) = \{V \in \mathcal{C}_1(R) : |(v_1 - v_2) \cdot (r_1 - r_2)|^2 < a\}$.

Refractive dynamics

For dynamics where the particle has sufficient energy to overcome the barrier at $\varepsilon_1$ we must consider $R \in \mathcal{P}_{\varepsilon_1}$ and $V$ in the set

$$\mathcal{V}_2(R) := \{V = [v_1, v_2] \in \mathbb{R}^6 : V \in \mathcal{C}_1(R) \text{ and } |(v_1 - v_2) \cdot (r_1 - r_2)|^2 > a \text{ if } R \in \mathcal{P}_{\varepsilon_1}\}. \quad (4.90)$$

In this case there is more than one instantaneous interaction in the system, but by the results of theorem 14 we know that these interactions will not directly contribute to the Liouville equation but will remain embedded in $f^{(2)}$. Thus we have

$$\int_{\mathcal{P}_{\varepsilon_1}} \int_{\mathcal{V}_2(R)} \int_{-\infty}^{\infty} f(R, V, t) [\partial_t \Phi(R, V, t) + V \cdot \nabla_R \Phi(R, V, t)] \, dt \, dV \, dR =$$

$$- \int_{\partial \mathcal{P}_{\varepsilon_1}} \int_{\mathcal{V}_2(R)} \int_{-\infty}^{\infty} f(R, V, t) \Phi(R, V, t) V \cdot \nu_R \, dt \, dV \, d\mathcal{H}(R). \quad (4.91)$$

For the surface integral term, when $R \in \partial \mathcal{P}_{\varepsilon}$ we have $V \in \mathbb{R}^6$. 82
Combining terms

Combining the results of eqs. (4.88) to (4.89) we return the Liouville equation for square-shoulder particle dynamics:

\[
\int_{P_\varepsilon} \int_{R_6} \int_{-\infty}^{\infty} f(R, V, t) \Phi(R, V, t) \, dV \, dR = \\
- \int_{P_\varepsilon} \int_{R_6} \int_{-\infty}^{\infty} f(R, V, t) \Phi(R, V, t) V \cdot \hat{n}_R \, dV \, d\mathcal{H}(R) \\
- \int_{P_{\varepsilon_1}} \int_{V_3(R)} \int_{-\infty}^{\infty} f(R, V, t) \Phi(R, V, t) V \cdot \hat{n}_R \, dV \, d\mathcal{H}(R) \tag{4.92}
\]

where

\[
V_3(R) := \{ [v_1, v_2] \in \mathbb{R}^6 : |(v_1 - v_2) \cdot (r_1 - r_2)|^2 < a \}. \tag{4.93}
\]

Thus the inclusion of a square-shoulder potential term produces a partial collision operator term at the Liouville equation, and information on refraction events between particles is absorbed into the left-hand side of the equation.

We note that upon construction of the BBGKY hierarchy for square-shoulder potential systems, in addition to the standard Boltzmann collision operator given by eq. (4.79), another collision term is included of the form

\[
\mathcal{L}_{\text{coll}}^{a}[f^{(2)}] = \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} \int_{C^+_a(n)} \Phi(r, v_1, y) \left[ f^{(2)}([r_1, r_1 + \varepsilon_1 n], [v_1, v_2], t) - f^{(2)}([r_1, r_1 + \varepsilon_1 n], [v_1^{\text{out}}, v_2^{\text{out}}], t) \right] (v_1 - v_2) \cdot n \, dt \, dv_1 \, dv_2 \, dn \, dr \tag{4.94}
\]

where

\[
C^+_a(n) = \{ [v_1, v_2] \in \mathbb{R}^6 : (v_1 - v_2) \cdot (r_1 - r_2) > 0 \text{ and } |(v_1 - v_2) \cdot (r_1 - r_2)|^2 < a \}. \tag{4.95}
\]

The additional contribution is due to the collisional effects at the external interaction diameter. In addition the function \(f^{(2)}\) (and in turn \(f^{(1)}\)) must obey a kinetic energy law on \(\partial P_{\varepsilon_1}\), so that it obeys eq. (2.36). We expect that this will result in a scaling prefactor \(a\) in the Liouville equation, within the exterior interaction perimeter.

### 4.6 Modelling granular media using the Liouville equation

In this chapter we have constructed the weak formulation of the Liouville equation using minimal assumptions on the microscopic dynamics. Our derivation only considers two particles but it is reasonable to assume that, under the assumptions that collisions are binary, results on the collision operator can be used in systems of \(N\) particles. As a result of a rigorous argument we have derived additional terms (that are not present in the standard derivation of the Liouville equation [118]) in the weak form of the Liouville equation, by carefully identifying the set of admissible data that accounts for possible instantaneous interactions between particles. As a result of this careful
derivation, the construction of the BBGKY hierarchy, including associated collision operators, is straightforward. The results are equivalent to other rigorous derivations of the BBGKY hierarchy for hard spheres, e.g. [46], [120], but our method allows us to easily include additional interaction potentials and instantaneous interactions. We have provided motivating examples to show the breadth of the results presented here.

However, due to the high dimensionality of the Liouville equation for \( N \) particles it is not usually possible to simulate a system of granular media directly using the PDE described; the Liouville equation is an \( dN \)-dimensional partial differential equation, which is far too large to discretize and simulate numerically using standard schemes. We therefore need to derive a continuum model from the Liouville equation, which reduces the dimensionality of the problem with minimal effect on the accuracy of the model. In the next chapter we will start to reduce the dimensionality of the continuum model by constructing the BBGKY hierarchy for a system of \( N \) particles with dynamical properties of interest.

Inspired by the weak formulation of the Liouville equation we shall assume that collisional effects can be included in our continuum model for \( N \) particles by using the collision operator in eq. (4.79). By doing so, we are assuming that the only instantaneous interactions in the system are due to inelastic collisions, and that all \( v_0^N \in \mathbb{R}^{dN} \) are admissible as initial conditions. We also assume that all collisions are binary and that there is a minimum time \( \delta > 0 \) that separates all collisions. Although this will remove physical phenomena from the system (i.e. inelastic collapse), this is valid for the microscopic collisions we consider, where inelastic collapse is removed from the system using the TC method.
Chapter 5

The BBGKY hierarchy for granular media

The Liouville (or Kramers) equation derived in chapter 4 provides us with an equation for the evolution of a distribution function $f^N(r^N, v^N, t)$, which tells us the probability of finding $N$ particles with positions $r^N$ and velocities $v^N$ at time $t$, given initial conditions $r^N_0, v^N_0$ at time $t = 0$ (neglecting the collision operator):

$$
\left[ \frac{\partial}{\partial t} + v^N \cdot \nabla_{r^N} - \nabla_{v^N} V(r^N, t) \cdot \nabla_{v^N} \right] f^{(N)}(r^N, v^N, t) - \nabla_{v^N} \cdot \left[ \gamma(v^N + mk_B T \nabla_{v^N}) f^{(N)}(r^N, v^N, t) \right] = 0.
$$

(5.1)

From this point onwards we will set $M = I$ and $\Gamma(r^N, v^N, t) = \gamma > 0$ to be constant. When $\Gamma$ depends on (binary) relative positions of particles, it is expected that a similar result will hold as in the colloidal case [69]. When $\Gamma$ depends on the relative velocities of particles, some of the integral identities we use are no longer applicable, so further investigation will be required. For systems where $M \neq I$, it may be more appropriate to consider a multi-species derivation of the BBGKY hierarchy and associated continuum models.

We introduce the $n$-reduced-phase-space particle distribution function, defined by

$$
f^{(n)}(r^n, v^n, t) = \frac{N!}{(N-n)!} \int_{\mathbb{R}^{(N-n)d}} \int_{\mathbb{R}^{(N-n)d}} dr^{(N-n)} dv^{(N-n)} f^{(N)}(r^N, v^N, t) \chi_{D_N}(r^n, t),
$$

(5.2)

where $r^{N-n} = (r_{n+1}, \ldots, r_N)$, $r^n = (r_1, r_2, \ldots, r_n)$, and similar for $v^{N-n}, v^n$, and for $n \leq N$,

$$
D_N(r^n, t) = \left\{ r^{N-n} \in \mathbb{R}^{(N-n)}, v^{N-n} \in \mathbb{R}^{dN} : \forall i, j \in \{1, \ldots, N\}, ||r_i - r_j|| \geq \varepsilon \right\},
$$

(5.3)

and $\chi_F$ is the characteristic function over the set $F$:

$$
\chi_F(x) = \begin{cases} 
1 & x \in F, \\
0 & \text{otherwise}.
\end{cases}
$$

(5.4)

The characteristic function $\chi_{D_n}(v^k, t)$ then ensures that we only consider data where particles do
not overlap. The data in the reduced-phase-space particle distribution functions must also ensure that particles do not overlap; the functions $f^{(n)}$ are defined on

$$\tilde{D}_N^n = \{ \mathbf{r}^n \in \mathbb{R}^{dn} : \forall i, j \in 1 \ldots n, \| \mathbf{r}_i - \mathbf{r}_j \| \geq \varepsilon \}. \quad (5.5)$$

To ease notation in the derivation we will write $\mathbf{r} = \mathbf{r}_1$, $\mathbf{v} = \mathbf{v}_1$. These distribution functions represent the probability of finding $n$ particles in a system of $N$ particles with positions $\mathbf{r}^n$ and velocities $\mathbf{v}^n$. We can use this definition to construct a hierarchy of partial differential equations for all reduced-phase-space particle distribution functions, i.e. the BBGKY hierarchy.

The hierarchy of equations discussed here has a rich history in the literature, from its original consideration in the literature [131]–[134], to its application to modern theory and applications [45], [46], [135], [136], where it has been extended to include hard-sphere systems, and is commonly used as a starting point to derive generalised kinetic equations for various particle systems [78], [137], [138]. The hierarchy is linked to the Boltzmann equation: under molecular chaos assumptions and in the absence of any particle-particle interactions one can obtain the Boltzmann equation for hard spheres from the first equation in the BBGKY hierarchy [46]. The identifying trait of the hierarchy is the relationship between low and high-order distributions: the equation for the $i$th reduced-phase-space distribution function depends on the $(i+1)$th distribution function. Although this means that finding solutions to the BBGKY hierarchy is as complex as finding solutions to the Liouville equation, by constructing an equation of motion for $f^{(1)}$, we can then truncate the hierarchy so that we have a closed equation for the one-body distribution, which removes the explicit dependence on $N$.

5.1 The BBGKY Hierarchy

We arrive at the $n$th equation in the BBGKY hierarchy by integrating out the last $N-n$ positions and velocities in the Liouville equation. The first equation of the BBGKY hierarchy is obtained by integrating all but one position and velocity in the Liouville equation. We provide a term-by-term derivation of the first equation in the BBGKY hierarchy.

Firstly, the time derivative term is straightforward as the time derivative can be moved outside the integral:

$$\begin{align*}
\frac{N!}{(N-1)!} \int_{\mathbb{R}^{(N-1)d}} \int_{\mathbb{R}^{(N-1)d}} d\mathbf{r}^{(N-1)} d\mathbf{r}_1^{(N-1)} \frac{\partial}{\partial t} f^{(N)}(\mathbf{r}_1, t) \\
= \frac{\partial}{\partial t} \frac{N!}{(N-1)!} \int_{\mathbb{R}^{(N-1)d}} \int_{\mathbb{R}^{(N-1)d}} d\mathbf{r}^{(N-1)} d\mathbf{v}^{(N-1)} f^{(N)}(\mathbf{r}_1, t), \\
= \frac{\partial}{\partial t} f^{(1)}(\mathbf{r}_1, \mathbf{v}_1, t). \quad (5.6)
\end{align*}$$

For other terms integration by parts will be applied. For the next term in the Liouville equation we split the gradient term into two parts

$$\mathbf{v}^N \cdot \nabla_{\mathbf{r}^N} f^{(N)} = \mathbf{v}^{N-1} \cdot \nabla_{\mathbf{r}^{N-1}} f^{(N)} + \mathbf{v}_1 \cdot \nabla_{\mathbf{r}_1} f^{(N)}. \quad (5.7)$$

The integral of the first term then vanishes using integration by parts on the position integral, and
the second term can be taken outside the integral to find

\[ \frac{N!}{(N-1)!} \int_{\mathbb{R}^{(N-1)d}} \int_{\mathbb{R}^{(N-1)d}} d\mathbf{r}_N^{-1} \frac{1}{m} \mathbf{v}^N \cdot \nabla_{\mathbf{r}^N} f^{(N)}(\chi_D(r_1,t)) = \frac{1}{m} \mathbf{v}_1 \cdot \nabla_{\mathbf{r}_2} f^{(1)}. \]  

(5.8)

For the term involving the potential \( V(\mathbf{r}^N, t) \) we separate out the dot product again and use the expanded version of \( V(\mathbf{r}^N) \) eq. (2.3), which gives us

\[
\int \int d\mathbf{r}^{N-1} d\mathbf{v}^{N-1} \nabla_{\mathbf{r}^N} V(\mathbf{r}^N) \cdot \nabla_{\mathbf{v}^N} f^{(N)}(\chi_D(\mathbf{r}_1,t))
\]

\[
= \int \int d\mathbf{r}^{N-1} d\mathbf{v}^{N-1} \nabla_{\mathbf{r}^N} \left( V(\mathbf{r}^N) \right) \cdot \nabla_{\mathbf{v}^N} f^{(N)}(\chi_D(\mathbf{r}_1,t))
\]

\[
+ \int \int d\mathbf{r}^{N-1} d\mathbf{v}^{N-1} \nabla_{\mathbf{r}_1} \left( \sum_{i=1}^{N} V^\mathrm{ext}(r_i) \right) \cdot \nabla_{\mathbf{v}_1} f^{(N)}(\chi_D(\mathbf{r}_1,t))
\]

\[
+ \frac{1}{2} \int \int d\mathbf{r}^{N-1} d\mathbf{v}^{N-1} \nabla_{\mathbf{r}_1} \left( \sum_{i,j=1}^{N} V_2(r_i, r_j) \right) \cdot \nabla_{\mathbf{v}_1} f^{(N)}(\chi_D(\mathbf{r}_1,t))
\]

\[
+ \frac{1}{6} \int \int d\mathbf{r}^{N-1} d\mathbf{v}^{N-1} \nabla_{\mathbf{r}_1} \left( \sum_{i,j,k=1}^{N} V_3(r_i, r_j, r_k) \right) \cdot \nabla_{\mathbf{v}_1} f^{(N)}(\chi_D(\mathbf{r}_1,t))
\]

\[
+ \ldots \quad (5.9)
\]

Using integration by parts on the velocity integral, the first term on the right-hand side is zero. For the second term of (5.9) all but one entry of the summand is independent of \( \mathbf{r}_1 \), so disappear, and we find

\[
\frac{N!}{(N-1)!} \int \int d\mathbf{r}^{N-1} d\mathbf{v}^{N-1} \nabla_{\mathbf{r}_1} \left( \sum_{i=1}^{N} V^\mathrm{ext}(r_i) \right) \cdot \nabla_{\mathbf{v}_1} f^{(N)}(\chi_D(\mathbf{r}_1,t))
\]

\[
= \frac{N!}{(N-1)!} \int \int d\mathbf{r}^{N-1} d\mathbf{v}^{N-1} \nabla_{\mathbf{r}_1} V^\mathrm{ext}(r_1) \cdot \nabla_{\mathbf{v}_1} f^{(N)}(\chi_D(\mathbf{r}_1,t))
\]

\[
= \nabla_{\mathbf{r}_1} V^\mathrm{ext}(r_1) \cdot \nabla_{\mathbf{v}_1} f^{(N)}(\chi_D(\mathbf{r}_1,t))
\]

\[
= \nabla_{\mathbf{r}_1} V^\mathrm{ext}(r_1) \cdot \nabla_{\mathbf{v}_1} f^{(1)}. \quad (5.10)
\]

For the third term of (5.9) only terms that have \( \mathbf{r}_1 \) in their argument survive the gradient, so

\[
\nabla_{\mathbf{r}_1} \sum_{i,j=1}^{N} V_2(r_i, r_j) = \nabla_{\mathbf{r}_1} \sum_{i,j=1}^{N} \left[ V_2(r_1, r_j) + V_2(r_j, r_1) \right]. \quad (5.11)
\]

Then within the integral we can argue that the symmetry of \( f^{(N)} \) in its arguments means that the integral

\[
\int \int d\mathbf{r}^{N-1} d\mathbf{v}^{N-1} \nabla_{\mathbf{r}_1} V_2(r_1, r_j) \cdot \nabla_{\mathbf{v}_1} f^{(N)}(\chi_D(\mathbf{r}_1,t))
\]

\[
(5.12)
\]
is equivalent for each \( j = 2, \ldots, n \). So we find

\[
\frac{N!}{2(N - 1)!} \int dr N^{-1} dv N^{-1} \nabla r_1 \left( \sum_{i,j}^N V_2(r_i, r_j) \right) \cdot \nabla v_1 f^{(N)} \chi_{\mathcal{D}N}(r_1, t) \\
= \frac{N!}{2(N - 1)!} \int dr N^{-1} dv N^{-1} \nabla r_1 (N - 1)(V_2(r_1, r_2) + V_2(r_2, r_1)) \cdot \nabla v_1 f^{(N)} \chi_{\mathcal{D}N}(r_1, t) \\
= \frac{N!(N - 1)}{2(N - 1)!} \int dr_2 dv_2 \nabla v_1 [V_2(r_1, r_2) + V_2(r_2, r_1)] \\
\cdot \nabla r_1 \left( \int \int dr N^{-2} dv N^{-2} f^{(N)} \chi_{\mathcal{D}N}([r_1, r_2], t) \right) \\
= \int \int dr_2 dv_2 \nabla v_1 \left[ \frac{1}{2} (V_2(r_1, r_2) + V_2(r_2, r_1)) \right] \cdot \nabla v_1 f^{(2)}. \tag{5.13}
\]

Similar methods are used on higher-order interparticle potentials, for example

\[
\frac{1}{6} \int \int dr N^{-1} dv N^{-1} \nabla r_1 \left( \sum_{i,j,k=1}^N V_3(r_i, r_j, r_k) \right) \cdot \nabla v_1 f^{(N)} \chi_{\mathcal{D}N}(r_1, t) \\
= \int \int \int \int dr_2 dv_2 dr_3 dv_3 \nabla r_1 \left[ \frac{1}{6} \sum_{i,j,k=1,2,3} V_3(r_i, r_j, r_k) \right] \cdot \nabla v_1 f^{(3)}.
\tag{5.14}
\]

We can then define:

\[
v_2(r_1, r_2) = \frac{1}{2} (V_2(r_1, r_2) + V_2(r_2, r_1)), \quad v_3(r_1, r_2, r_3) = \frac{1}{6} \sum_{i,j,k=1,2,3} V_3(r_i, r_j, r_k), \ldots \tag{5.15}
\]

The final term on the right-hand side of eq. (5.1) can be treated again by splitting the dot product into two parts and using integration by parts to find

\[
\frac{N!}{(N - 1)!} \int_{\mathbb{R}^{(N-n) d}} dr^{(N-n)} dv^{(N-n)} \nabla r N \cdot \left[ \gamma (v^N + mkBT \nabla v^N) f^{(N)} \right] \chi_{\mathcal{D}N}(r_1, t) \\
= \nabla v_1 \cdot \left[ \gamma (v_1 + mkBT \nabla v_1) f^{(1)} \right]. \tag{5.16}
\]

We note that this final result will have to be modified in the case where \( \gamma \) depends on the relative velocity of particles, which will lead to further dependence on higher-order particle distributions.

### 5.1.1 The collision operator

As discussed in the chapter 4, the Liouville equation for hard spheres can only be considered in the weak sense, and must include an additional term on the right-hand side of the equation. The derivation of all other terms in the first equation of the BBGKY is equivalent; only the collision term must be considered in the weak sense.

We infer the collision operator in the \( N \) particle system from the result derived from the two-
particle Liouville equation in theorem 14 (using test functions $\Phi \in C^1_c(\mathbb{R}^{2dN} \times (-\infty, \infty))$):

$$C_{rN}[f^{(N)}] = \int_{\partial P_r^N} \int_{\mathbb{R}^{dN}} \int_{-\infty}^{\infty} f^{(N)}(r^N, v^N, t)\Phi(r^N, v^N, t)v^N \cdot \nu(r^N) \, dt \, dv^N \, d\mathcal{H}(r^N), \quad (5.17)$$

where the surface $\partial P_r^N$ is the space where exactly one pair of particles is in contact:

$$\partial P_r^N = \{r^N \in \mathbb{R}^{dN} : \forall i, j \in \{1, \ldots, N\}, i \neq j, \|r_i - r_j\| \geq \varepsilon, \exists i', j' \in \{1, \ldots, N\} : \|r_{i'} - r_{j'}\| = \varepsilon\}, \quad (5.18)$$

and we have assumed that all $v^N \in \mathbb{R}^{dN}$ are admissible. We will assume that at any time $t \in \mathbb{R}$ at most two particles are in contact. By partitioning the space into sections where only one collision is occurring for a given period of time we should be able to relax this assumption. Then $\partial P_r^N$ can be partitioned into non-intersecting sets:

$$\partial P_r^N = \bigcup_{k,l=1,l>k}^N \{r^N \in \mathbb{R}^{dN} : \forall i, j \in \{1, \ldots, N\}, i \neq j, \|r_i - r_j\| > \varepsilon, \|r_k - r_l\| = \varepsilon\}, \quad (5.18)$$

We note that in the union we have taken $l > k$ to avoid double counting sets. Thus we have that

$$C_{rN}[f^{(N)}] = \sum_{i,j=1,i>j}^N \int_{\partial P_{ij}^N} \int_{\mathbb{R}^{dN}} \int_{-\infty}^{\infty} f^{(N)}(r^N, v^N, t)\Phi(r^N, v^N, t)v^N \cdot \nu_{ij}(r^N) \, dt \, dv^N \, d\mathcal{H}(r^N).$$

The outward unit normals $\nu_{ij}$ are then given by

$$\nu_{ij}(r^N) = \begin{cases} 0, & k = \{1, \ldots, N\} \backslash \{i, j\}, \\ \frac{r_i - r_j}{\sqrt{\|r_i - r_j\|^2}}, & k = i, \\ \frac{r_j - r_i}{\sqrt{\|r_i - r_j\|^2}}, & k = j. \end{cases} \quad (5.19)$$

We find that

$$C_{rN}[f^{(N)}] = \frac{1}{\sqrt{2}} \sum_{i,j=1,i>j}^N \int_{\partial P_{ij}^N} \int_{\mathbb{R}^{dN}} \int_{-\infty}^{\infty} f^{(N)}(r^N, v^N, t)\Phi(r^N, v^N, t) \\ \times (v_i - v_j) \cdot \frac{(r_i - r_j)}{\|r_i - r_j\|} \, dt \, dv^N \, d\mathcal{H}(r^N). \quad (5.20)$$

For the first moment of the hierarchy we want to consider the result when all positions and velocities except for $r_1$ and $v_1$ are integrated out of the collision operator, and the test function only depends on $r_1$ and $v_1$. We note that $j \neq 1$, and so there are two cases to consider.

Firstly, when $i \neq 1$ contributions in the weak formulations are of the form

$$\frac{1}{\sqrt{2}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{-\infty}^{\infty} \phi(r_1, v_1, t)B_{ij}[f^{(N)}] \, dt \, dv_1 \, dr_1$$
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where

$$B_{ij}[f^{(N)}] := \int_{\partial \mathcal{P}_{ij}^{N} (r_i)} \int_{\mathbb{R}^{d(N-1)}} f^{(N)}(r^N, v^N, t)(v_i - v_j) \cdot \frac{(r_i - r_j)}{||r_i - r_j||} \, dv^{N-1} \, d\mathcal{H}(r^{N-1}) \quad (5.21)$$

and

$$\partial \mathcal{P}_{ij}^{N} (r_i) := \{ r^{N-1} \in \mathbb{R}^{d(N-1)} : \forall i, j \in \{1, \ldots, N\}, i \neq j, ||r_i - r_j|| > \varepsilon, ||r_k - r_l|| = \varepsilon \},$$

By using the symmetry in the arguments of $f^{(N)}$ we only need to consider $i = 2, j = 3$, the contribution from other values for $i, j$ will be identical. We can then repeat the result from this case $(N^2 - 3N + 2)/2$ times. We can write

$$B_{23}(f^{(N)}) = \int_{\mathbb{R}^d} \int_{\mathbb{S}^{d-1}} \chi \frac{||r_1 - r_2|| > \varepsilon}{||r_1 - r_2 + \varepsilon n|| > \varepsilon} \int_{\mathcal{D}_N(r_1, r_2, r_2 + \varepsilon n)} \int_{\mathbb{R}^{d(N-1)}} v_2 \cdot n \, dv^{N-1} \, d\mathcal{N} \, dr_2.$$
For $i = 1$ there are $N - 1$ choices of $j$, by using the symmetry of $f^{(2)}$ we have that

$$
\sum_{j=2}^{N} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d \cap \mathbb{R}^d} \int_{-\infty}^{\infty} \phi(r_1, v_1, t) f^{(N)}(r^N, v^N, t)(v_1 - v_j) \cdot \frac{(r_1 - r_j)}{\|r_1 - r_j\|} \, dv^N \, dH(r^N)
$$

$$
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{-\infty}^{\infty} (N - 1) \phi(r_1, v_1, t) B_{12}(f^{(N)}) \, dt \, dv_1 \, dr_1
$$

where

$$
B_{12}(f^{(N)}) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left[ \int_{D_N(r_1, r_1 + \varepsilon n)} \int_{\mathbb{R}^{d(N-2)}} f^{(N)}([r_1, r_2, r^{N-2}], v^N, t) \, dv^{N-2} \, dr^{N-2} \right] \times (v_1 - v_2) \cdot n \, dv_2 \, dn.
$$

Thus when we consider the first equation of the BBGKY hierarchy this term contributes (premultilying by $N!/(N-1)!$ and combining all $N - 1$ terms):

$$
\frac{N!}{\sqrt{2}^N (N-1)!} \int_{\mathbb{R}^d} \int_{-\infty}^{\infty} (N - 1) \phi(r_1, v_1, t) B_{12}(f^{(N)}) \, dt \, dv^2
$$

$$
= \int_{\mathbb{R}^d} \phi(r_1, v_1, t) \left[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t)(v_1 - v_2) \cdot n \, dv_2 \, dn \right] \, dt \, dv_1 \, dr_1.
$$

Note that in this case we do not need to include a characteristic function as after the bracketed integrals only one particle remains in the system. By separating into pre and post-collisional initial data as in section 4.4.4, we arrive at the inelastic Boltzmann collision operator eq. (4.79) in the first equation of the BBGKY hierarchy in the weak form. We use this result to argue eq. (4.79) is a suitable collision operator to include in the $N$-particle system of equations.

In all, we conclude that the first equation of the BBGKY hierarchy has the form (where we choose to include only two and three-body interparticle potentials to reduce notation)

$$
\frac{\partial}{\partial t} f^{(1)} + \frac{1}{m} v_1 \cdot \nabla_{r_1} f^{(1)} - \nabla_{v_1} V^{ext}(r_1) \cdot \nabla_{v_1} f^{(1)}
$$

$$
- \int \int dr_2 \, dv_2 \, \nabla_{r_1} v_2(r_1, r_2) \cdot \nabla_{v_1} f^{(2)}
$$

$$
- \int \int \int \int dr_2 \, dv_2 \, dr_3 \, dv_3 \, \nabla_{r_1} v_3(r_1, r_2, r_3) \cdot \nabla_{v_1} f^{(3)}
$$

$$
\nabla_{v_1} \cdot \left[ \gamma(v_1 + m k_B T \nabla v_1) \right] + \frac{1}{\sqrt{2}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \chi(v_1 - v_2) n > 0
$$

$$
\left[ \frac{1}{\alpha^2} f^{(2)}([r_1, r_1 + \varepsilon n], [v_1^{out}, v_2^{out}], t) - f^{(2)}([r_1, r_1 + \varepsilon n], v_1, v_2, t) \right]
$$

$$
\times (v_1 - v_2) \cdot n \, dv_2 \, dn,
$$

(5.22)

where we have included the characteristic function in the collision operator as an alternative to the pre-collisional argument in the velocity integral.
5.1.2 The second equation in the BBGKY hierarchy

We apply similar methods to derive the second equation in the BBGKY hierarchy as in the first. For the time derivative term the result is straightforward:

\[
\frac{N!}{(N-2)!} \int_{\mathbb{R}^{(N-2)d}} \int_{\mathbb{R}^{(N-2)d}} \frac{\partial}{\partial t} f^{(N)}(r^2, t) \chi_D(r^2, t) \, \text{d}r^{(N-2)} \, \text{d}v^{(N-2)} = \frac{\partial}{\partial t} f^{(2)}(r^2, v^2, t). (5.23)
\]

And in a similar fashion to the derivation of the first BBGKY equation, the next term in the Liouville equation can be split into two parts

\[
u^N \cdot \nabla_{r^N} f^{(N)} = \nabla_{r^N} f^{(N)} + \mbox{v}^2 \cdot \nabla_{v^2} f^{(N)}. (5.24)
\]

The integral of the first term then vanishes using integration by parts, so that we are left with

\[
\frac{N!}{(N-2)!} \int_{\mathbb{R}^{(N-2)d}} \int_{\mathbb{R}^{(N-2)d}} \frac{1}{m} v^N \cdot \nabla_{r^N} f^{(N)} \chi_D(r^2, t) \, \text{d}r^{(N-2)} \, \text{d}v^{(N-2)} = \frac{1}{m} v^2 \cdot \nabla_{v^2} f^{(2)}. \ (5.25)
\]

More care has to be taken when considering the potential term;

\[
\int \int \text{d}r^{N-2} \, \text{d}v^{N-2} \nabla_{r^N} V(r^N) \cdot \nabla_{v^N} f^{(N)} \chi_D(r^2, t) \\
= \int \int \text{d}r^{N-2} \, \text{d}v^{N-2} \nabla_{r^N} V(r^N) \cdot \nabla_{v^N} f^{(N)} \chi_D(r^2, t) \\
+ \int \int \text{d}r^{N-2} \, \text{d}v^{N-2} \nabla_{v^2} \left( \sum_{i=1}^{N} V_{\text{ext}}(r_i) \right) \cdot \nabla_{v^2} f^{(N)} \chi_D(r^2, t) \\
+ \frac{1}{2} \int \int \text{d}r^{N-1} \, \text{d}v^{N-1} \nabla_{v^2} \left( \sum_{i,j=1}^{N} V_2(r_i, r_j) \right) \cdot \nabla_{v^2} f^{(N)} \chi_D(r^2, t) \\
+ \frac{1}{6} \int \int \text{d}r^{N-1} \, \text{d}v^{N-1} \nabla_{v^2} \left( \sum_{i,j,k=1}^{N} V_3(r_i, r_j, r_k) \right) \cdot \nabla_{v^2} f^{(N)} \chi_D(r^2, t) \\
+ \ldots. \ (5.26)
\]

The first term on the right-hand side of the equality is zero by the standard integration by parts argument used previously. For the second term, the only potentials terms that remain due to the spatial gradient are

\[
\nabla_{v^2} V_{\text{ext}}(r_i) = \nabla_{v^2} (V_{\text{ext}}(r_1) + V_{\text{ext}}(r_2)). (5.27)
\]

Thus the second term contributes

\[
\int \int \text{d}r^{N-2} \, \text{d}v^{N-2} \nabla_{v^2} \left( \sum_{i=1}^{N} V_{\text{ext}}(r_i) \right) \cdot \nabla_{v^2} f^{(N)} \chi_D(r^2, t) \]

\[
= \ (5.28)
\]
\[ \nabla_{\mathbf{r}_2} (V^{ext}(\mathbf{r}_1) + V^{ext}(\mathbf{r}_2)) \cdot \nabla_{\mathbf{v}_2} f^{(2)}. \]

For the next term, we have that

\[ \nabla_{\mathbf{r}_2} \sum_{i,j=1}^{N} V_2(\mathbf{r}_i, \mathbf{r}_j) = \nabla_{\mathbf{r}_2} \left( [V_2(\mathbf{r}_1, \mathbf{r}_2) + V_2(\mathbf{r}_2, \mathbf{r}_1)] + \sum_{i=1}^{2} \sum_{j=3}^{N} (V_2(\mathbf{r}_1, \mathbf{r}_j) + V_2(\mathbf{r}_j, \mathbf{r}_1)) \right). \tag{5.29} \]

By using the symmetry of the distribution function we then have that

\[ \begin{align*}
& \frac{N!}{2(N - 2)!} \int \int \nabla_{\mathbf{r}_2} \nabla_{\mathbf{v}_2} f^{(N)}(\mathbf{r}, \mathbf{v}, t) \cdot \nabla_{\mathbf{v}_2} \left( \sum_{i,j=1}^{N} V_2(\mathbf{r}_i, \mathbf{r}_j) \right) \cdot \nabla_{\mathbf{v}_2} f^{(N)}(\mathbf{r}, \mathbf{v}, t) \\
& = \frac{N!}{2(N - 2)!} \int \int \nabla_{\mathbf{r}_2} \left( \sum_{i=1}^{2} \sum_{j=3}^{N} (V_2(\mathbf{r}_1, \mathbf{r}_j) + V_2(\mathbf{r}_j, \mathbf{r}_1)) \right) \cdot \nabla_{\mathbf{v}_2} f^{(2)} \\
& = \frac{1}{2} \sum_{i=1,2} \int \int \nabla_{\mathbf{r}_2} f^{(2)}.
\end{align*} \]

Similar derivations can be considered for higher-order interaction potentials. For the final term on the left-hand side of the Liouville equation the derivation is analogous to previous methods, to get

\[ \frac{N!}{(N - 2)!} \int \nabla_{\mathbf{v}_2} \left[ \gamma(\mathbf{v}^N + m k_B T \nabla_{\mathbf{v}_2}) f^{(N)}(\mathbf{r}, \mathbf{v}, t) \right] d\mathbf{v}_2^{-N-2} d\mathbf{r}^{-N-2} \]

\[ = \nabla_{\mathbf{v}_2} \left[ \gamma(\mathbf{v}^2 + m k_B T \nabla_{\mathbf{v}_2}) f^{(2)} \right]. \tag{5.30} \]

Finally we consider the collision operator starting from eq. (5.21):

\[ C_{\mathbf{r},\mathbf{n}}[f^{(N)}] = \frac{1}{\sqrt{2}} \sum_{i,j=1}^{N} \int_{\partial \mathcal{P}_{ij}} \int_{\mathbb{R}^d} \int_{-\infty}^{\infty} f^{(N)}(\mathbf{r}^N, \mathbf{v}^N, t) \Phi(\mathbf{r}^N, \mathbf{v}^N, t) \times (\mathbf{v}_i - \mathbf{v}_j) \cdot \frac{(\mathbf{r}_i - \mathbf{r}_j)}{||\mathbf{r}_i - \mathbf{r}_j||} \, dt \, d\mathbf{v}_i \, d\mathcal{H}(\mathbf{r}^N). \tag{5.31} \]

For the second equation in the hierarchy, we want to integrate out all positions and velocities except for \( \mathbf{r}_1, \mathbf{r}_2 \) and \( \mathbf{v}_1, \mathbf{v}_2 \), and the test function depends only on these quantities. There are four cases to consider.

Firstly, the case \( i = 1 \) and \( j = 2 \) contributes one term to the summation in eq. (5.21):

\[ \begin{align*}
& \frac{1}{\sqrt{2}} \int_{\partial \mathcal{P}_{12}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{-\infty}^{\infty} f^{(N)}(\mathbf{r}^N, \mathbf{v}^N, t) \phi(\mathbf{r}^2, \mathbf{v}^2, t)(\mathbf{v}_1 - \mathbf{v}_2) \cdot \frac{(\mathbf{r}_1 - \mathbf{r}_2)}{||\mathbf{r}_1 - \mathbf{r}_2||} \, dt \, d\mathbf{v}^2 \, d\mathcal{H}(\mathbf{r}^N) \\
& = \frac{1}{\sqrt{2}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{-\infty}^{\infty} \phi((\mathbf{r}_1, \mathbf{r}_1 + \mathbf{n}), \mathbf{v}^2, t)(\mathbf{v}_1 - \mathbf{v}_2) \cdot \mathbf{n} \\
& \times \left[ \int_{\mathcal{D}^{(N-2)}(\mathbf{r}_1 + \mathbf{n})} f^{(N)}((\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}^{N-2}), \mathbf{v}^N, t) \, d\mathbf{v}^{N-2} \, d\mathbf{r}^{N-2} \right] \, dt \, d\mathbf{v}^2 \, d\mathbf{n} \, d\mathbf{r}_1,
\end{align*} \]
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This term only contributes to the system at the interaction diameter $\varepsilon$. Next, we consider the case where $i = 1$ and $j \geq 3$, each of which contributes $(N - 2)$ terms to $C_{r,N}[f^{(N)}]$. Using standard symmetry arguments in $f^{(N)}$ we only need to consider the case $j = 3$. Then

$$
\frac{N!}{\sqrt{2}(N-2)!} \int_{\mathbb{R}^{2d}} \int_{\mathbb{R}^{2d}} \int_{\mathbb{R}^{2d}} \int_{\mathbb{R}^{2d}} \phi(|r_1 - r_2|, |r_1 + \varepsilon n|, v^2, t) f^{(2)}(|r_1, r_1 + \varepsilon n|, v^2, t) \times (v_1 - v_2) \cdot n \, dt \, dv^2 \, dn \, dr_1.
$$

This concludes the derivation of the second equation in the BBGKY hierarchy; by combining all terms considered we arrive at the second equation in the BBGKY hierarchy (where for ease of notation we have restricted to two and three-body interparticle interaction terms):

$$
\frac{\partial}{\partial t} f^{(2)} + \frac{1}{m} v^2 \cdot \nabla_{v^2} f^{(2)} - \nabla_{v_2} [V^{ext}(r_1) + V^{ext}(r_2)] \cdot \nabla_{v_2} f^{(2)}
$$
\[- \nabla v^2(r_1, r_2) \cdot \nabla v^2 f^{(2)} \]
\[- \int dr_3 \, dv_3 \, \nabla v^2 [v_2(r_2, r_3) + v_2(r_1, r_3)] \cdot \nabla v^2 f^{(3)} \]
\[- \int dr_3 \, dv_3 \, v_3 v_2(r_1, r_2, r_3) \cdot \nabla v^2 f^{(3)} \]
\[= \nabla v^2 \cdot \left[ \gamma(v^2 + m k_B T \nabla v^2) f^{(2)} \right] + \frac{1}{\sqrt{2}} \chi_{r_2=r_1+\varepsilon n}(r_1 - r_2) \cdot n f^{(2)} \]
\[+ \frac{1}{\sqrt{2}} \int S \int R_3 \chi_{v_2-v_3}(n > 0) \left[ \frac{1}{\alpha^2} f^{(3)}([r_1, r_2, r_1 + \varepsilon n], [v_1^\text{out}, v_2, v_3^\text{out}], t) \right. \left. \cdot (v_1 - v_3) \cdot n \, dv_3 \, dn \right] \]
\[+ \frac{1}{\sqrt{2}} \int S \int R_3 \chi_{v_2-v_3}(n > 0) \left[ \frac{1}{\alpha^2} f^{(3)}([r_1, r_2, r_2 + \varepsilon n], [v_1, v_2^\text{out}, v_3^\text{out}], t) \right. \left. \cdot (v_2 - v_3) \cdot n \, dv_3 \, dn \right]. \] 
\[= \nabla v^2 \cdot \left[ \gamma(v^2 + m k_B T \nabla v^2) f^{(2)} \right] + \frac{1}{\sqrt{2}} \chi_{r_2=r_1+\varepsilon n}(r_1 - r_2) \cdot n f^{(2)} \] 
\[+ \frac{1}{\sqrt{2}} \int S \int R_3 \chi_{v_2-v_3}(n > 0) \left[ \frac{1}{\alpha^2} f^{(3)}([r_1, r_2, r_1 + \varepsilon n], [v_1^\text{out}, v_2, v_3^\text{out}], t) \right. \left. \cdot (v_1 - v_3) \cdot n \, dv_3 \, dn \right] \]
\[+ \frac{1}{\sqrt{2}} \int S \int R_3 \chi_{v_2-v_3}(n > 0) \left[ \frac{1}{\alpha^2} f^{(3)}([r_1, r_2, r_2 + \varepsilon n], [v_1, v_2^\text{out}, v_3^\text{out}], t) \right. \left. \cdot (v_2 - v_3) \cdot n \, dv_3 \, dn \right]. \] 
(5.32)

Note that the collision operator still affects the second equation in the BBGKY hierarchy, and will also appear in higher-order equations.

5.2 Uses of the BBGKY hierarchy

We have now constructed an equation which shows how the one-body reduced-phase-space probability distribution evolves over time. However, the one-body distribution function also relies on higher-order distribution functions which are also determined by other PDEs in the BBGKY hierarchy. Furthermore, even if terms involving higher-order distributions are neglected and we only consider the first equation in the BBGKY hierarchy, we are still left with a 2d-dimensional PDE to solve, which for \( d > 2 \) will become computationally intractable using standard methods. We therefore cannot use the hierarchy directly for simulation, we must make some approximations to truncate the hierarchy.

5.3 Moments of the hierarchy

It is common to consider moments of the BBGKY hierarchy to construct closed continuum models for particle systems. By taking moments in velocity we lose precise velocity characteristics of particles in the system, but are able to half the dimension of the system of PDEs. In many cases the quantities of interest for a particle system are provided by these moments, for example local densities.

A general \( k \)-particle \( n \)th order velocity moment is given by

\[ \langle Q^{n_1 \ldots n_k} f^{(k)}(r^k, t) \rangle := \int dv_1 \ldots dv_k v_1^{n_1} \otimes \ldots \otimes v_k^{n_k} f^{(k)}(r^k, v^k, t), \] 
(5.33)

where \( \otimes \) is the pre-defined tensor product and we define as the tensor product of a vector with
itself \( n \) times:

\[ x^{\otimes n} = x \otimes x \otimes \cdots \otimes x, \quad (5.34) \]

and \( \sum_{i=1}^{k} n_k = n \). We consider moments in \( \mathbf{v}_1 \) but moments in \( \mathbf{v}_2 \) follow symmetrically. For simplicity, we will not include any interaction terms that are more than pairwise, but their inclusion is straightforward.

We use the multi-dimensional product rule and integration by parts to determine that

\[
\int_{\mathbb{R}^d} v_{1}^{\otimes n}(\mathbf{v}_1 \cdot \nabla r_1) f(1) \, d\mathbf{v}_1 = \int_{\mathbb{R}^d} \nabla r_1 \cdot (v^{\otimes (n+1)} f(1)) \, d\mathbf{v}_1, \quad (5.35)
\]

\[
\int_{\mathbb{R}^d} v_{1}^{\otimes n} \nabla r_1 V^{\text{ext}} \cdot \nabla v_1 f(1) \, d\mathbf{v}_1 = -n \int_{\mathbb{R}^d} f(1) v_{1}^{\otimes (n-1)} \otimes \nabla r_1 V^{\text{ext}} \, d\mathbf{v}_1, \quad (5.36)
\]

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} v_{1}^{\otimes n} \nabla r_1 v_2 \cdot \nabla v_1 f(1) \, d\mathbf{v}_2 \, d\mathbf{v}_1 = -n \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(1) v_{1}^{\otimes (n-1)} \otimes \nabla r_1 v_2 \, d\mathbf{v}_2 d\mathbf{v}_1 \quad (5.37)
\]

The moments for the first BBGKY equation are then as follows:

\[
\frac{\partial}{\partial t} \langle Q^n f(1) \rangle = -\frac{1}{n} \nabla r_1 \cdot \langle Q^{n+1} f(1) \rangle - n(\nabla r_1 V^{\text{ext}}) \langle Q^{n-1} f(1) \rangle - n \int d\mathbf{r}_2 (\nabla r_1 v_2) \langle Q^{n-1} f(2) \rangle + \langle Q^n L_{\text{diss}}^{(1)} f(1) \rangle - \frac{1}{\sqrt{2}} \int_{S^{d-1}} \left\{ \int_{\mathbb{R}^d} v_{1}^{\otimes n}(\mathbf{v}_1 - \mathbf{v}_2) \cdot \mathbf{n} \chi_{(\mathbf{v}_1 - \mathbf{v}_2) \cdot \mathbf{n} > 0} f^{(2)}(\mathbf{r}_1, \mathbf{r}_2, \mathbf{n}, (\mathbf{v}_1, \mathbf{v}_2)) \, d\mathbf{v}_1 \, d\mathbf{v}_2 \right\} \, d\mathbf{n}, \quad (5.38)
\]

where

\[
f^{(2)}_{\alpha,\kappa}(\mathbf{r}_1, \mathbf{n}, \mathbf{v}^2) = \left[ f^{(2)}([\mathbf{r}_1, \mathbf{r}_1 + \varepsilon \mathbf{n}], [\mathbf{v}_1, \mathbf{v}_2], t) - \frac{1}{\alpha^2} f^{(2)}([\mathbf{r}_1, \mathbf{r}_1 + \varepsilon \mathbf{n}], [\mathbf{v}_1^{\text{out}}, \mathbf{v}_2^{\text{out}}], t) \right] \quad (5.39)
\]

and

\[
\langle Q^n L^{(1)}_{\text{diss}} f(1) \rangle = -n\gamma \langle Q^n f(1) \rangle + n(n-1)\gamma \text{mkBT}_{\text{res}} \langle Q^{n-2} f(1) \rangle 1, \quad (5.40)
\]

where \( 1 \) is the \( d \times d \) identity matrix and we define the dot product in the collision operator as the dot product in the final dimension of the tensor product.

The \( \mathbf{v}_1 \)-moments of the second equation of the BBGKY hierarchy are then given by

\[
\frac{\partial}{\partial t} \langle Q^{n,0} f(2) \rangle = -\frac{1}{n} \nabla r_1 \cdot \langle Q^{n+1,0} f(2) \rangle - \frac{1}{n} \nabla r_2 \cdot \langle Q^{n,1} f(2) \rangle - n(\nabla r_1 V^{\text{ext}} + \nabla r_2 (v_1, v_2)) \langle Q^{n-1,0} f(2) \rangle - n \int d\mathbf{r}_3 (\nabla v_2) \langle Q^{n-1,0,0} f(3) \rangle + \langle Q^n L^{(2)}_{\text{diss}} f(2) \rangle - \frac{1}{\sqrt{2}} \int_{S^{d-1}} \left\{ \int_{\mathbb{R}^d} v_{1}^{\otimes n}(\mathbf{v}_1 - \mathbf{v}_3) \cdot \mathbf{n} \chi_{(\mathbf{v}_1 - \mathbf{v}_3) \cdot \mathbf{n} > 0} f^{(3)}(\mathbf{r}^2, \mathbf{n}, \mathbf{v}^3) \, d\mathbf{v}_3 \right\} \, d\mathbf{n} - \frac{1}{\sqrt{2}} \int_{S^{d-1}} \left\{ \int_{\mathbb{R}^d} v_{1}^{\otimes n}(\mathbf{v}_2 - \mathbf{v}_3) \cdot \mathbf{n} \chi_{(\mathbf{v}_2 - \mathbf{v}_3) \cdot \mathbf{n} > 0} f^{(3)}(\mathbf{r}^2, \mathbf{n}, \mathbf{v}^3) \, d\mathbf{v}_3 \right\} \, d\mathbf{n}, \quad (5.41)
\]
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where
\[
\bar{f}^{(3)}_{\alpha, \epsilon}(r^2, n, v^3) = \left[ f^{(3)}([r_1, r_2, r_1 + \epsilon n], [v_1, v_2, v_3], t) - \frac{1}{\alpha^2} f^{(3)}([r_1, r_2, r_1 + \epsilon n], [v_1^{\text{out}}, v_2^{\text{out}}, v_3^{\text{out}}], t) \right],
\]
and
\[
\langle Q^{n, 0} \mathcal{L}^{(2)}_{\text{diss}} \rangle = -n \gamma \langle Q^{n, 0} f^{(2)} \rangle + n(n - 1) \gamma m k_B T_{\text{res}} \langle Q^{n-2, 0} f^{(2)} \rangle T_1. \tag{5.42}
\]
In a similar approach we can then determine moments for any equation in the BBGKY hierarchy.

5.4 Discussion

In this chapter we have constructed the first and second equations in the BBGKY hierarchy for systems of hard, spherical particles that collide inelastically. The resulting equations are well-known in the literature, for point-like particles [139] and in the hard-sphere case [46], as collision operators are generally included at this point in the derivation. However, in our case we have shown that the collision operators also occur as a result of the rigorously-derived Liouville equation in chapter 4. This involved additional integral calculations, but as we knew that the collisional effects were contained in the Liouville equation, little additional theory was required. The resulting equations have an explicit dependence on higher-order distributions, due to particle-particle interactions governed by interaction potentials and instantaneous events.

Following the construction of the BBGKY hierarchy, we then determined the general form of velocity moments of the first and second equation. This halves the dimensionality of the equations under consideration, however in addition to the dependence on higher-order distributions, we saw that the \( n \)th moments of the \( k \)th BBGKY hierarchy also depend on the \( (n+1) \)th moment of the same equation. As a result we cannot use the BBGKY equations to directly simulate granular media. We therefore require approximations that allow us to write the \( (n+1) \)th moment of distributions in terms of the first \( n \) moments, so that we can create a closed system of equations from the results of the BBGKY hierarchy. Thus, in the next chapter we investigate suitable moment closure schemes that help us construct a computationally-tractable continuum model.
Chapter 6

Moment closure methods

6.1 Motivation

Moment closure is a common method that is used to estimate moments of a stochastic process [140]. In systems that are approximated by a system of particles at the microscopic level, the moments of the stochastic or deterministic process of the microscopic dynamics may be of interest. It is common that the evolution of these moments will be determined by a set of differential equations, where the equation for the $i^{th}$ moment will depend on the $(i+1)^{th}$ moment. Such an example is the BBGKY hierarchy, as derived in chapter 5. In this case the moments are of interest because they reduce the dimensionality of the system, and represent understandable physical quantities.

There are many different moment closure methods available in the literature, and the suitable moment closure scheme will depend on the system of interest. The simplest method is simply to set all moments which are a higher order than a selected value $j$ to zero [140], which directly truncates the hierarchy. More relevant to kinetic theory is Grad’s 13 moment equations [141], that utilize a moment closure method, where the phase density is approximated by a Hermite polynomial expansion about a local Maxwellian equilibrium distribution [142]. For more information on various moment closure methods and their applications, we refer the reader to [143].

One moment-closure method that produces a closed set of equations from the BBGKY hierarchy is the maximum entropy method [78]. By asserting that the particle distributions must maximise statistical entropy, one can write any unknown quantities in a chosen truncated set of equations in the hierarchy in terms of known quantities. We provide more information on maximum entropy moment closure in section 6.5. As an example, the simplest maximum entropy moment closure case leads to a system of 5 equations of motion (in the three-dimensional case): one for the density $\rho(r, t)$, three for the local average velocity $\mathbf{v}(r, t)$, and one for the correlation function $g^{(2)}(r_1, r_2, t)$. These results can be modified to include collisional terms in a straightforward manner. Unfortunately the resulting equations involve six-dimensional quantities that will be computationally intractable using standard numerical schemes. We therefore require a closure scheme that results in only three-dimensional quantities.

We wish to close the moments of the BBGKY hierarchy with the aim to construct a set of equations we can use for efficient simulations. Before we apply any moment closure procedure, we
introduce some new notation. Let

\[ \rho^{(k)}(r^k, t) = \int du^k f^{(k)}(r^k, u^k, t), \] (6.1)
\[ u^{(k)}_j(r^k, t) = \int du^k v_j f^{(k)}(r^k, u^k, t), \] (6.2)
\[ \Pi_{ij}^{(k)}(r^k, t) = \int du^k v_i v_j f^{(k)}(r^k, v^k, t), \] (6.3)
\[ Q_{ijl}^{(k)}(r^k, t) = \int du^k v_i v_j v_l f^{(k)}(r^k, v^k, t). \] (6.4)

The quantities \( \rho^{(k)} \), \( u^{(k)}_j \), \( \Pi_{ij}^{(k)} \) and \( Q_{ijl}^{(k)} \) are then scalars, vectors, matrices and 3-tensors respectively, where \( \rho^{(k)} \) is the \( k \)-body density, \( u^{(k)}_j \) is the \( k \)-body local average velocity of particle \( j \), \( \Pi_{ij}^{(k)} \) is the un-centred covariance in the local velocity between particles \( i \) and \( j \), and \( Q_{ijl}^{(k)} \) provides higher order covariances between particles \( i, j \) and \( l \).

We will also use the collision operator \( \mathcal{L}_{\text{coll}} \) considered in eq. (4.79). It is difficult to construct analytic forms for the collision operator due to the presence of the characteristic function. Before considering moment closure methods we therefore discuss calculations necessary to construct moments of the collision operator.

### 6.2 Moments of the collision operator

We are interested in the first three moments of the derived collision operator in the first equation of the BBGKY hierarchy:

\[ \mathcal{L}_{\text{coll}}[f^{(2)}] = -\frac{1}{\sqrt{2}} \int_{\mathbb{R}^d} \int_{\mathbb{S}^{d-1}} \chi(v_1 - v_2) n > 0 (v_1 - v_2) \cdot n \]
\[ \times \left[ \frac{1}{\alpha^2} f^{(2)}([r_1, r_1 + \varepsilon n], [v_1^{\text{out}}, v_2^{\text{out}}], t) - f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \right] dv_2\,dn. \] (6.5)

The \( i \)th moment of the collision operator is then given by

\[ \mathcal{M}_i \left( \mathcal{L}_{\text{coll}}[f^{(2)}] \right) = -\frac{1}{\sqrt{2}} \int_{\mathbb{R}^d} \int_{\mathbb{S}^{d-1}} \chi(v_1 - v_2) n > 0 v_1^{\Theta i} (v_1 - v_2) \cdot n \]
\[ \times \left[ \frac{1}{\alpha^2} f^{(2)}([r_1, r_1 + \varepsilon n], [v_1^{\text{out}}, v_2^{\text{out}}], t) - f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \right] dv_2\,dn. \] (6.6)

We then use the reverse collision rule as a substitution for the first term in the square brackets:

\[ v_1' = v_1 - \frac{1 + \alpha}{2\alpha} [(v_1 - v_2) \cdot n] n, \quad v_2' = v_2 - \frac{1 + \alpha}{2\alpha} [(v_1 - v_2) \cdot n] n. \]

This results in the following equation:

\[ \mathcal{M}_i \left( \mathcal{L}_{\text{coll}}[f^{(2)}] \right) = \frac{1}{\sqrt{2}} \int_{\mathbb{R}^d} \int_{\mathbb{S}^{d-1}} \chi(v_1 - v_2) n > 0 v_1^{\Theta i} (v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) dv^2\,dn \]
\[ + \frac{1}{\sqrt{2}} \int_{\mathbb{R}^d} \int_{\mathbb{S}^{d-1}} \chi(v_1 - v_2) n < 0 \left( v_1 - \frac{1 + \alpha}{2} ((v_1 - v_2) \cdot n) n \right) \]
\[ \times (v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) dv^2\,dn. \] (6.7)
When \( i = 0 \) the two integrals can be combined and so we find
\[
M_0 \left( L_{\text{coll}} f^{(2)} \right) = \frac{1}{\sqrt{2}} \int_{S^{d-1}} \int_{\mathbb{R}^d} \chi(v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \, dv^2 \, dn \\
+ \frac{1}{\sqrt{2}} \int_{S^{d-1}} \int_{\mathbb{R}^d} \chi(v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \, dv^2 \, dn \\
= \frac{1}{\sqrt{2}} \int_{S^{d-1}} \int_{\mathbb{R}^d} (v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \, dv^2 \, dn \\
= \frac{1}{\sqrt{2}} \int_{S^{d-1}} \left[ u^{(2)}_1([r_1, r_1 + \varepsilon n], t) - u^{(2)}_2([r_1, r_1 + \varepsilon n], t) \right] \cdot n \, dn. \quad (6.8)
\]

We will see that that as \( \varepsilon \rightarrow 0 \) the values of \( u^{(2)}_i \) in \( M_0(L_{\text{coll}} f^{(2)}) \) are the same, so the terms involved disappear. We are then left with the integral of an odd function over a unit sphere, which is zero. When \( i = 1 \) we can write
\[
M_1 \left( L_{\text{coll}} f^{(2)} \right) = \frac{1}{\sqrt{2}} \int_{S^{d-1}} \int_{\mathbb{R}^d} v_1(v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \, dv^2 \, dn \\
- \frac{1 + \alpha}{2\sqrt{2}} \int_{S^{d-1}} n \int_{\mathbb{R}^d} \chi(v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \, dv^2 \, dn, \\
= \frac{1}{\sqrt{2}} \int_{S^{d-1}} \left[ \Pi^{(2)}_{11}([r_1, r_1 + \varepsilon n], t) - \Pi^{(2)}_{12}([r_1, r_1 + \varepsilon n], t) \right] \cdot n \, dn \\
- \frac{1 + \alpha}{2\sqrt{2}} \int_{S^{d-1}} n \int_{\mathbb{R}^d} \chi(v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \, dv^2 \, dn.
\]

Again we see that when \( \varepsilon \rightarrow 0 \) the first integral in \( M_1(L_{\text{coll}} f^{(2)}) \) will disappear as the argument of the integral becomes odd in \( n \).

When \( i = 2 \) we expand
\[
\left( v_1 - \frac{1 + \alpha}{2} (v_1 - v_2) \cdot n \right)^\otimes = v_1 \otimes v_1 - \frac{(1 + \alpha)}{2} (v_1 - v_2) \cdot n (v_1 \otimes n + n \otimes v_1) + \frac{(1 + \alpha)^2}{4} ((v_1 - v_2) \cdot n)^2 n \otimes n
\]
to rewrite the next moment as
\[
M_2 \left( L_{\text{coll}} f^{(2)} \right) = \frac{1}{\sqrt{2}} \int_{S^{d-1}} \int_{\mathbb{R}^d} v_1 \otimes v_1 (v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \, dv^2 \, dn \\
- \frac{1 + \alpha}{2\sqrt{2}} \int_{S^{d-1}} \left[ \left( \int_{\mathbb{R}^d} \chi(v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \, dv^2 \right) \otimes n \\
+ n \otimes \left( \int_{\mathbb{R}^d} \chi(v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \, dv^2 \right) \right] \, dn \\
+ \frac{(1 + \alpha)^2}{4\sqrt{2}} \int_{S^{d-1}} \left( n \otimes n \right) \left( \int_{\mathbb{R}^d} \chi(v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \, dv^2 \right) \, dn.
\]
The first term is given by
\[
\frac{1}{\sqrt{2}} \int_{S^{d-1}} \int_{\mathbb{R}^d} v_1 \otimes v_1 (v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \, dv^2 \, dn \\
= \frac{1}{\sqrt{2}} \int_{S^{d-1}} \left[ Q^{(2)}_{11}(t, r_1 + \varepsilon n) - Q^{(2)}_{12}(t, r_1 + \varepsilon n) \right] \cdot n \, dn.
\]
The remaining integral terms in the first three moments are:

\[ A_1 = \frac{\gamma}{6} \int_{\mathbb{R}^{d-1}} n \int_{\mathbb{R}^d} \chi(v_1 - v_2, n) n < 0 [(v_1 - v_2) \cdot n] f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) dv^2 dn, \]

(6.9)

\[ A_2 = \int_{\mathbb{R}^{d-1}} n \int_{\mathbb{R}^d} \chi(v_1 - v_2, n) n < 0 [n \otimes v_1 + v_1 \otimes n][(v_1 - v_2) \cdot n] f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) dv^2 dn, \]

(6.10)

\[ A_3 = \frac{1}{2} \int_{\mathbb{R}^{d-1}} n \otimes n \int_{\mathbb{R}^d} \chi(v_1 - v_2, n) n < 0 [(v_1 - v_2) \cdot n]^3 f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) dv^2 dn. \]

(6.11)

For \( A_1 \), if we expand the scalar product in the integral we have

\[ A_1 = \int_{\mathbb{R}^{d-1}} n \int_{\mathbb{R}^d} \chi(v_1 - v_2, n) n < 0 [(v_1 \cdot n)^2 - (v_1 \cdot n)(v_2 \cdot n)] f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) dv^2 dn \]

\[ + \int_{\mathbb{R}^{d-1}} n \int_{\mathbb{R}^d} \chi(v_1 - v_2, n) n < 0 [(v_2 \cdot n)^2 - (v_1 \cdot n)(v_2 \cdot n)] f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) dv^2 dn. \]

In the second integral we then switch the labelling for \( v_1 \) and \( v_2 \) and use the symmetry of \( f^{(2)} \) to find:

\[ A_1 = \int_{\mathbb{R}^{d-1}} n \left[ \int_{\mathbb{R}^d} \chi(v_1 - v_2, n) n > 0 [(v_1 \cdot n)^2 - (v_1 \cdot n)(v_2 \cdot n)] f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) dv^2 \right] dn. \]

(6.12)

Thus when \( \varepsilon \to 0 \) we are left with the integral of an odd function over the unit sphere, which is zero. This shows that the effect of collisions on the local average velocity is negligible when particles are small.

The integrals \( A_2 \) and \( A_3 \) cannot be reduced to odd functions over the unit sphere in the limit as \( \varepsilon \to 0 \), and so are non-zero and contribute to the dynamics. It is difficult to simplify these equations any further independently of dimension due to the inclusion of the characteristic function. We will consider the calculations in \( d = 1 \) and \( d = 2 \) in appendix A.

### 6.2.1 The RET collision operator

We also provide a comparison with the RET collision operator

\[ \mathcal{L}^{\text{RET}}_{\text{col}}[f^{(2)}] = -\sigma^{d-1} \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}^d} \chi(v_1 - v_2, n) n > 0 (v_1 - v_2) \cdot n \]

\[ \times \left[ \frac{1}{\alpha^2} f^{(2)}([r_1, r_1 - \varepsilon n], [v_1^\text{out}, v_2^\text{out}], t) - f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) \right] dv_2^2 dn. \]

(6.13)

We consider the moments of the RET collision operator and apply the collisional substitution so that

\[ \mathcal{M}_i \left( \mathcal{L}^{\text{RET}}_{\text{col}}[f^{(2)}] \right) = \sigma^{d-1} \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}^d} \chi(v_1 - v_2, n) n > 0 v^{\otimes i} \]

\[ \times (v_1 - v_2) \cdot n f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) dv^2 dn \]

(6.14)
\[ + \sigma^{d-1} \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}^{d}} \chi(v_1 - v_2) n < 0 (v_1 - \frac{1 + \alpha}{2} ((v_1 - v_2) \cdot n)n)^{\otimes 2} \times (v_1 - v_2) \cdot n f^{(2)}(r_1, r_1 + \varepsilon n, v^2, t) \, dv^2 \, dn. \] (6.15)

For the first moment by switching the notation in the second integral and using the symmetry, we have that
\[ M_0 \left( \mathcal{L}_{\text{coll}}^{\text{RET}} \left[ f^{(2)} \right] \right) = \sigma^{d-1} \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}^{d}} \chi(v_1 - v_2) n > 0 (v_1 - v_2) \cdot n \times \left[ f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) - f^{(2)}([r_1 - \varepsilon n, r_1, v^2, t]) \right] \, dv^2 \, dn. \] (6.16)

For the second moment,
\[ M_1 \left( \mathcal{L}_{\text{coll}}^{\text{RET}} \left[ f^{(2)} \right] \right) = \sigma^{d-1} \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}^{d}} \chi(v_1 - v_2) n > 0 v_1 (v_1 - v_2) \cdot n \times \left[ f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) - f^{(2)}([r_1 - \varepsilon n, r_1, v^2, t]) \right] \, dv^2 \, dn \]
\[ - \frac{\sigma^{d-1}(1 + \alpha)}{2} \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}^{d}} \chi(v_1 - v_2) n < 0 n (v_1 - v_2) \cdot n^2 f^{(2)}([r_1, r_1 - \varepsilon n], v^2, t) \, dv^2 \, dn, \]
and for the third
\[ M_2 \left( \mathcal{L}_{\text{coll}}^{\text{RET}} \left[ f^{(2)} \right] \right) = \sigma^{d-1} \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}^{d}} \chi(v_1 - v_2) n > 0 v_1^{\otimes 2} (v_1 - v_2) \cdot n \times \left[ f^{(2)}([r_1, r_1 + \varepsilon n], v^2, t) - f^{(2)}([r_1 - \varepsilon n, r_1, v^2, t]) \right] \, dv^2 \, dn \]
\[ - \frac{\sigma^{d-1}(1 + \alpha)}{2} \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}^{d}} \chi(v_1 - v_2) n < 0 (v_1 - v_2) \cdot n^2 \times [n \otimes v_1 + v_1 \otimes n] f^{(2)}([r_1, r_1 - \varepsilon n], v^2, t) \, dv^2 \, dn \]
\[ + \frac{\sigma^{d-1}(1 + \alpha)^2}{4} \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}^{d}} \chi(v_1 - v_2) n < 0 n \otimes n (v_1 - v_2) \cdot n^2 f^{(2)}([r_1, r_1 - \varepsilon n], v^2, t) \, dv^2 \, dn. \]

Thus aside from the first terms in each of the moments the results from the Boltzmann collision operator can also be applied to the RET collision operator, after a change of sign.

### 6.2.2 Collision terms in the second BBGKY equation

Collision terms also contribute to the first three moments of the second equation of the BBGKY hierarchy. The terms that arise in this case are

\[ \mathcal{L}_{\text{coll}}^{\text{RET}} \left[ f^{(2)}, f^{(3)} \right] := - \frac{1}{\sqrt{2}} \chi_{r_2 = r_1 + \varepsilon n} (r_1 - r_2) \cdot n f^{(2)}(r^2, v^2, t) \]
\[ - \frac{1}{\sqrt{2}} \int_{\mathbb{R}^2} \int_{\mathbb{R}^4} \chi(v_1 - v_2) n > 0 \left[ \frac{1}{\alpha^2} f^{(3)}([r_1, r_2, r_1 + \varepsilon n], [v_1^{\otimes 2}, v_2, v_3^{\otimes 2}], t) - \right] \]
\[ - f^{(3)}([r_1, r_2, r_1 + \varepsilon n], v^3, t) \right] (v_1 - v_3) \cdot n \, dv_3 \, dn \]
\[ - \frac{1}{\sqrt{2}} \int_{\mathbb{R}^2} \int_{\mathbb{R}^4} \chi(v_2 - v_3) n > 0 \left[ \frac{1}{\alpha^2} f^{(3)}([r_1, r_2, r_1 + \varepsilon n], [v_1, v_2^{\otimes 2}, v_3^{\otimes 2}], t) \right. \]
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Moments of the first term in $L_2^{\text{coll}}[f^{(2)}, f^{(3)}]$ can be constructed easily as the characteristic function does not involve velocities $v^2$. The other terms can be considered in the same way as in the first moment, we are left with

$$
\mathcal{M}_0 \left( L_2^{\text{coll}}[f^{(2)}, f^{(3)}] \right) = - \frac{1}{\sqrt{2}} \chi_{\mathbb{R}^d+1+\varepsilon n} \left( \Pi_1^{(2)}([r_1, r_1 + \varepsilon n], t) - \Pi_1^{(2)}([r_1, r_1 + \varepsilon n], t) \right) \cdot n \\
+ \frac{1}{\sqrt{2}} \int_{\mathbb{R}^d-1} \chi_{\mathbb{R}^d+1+\varepsilon n} \left( \Pi_1^{(3)}([r_1, r_2, r_1 + \varepsilon n], t) - \Pi_1^{(3)}([r_1, r_2, r_1 + \varepsilon n], t) \right) \cdot n \, dn \\
+ \frac{1}{\sqrt{2}} \int_{\mathbb{R}^d-1} \chi_{\mathbb{R}^d+1+\varepsilon n} \left( \Pi_1^{(3)}([r_1, r_2, r_1 + \varepsilon n], t) - \Pi_1^{(3)}([r_1, r_2, r_1 + \varepsilon n], t) \right) \cdot n \, dn,
$$

(6.18)

$$
\mathcal{M}_1 \left( L_2^{\text{coll}}[f^{(2)}, f^{(3)}] \right) = - \frac{1}{\sqrt{2}} \chi_{\mathbb{R}^d+1+\varepsilon n} \left( \Pi_1^{(2)}([r_1, r_1 + \varepsilon n], t) - \Pi_1^{(2)}([r_1, r_1 + \varepsilon n], t) \right) \cdot n \\
+ \frac{1}{\sqrt{2}} \int_{Gd-1} \chi_{\mathbb{R}^d+1+\varepsilon n} \left( \Pi_1^{(3)}([r_1, r_2, r_1 + \varepsilon n], t) - \Pi_1^{(3)}([r_1, r_2, r_1 + \varepsilon n], t) \right) \cdot n \, dn \\
- \frac{1}{2\sqrt{2}} \int_{Gd-1} n \int_{\mathbb{R}^d} \chi((v_1 - v_3) \cdot n < 0) (v_1 - v_3) \cdot n \, f^{(3)}([r_1, r_2, r_1 + \varepsilon n], v^3, t) \, dv^3 \, dn \\
+ \frac{1}{\sqrt{2}} \int_{Gd-1} \chi_{\mathbb{R}^d+1+\varepsilon n} \left( \Pi_1^{(3)}([r_1, r_2, r_1 + \varepsilon n], t) - \Pi_1^{(3)}([r_1, r_2, r_1 + \varepsilon n], t) \right) \cdot n \, dn,
$$

(6.19)

$$
\mathcal{M}_2 \left( L_2^{\text{coll}}[f^{(2)}, f^{(3)}] \right) = - \frac{1}{\sqrt{2}} \chi_{\mathbb{R}^d+1+\varepsilon n} \left( Q_1^{(2)}([r_1, r_1 + \varepsilon n], t) - Q_1^{(2)}([r_1, r_1 + \varepsilon n], t) \right) \cdot n \\
+ \frac{1}{\sqrt{2}} \int_{Gd-1} \chi_{\mathbb{R}^d+1+\varepsilon n} \left( Q_1^{(3)}([r_1, r_2, r_1 + \varepsilon n], t) - Q_1^{(3)}([r_1, r_2, r_1 + \varepsilon n], t) \right) \cdot n \, dn \\
- \frac{1}{2\sqrt{2}} \int_{Gd-1} n \int_{\mathbb{R}^d} \chi((v_1 - v_3) \cdot n < 0) (v_1 - v_3) \cdot n \, f^{(3)}([r_1, r_2, r_1 + \varepsilon n], v^3, t) \, dv^3 \otimes n \\
+ \frac{1}{\sqrt{2}} \int_{Gd-1} \chi_{\mathbb{R}^d+1+\varepsilon n} \left( Q_1^{(3)}([r_1, r_2, r_1 + \varepsilon n], t) - Q_1^{(3)}([r_1, r_2, r_1 + \varepsilon n], t) \right) \cdot n \, dn.
$$

(6.20)

The integrals here that involve characteristic functions are analogous to $A_1$, $A_2$ and $A_3$ considered in the first case, which implies that the derivations considered in Appendix A can be modified and used to construct computationally efficient forms for the terms here.

We can now rewrite the first three moments of the first two equations of the BBGKY hierarchy.
6.3 The BBGKY equations

The first three moments of the first BBGKY hierarchy can then be written as:

\[
\frac{\partial}{\partial t} \rho^{(1)}(r_1, t) = -\frac{1}{m} \nabla_{r_1} \cdot u^{(1)}(r_1, t) + \frac{1}{\sqrt{2}} \int_{S^{d-1}} \left[ u^{(2)}_1([r_1, r_1 + \varepsilon n], t) - u^{(2)}_2([r_1, r_1 + \varepsilon n], t) \right] \cdot n \, dn, 
\]

(6.21)

\[
\frac{\partial}{\partial t} u^{(1)}_1(r_1, t) = -\frac{1}{m} (\nabla_{r_1} \cdot \Pi^{(1)}_{11}(r_1, t)) - (\nabla_{r_1} V^{\text{ext}}) \rho^{(1)}(r_1, t)
\]

\[
- \int dr_2 (\nabla_{r_1} v_2(r_1, r_2)) \rho^{(2)}(r_1, r_2, t)
\]

\[
- \frac{1}{\sqrt{2}} \int_{S^{d-1}} \left[ \Pi^{(2)}_{11}(r_1, r_1 + \varepsilon n, t) - \Pi^{(2)}_{12}(r_1, r_1 + \varepsilon n, t) \right] \cdot n \, dn
\]

\[
+ \frac{1 + \alpha}{2\sqrt{2}} \int_{S^{d-1}} n \int_{\mathbb{R}^d} \chi(v_1 - v_2) \mathcal{N}_0[(v_1 - v_2) \cdot n] f^{(2)}((r_1, r_1 + \varepsilon n), v^2, t) \, dv^2 \, dn,
\]

(6.22)

\[
\frac{\partial}{\partial t} \Pi^{(1)}_{11}(r_1, t) = -\frac{1}{m} (\nabla_{r_1} \cdot Q^{(1)}_{111}(r_1, t)) - (\nabla_{r_1} V^{\text{ext}}) u^{(1)}_1(r_1, t)
\]

\[
- \int dr_2 (\nabla_{r_1} v_2(r_1, r_2)) u^{(2)}_1(r_1, r_2)
\]

\[
- \frac{1}{\sqrt{2}} \int_{S^{d-1}} \left[ Q^{(2)}_{111}([r_1, r_1 + \varepsilon n], t) - Q^{(2)}_{112}([r_1, r_1 + \varepsilon n], t) \right] \cdot n \, dn
\]

\[
+ \frac{1 + \alpha}{2\sqrt{2}} \int_{S^{d-1}} n \int_{\mathbb{R}^d} \chi(v_1 - v_2) \mathcal{N}_0[(v_1 - v_2) \cdot n] f^{(2)}((r_1, r_1 + \varepsilon n), v^2, t) \, dv^2 \, dn
\]

\[
- \frac{(1 + \alpha)^2}{4\sqrt{2}} \int_{S^{d-1}} (n \otimes n) \left[ \int_{\mathbb{R}^d} \chi(v_1 - v_2) \mathcal{N}_0[(v_1 - v_2) \cdot n] f^{(2)}((r_1, r_1 + \varepsilon n), v^2, t) \, dv^2 \, dn \right].
\]

(6.23)

The moments for the second equation read:

\[
\frac{\partial}{\partial t} \rho^{(2)}(r_1, r_2, t) = -\frac{1}{m} \nabla_{r_1} \cdot u^{(2)}_1(r_1, r_2, t) - \frac{1}{m} \nabla_{r_2} \cdot u^{(2)}_2(r_1, r_2, t) + \mathcal{M}_0 \left( \mathcal{L}^{2}_{\text{coll}}[f^{(2)}, f^{(3)}] \right),
\]

(6.24)

\[
\frac{\partial}{\partial t} u^{(2)}_1(r_1, r_2, t) = -\frac{1}{m} \nabla_{r_1} \cdot \Pi^{(2)}_{11}(r_1, r_2, t) - \frac{1}{m} \nabla_{r_1} \cdot \Pi^{(2)}_{12}(r_1, r_2, t)
\]

\[
- (\nabla_{r_1} V^{\text{ext}} + \nabla_{r_1} v_2(r_1, r_2)) \rho^{(2)}(r_1, r_2, t)
\]

\[
- \int dr_3 (\nabla_{r_1} v_2(r_1, r_3)) \rho^{(3)}(r_1, r_2, r_3, t)
\]

\[
- \mathcal{M}_1 \left( \mathcal{L}^{2}_{\text{coll}}[f^{(2)}, f^{(3)}] \right),
\]

(6.25)

\[
\frac{\partial}{\partial t} \Pi^{(2)}_{11}(r_1, r_2, t) = -\frac{1}{m} \nabla_1 \cdot Q^{(2)}_{111}(r_1, r_2, t) - \frac{1}{m} \nabla_1 \cdot Q^{(2)}_{112}(r_1, r_2, t)
\]

\[
- 2(\nabla_{r_1} V_1 + \nabla_{r_1} V_{12}) u^{(2)}_1(r_1, r_2, t)
\]

(6.26)
\[- \int \mathbf{r}_3 (\nabla \mathbf{r}_1, \mathbf{V}_{13}) u_1^{(3)} (\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3, t) \]
\[- \mathcal{M}_2 \left( \mathcal{L}_{\text{coll}}^2 [f^{(2)}, f^{(3)}] \right) , \]
where \( \mathcal{M}_i \left( \mathcal{L}_{\text{coll}}^2 [f^{(2)}, f^{(3)}] \right) \) are the moments of the collisional terms in the second BBGKY hierarchy.

### 6.4 Dynamical density functional theory

After constructing the BBGKY hierarchy, we must make some assumptions that allow us to truncate the chain of PDEs in a way that reduces the dimensionality of the system to something which is accessible to fast numerical methods.

Recently, dynamical density functional theory (DDFT) has provided useful results for modelling a variety of particle systems. Derivations of a DDFT are motivated by the fact that the following rigorously known relationship between the \( N \)-particle distribution function and the one-body position density \([144]:\)

\[
\rho (\mathbf{r}_1, t) = N \int_{\mathbb{R}^{(N-1)d}} \int_{\mathbb{R}^d} f^{(N)} (\mathbf{r}_N, \mathbf{v}_N, t) \chi_{D_N} (\mathbf{r}_1, t) \, d\mathbf{v}_N \, d\mathbf{r}_N. \tag{6.27}
\]

DDFTs have been constructed for various particle systems, usually focussing on colloids (soft particles suspended in a bath). One of the first DDFTs constructed was in the over-damped case, where the friction coefficient \( \gamma \) is large. In this case, \([71]\) constructed a PDE determining how the density of the system of particles changes over time, relying on assumptions on the correlations between higher and lower-order distributions:

\[
\frac{\partial \rho}{\partial t} = \frac{1}{\gamma m} \nabla \cdot \left[ \rho (\mathbf{r}, t) \nabla \frac{\delta \mathcal{F}[\rho (\mathbf{r}, t)]}{\delta \rho (\mathbf{r}, t)} \right] , \tag{6.28}
\]

where \( \mathcal{F}[\rho] \) is the Helmholtz free energy functional (defined at equilibrium) and \( \delta \mathcal{F}[\rho (\mathbf{r}, t)]/\delta \rho (\mathbf{r}, t) \) is its functional derivative. Thus given a good understanding of \( \mathcal{F}[\rho] \), a well-studied energy functional from classical density functional theory, non-equilibrium dynamics can be simulated, with the guarantee that the equilibrium profile will be correct.

Following from this, DDFTs that incorporated inertial effects were constructed \([68], [73]\), for example in \([68]\) they provide

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0 , \tag{6.29}
\]
\[
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right) + \gamma \rho \mathbf{v} = \frac{1}{m} \rho \nabla \frac{\delta \mathcal{F}[\rho]}{\delta \rho} . \tag{6.30}
\]

Both equations can include volume exclusion effects by including terms in the free energy functional. Results are also available for volume exclusion \([88], [89]\), as well as hydrodynamic interactions \([69]\), non-spherical particles \([145]\) and multiple species systems \([76]\). However, these results cannot be appropriate for granular media because they do not involve (inelastic) collisional effects. In \([74]\), the RET collision operator is used in a one-dimensional derivation to construct a DDFT for the density of a system of particles that undergo inelastic effects. This paper provides important insight.
into the thermodynamic properties of hard, inelastic rods. However, the results are restricted to
one dimension, and a single equation is constructed that is used to model the density of the system
of particles incorporates effects that occur due to collisions, when we have seen that the effects are
most prevalent in the kinetic energy of the system. Furthermore, an analytic approximation on
form of the the correlation function \( g^{(2)} \) (which we introduce in eq. (6.32)) is used, which we will
see in chapter 7 is not appropriate for inelastic systems.

In this case, we prefer to construct a set of equations that model the density, local average
velocity, and fluctuations in the kinetic temperature of a system of inelastic hard spheres in \( d \)
dimensions, using the results we have obtained so far, by making three assumptions on the system
under consideration. We make a weaker assumption on the form of the correlation function, instead
choosing to construct \( g^{(2)} \) numerically in the examples we consider.

We begin the construction of a DDFT for granular media by considering the first three moments
of the first equation in the BBGKY hierarchy, eqs. (6.21) to (6.23).

6.4.1 Assumptions for the DDFT

There are three assumptions that are made to close the system of equations.

1. We approximate many-body interactions in the non-equilibrium system using those of a fluid
at equilibrium with the same one-body density profile [68]:

\[
- \int dv_1 \left[ \int dr_2 \int dv_2 \nabla r_1 \cdot dv_1 f^{(2)} \right] + \int \int \int dr_2 \int dv_2 \int dr_3 \int dv_3 \nabla r_1 \cdot dv_1 f^{(3)} + \ldots = \rho(r_1) \frac{\delta \mathcal{F}_{\text{ex}}[\rho(r_1)]}{\delta \rho(r_1)}
\]

where \( \frac{\delta \mathcal{F}_{\text{ex}}[\rho(r_1)]}{\delta \rho(r_1)} \) is the functional derivative of the excess part of the Helmholtz free energy
functional [146]. This term is well studied and numerical schemes to approximate various
interparticle potentials are available. The free energy functional is also used to incorporate
volume exclusion in the system using the (exact) Percus free energy functional in one dimen-
sion [88], or the (accurate) fundamental measure theory in multiple dimensions [89]. In our
examples we will use the free energy functional to approximate volume exclusion effects.

2. We can write higher-order distributions as follows:

\[
f^{(k)}(r^k, v^k, t) = g^{(k)}(r^k, t) \prod_{i=1}^{k} f^{(1)}(r_i, v_i), \quad (6.32)
\]

i.e. higher-order distributions are uncorrelated in velocity. Although the effect of inelastic
collisions between particles produces correlations in particle velocities, we assume that the
effects are short-range so are dominated by correlations in position. This assumption is also
implemented in the maximum entropy moment closure method when a Maxwellian reference
distribution is considered.

3. The one-particle distribution function can be approximated by a local equilibrium Maxwell-
Boltzmann distribution \[139\]:
\[
  f^{(1)}_{le}(r, v, t) = \frac{\rho(r, t)}{2\pi mk_B T E(r, t)} \exp\left(-\frac{1}{2 mk_B T}(v - \bar{p}(r, t))^T E(r, t)^{-1}(v - \bar{p}(r, t))\right).
\] (6.33)

We note that the local equilibrium of a granular fluid is known not to be Maxwellian \[147\]. However, by assuming a Maxwellian distribution we are able to write the second moment of \( f^{(1)} \) in terms of known quantities. In fact, under these assumptions
\[
\int_{\mathbb{R}^d} f^{(1)}_{le}(r, v, t) \, dv = \rho(r, t),
\] (6.34)
\[
\int_{\mathbb{R}^d} v \otimes v f^{(1)}_{le}(r, v, t) \, dv = \frac{k_B T \rho(r, t)}{m} E(r, t) + \frac{\rho(r, t)}{m^2} \bar{p}(r, t) \otimes \bar{p}(r, t).
\] (6.36)

There have been other approximations for the local equilibrium, such as the Sonine polynomial approximation \[129\], that could also be implemented here (and may be more appropriate). Alternatively additional correctional terms can be included, which have been considered in the colloidal case \[70\], \[148\].

Under these assumptions we can use the first three moments of the first equation in the BBGKY hierarchy to create a DDFT for granular media.

### 6.4.2 A DDFT for granular media

The first equation in the DDFT is determined by the first moment of eq. (5.22). The derivation is straightforward, as most terms in the first moment of the first BBGKY hierarchy cancel and we are left with:
\[
\frac{\partial}{\partial t} \rho(r, t) = -\frac{1}{m} \nabla_r \cdot \bar{u}^{(1)}(r, t) - \mathcal{M}_0\left(\mathcal{L}_{\text{coll}}[f^{(2)}]\right) = -\frac{1}{m} \nabla_r \cdot \bar{u}^{(1)}(r, t) - \frac{1}{\sqrt{2}} \int_{\mathbb{R}^{d-1}} \left[ u^{(2)}_1([r_1, r_1 + \varepsilon n], t) - u^{(2)}_2([r_1, r_1 + \varepsilon n], t) \right] \cdot n \, dn.
\] (6.37)

By writing
\[
  u^{(1)}_1 = \rho \bar{p},
\]
\[
  u^{(2)}_1(r, r + \varepsilon n) = g(r, r + \varepsilon n) \rho(r + \varepsilon n) \rho(r),
\]
\[
  u^{(2)}_2(r, r + \varepsilon n) = g(r, r + \varepsilon n) \rho(r + \varepsilon n) \rho(r + \varepsilon n)
\]

we arrive at the continuity equation with collisional corrections:
\[
\frac{\partial}{\partial t} \rho(r, t) = -\frac{1}{m} \nabla_r \cdot (\rho \bar{p}) + \frac{1}{\sqrt{2}} \int_{\mathbb{R}^{d-1}} \left[ g^{(2)}(r, r + \varepsilon n) \rho \rho + \bar{p} - g^{(2)}(r, r + \varepsilon n) \rho \rho \bar{p} \right] \cdot n \, dn.
\] (6.38)
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where we write $\tilde{p}_+ = \rho(r + \varepsilon n)$ and similar for $\rho_+$. We have already noted that collisional corrections in the density are small when $\varepsilon$ is small as they consider the difference in local momentum at the diameter of a single particle, if they are neglected we arrive at the continuity equation given in previous DDFTs:

$$\frac{\partial}{\partial t} \rho(r, t) = -\frac{1}{m} \nabla_r \cdot (\rho(r, t) \tilde{p}(r, t)). \quad (6.39)$$

The effect of this equation is intuitive; local density is transported due to changes in local velocity, weighted by the density (i.e. the flux).

For the second equation we have that

$$\frac{\partial}{\partial t} (\rho \tilde{p}) = -\frac{1}{m} \nabla_r \cdot \left( \frac{k_B T \rho(r, t)}{m} E(r, t) + \frac{\rho(r, t)}{m^2} \tilde{p}(r, t) \otimes \tilde{p}(r, t) \right) + \frac{k_B T}{m} \nabla_r \rho \nabla \cdot \tilde{p} \tilde{p} \frac{\delta F_{\text{ex}}[\rho]}{\delta \rho} - \gamma \rho \tilde{p} - M_1 \left( L_{\text{coll}}[f^{(2)}] \right).$$

Using $\nabla_r \rho = \rho \nabla_r \ln(\rho)$ we can include and remove the ideal gas contribution to the equation

$$\frac{\partial}{\partial t} (\rho \tilde{p}) = -\frac{1}{m} \nabla_r \cdot \left( \frac{k_B T \rho(r, t)}{m} E(r, t) + \frac{\rho(r, t)}{m^2} \tilde{p}(r, t) \otimes \tilde{p}(r, t) \right) + \frac{k_B T}{m} \nabla_r \rho \nabla \cdot \tilde{p} \tilde{p} \frac{\delta F_{\text{ex}}[\rho]}{\delta \rho} - \frac{1}{m} \rho \nabla_r \frac{\delta F_{\text{ex}}[\rho]}{\delta \rho} - \gamma \rho \tilde{p} - M_1 \left( L_{\text{coll}}[f^{(2)}] \right) - \rho \nabla_r V_{\text{ext}} - \rho \nabla_r \frac{\delta F_{\text{ex}}[\rho]}{\delta \rho}.$$

Here $F[\rho]$ is the full Helmholtz free energy functional

$$F[\rho] = k_B T \int_{\mathbb{R}^d} d\mathbf{r} \rho(\mathbf{r}) \left[ \ln(\Lambda^3 \rho(\mathbf{r}, t)) - 1 \right] + F_{\text{ex}}[\rho(\mathbf{r}, t)] + \int_{\mathbb{R}^d} V_{\text{ext}}(\mathbf{r}, t) \rho(\mathbf{r}, t), \quad (6.41)$$

where $\Lambda$ is the (irrelevant) De Broglie wavelength. Note that in the DDFT derivation with two moments, the term $\nabla_r \rho(\mathbf{r}, t)$ is not present outside of the free energy functional, as $E = I$.

To advance we use the following calculus results [68]:

$$\nabla_r \cdot (\rho \tilde{p} \otimes \tilde{p}) = \rho [\nabla_r \cdot (\tilde{p} \otimes \tilde{p})] + (\nabla_r \rho) \cdot (\tilde{p} \otimes \tilde{p})$$

$$= \rho [\nabla_r \cdot (\tilde{p} \otimes \tilde{p})] + (\tilde{p} \cdot \nabla \otimes \tilde{p})\tilde{p} + (\tilde{p} \cdot \nabla_r \rho),$$

where $\nabla_r \otimes \tilde{p} = \left( \frac{\partial}{\partial r_i} \tilde{p}_j \right)_{i,j=1,...,d}$ is a tensor product derivative. Furthermore,

$$\frac{\partial}{\partial t} (\rho \tilde{p}) \equiv \frac{\partial \tilde{p}}{\partial t} + \tilde{p} \frac{\partial \rho}{\partial t},$$

$$= \rho [\nabla_r \cdot (\rho \tilde{p})] - \rho \nabla_r \cdot (\rho \tilde{p}) - \rho \nabla_r \cdot (\tilde{p} \cdot \nabla_r \rho) - \rho \tilde{p} \cdot \nabla_r \rho - \rho \tilde{p} \cdot \nabla_r \rho - \rho \tilde{p} \cdot \nabla_r \rho.$$

After inserting these results into the equation and dividing by $\rho$, and using $\nabla_r \rho = \nabla_r \cdot (\rho I)$, we
arrive at the momentum equation

\[
\frac{\partial v}{\partial t} + v \cdot \nabla_r v + \gamma v + \frac{k_B T}{m \rho} \nabla_r \cdot (\rho (E - I)) + \frac{1}{m} \nabla_r \frac{\delta F[\rho]}{\delta \rho} + \frac{1}{m \rho} \mathcal{M}_1^c (\mathcal{L}_{\text{col}}[f^{(1)}, g^{(2)}]) = 0.
\]  

(6.42)

where \( \mathcal{M}_1^c (\mathcal{L}_{\text{col}}[f^{(2)}]) \) is the first centred moment of the collision operator:

\[
\mathcal{M}_1^c (\mathcal{L}_{\text{col}}[f^{(1)}, g^{(2)}]) := \int_{\mathbb{R}^d} dv \frac{(v - \bar{p})}{m} \mathcal{L}_{\text{col}}[f^{(1)}, g^{(2)}],
\]

(6.43)

\[
= \mathcal{M}_1 (\mathcal{L}_{\text{col}}[f^{(1)}, g^{(2)}]) - \bar{p} \mathcal{M}_0 (\mathcal{L}_{\text{col}}[f^{(1)}, g^{(2)}]).
\]

(6.44)

We note that (as it will be useful in the derivation of the third equation) using Einstein summation notation the momentum equation can be written as:

\[
\frac{\partial \bar{p}_j}{\partial t} = -\bar{p}_i \delta_{ij} - \gamma \bar{p}_j - \frac{k_B T}{m \rho} \partial_i (\rho (E_{ij} - I_{ij})) - \frac{1}{m} \partial_j \frac{\delta F}{\delta \rho} - \frac{1}{m} (\mathcal{M}_1^c (\mathcal{L}_{\text{col}}[f^{(1)}, g^{(2)}] ))_j.
\]

(6.45)

It remains to consider the third moment of the first equation of the BBGKY hierarchy. We have that

\[
\frac{\partial}{\partial t} \left( \frac{k_B T}{m} \rho E + \frac{\rho}{m^2} \bar{p} \otimes \bar{p} \right) = - \frac{1}{m} \nabla \cdot Q^{(1)}_{111} - 2(\nabla r V^{\text{ext}}) \otimes (\rho \bar{p}) - 2 \int_{\mathbb{R}^d} \nabla v_2 \otimes u_1^{(2)} \, dr_2 - 2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \nabla v_3 \otimes u_1^{(3)} \, dr_3 \, dr_2
\]

\[
- 2 \gamma \left( \frac{k_B T}{m} \rho E + \frac{\rho}{m^2} \bar{p} \otimes \bar{p} \right) + 2 \gamma m k_B T \rho 1 - \mathcal{M}_2 (\mathcal{L}_{\text{col}}[f^{(2)}]).
\]

(6.46)

Using the correlation approximation we have that for \( n \in \mathbb{N} \):

\[
u_1^{(n)} (r, t) = \int_{\mathbb{R}^d} \nu_1 f^{(n)} (r^n, v^n, t) \, dv^n
\]

\[
= \int_{\mathbb{R}^d} \nu_1 g^{(n)} (r^n, t) \prod_{i=1}^n f^{(1)} (r_i, v_i, t) \, dv^n
\]

\[
= g^{(n)} (r^n, t) \left[ \int_{\mathbb{R}^d} \nu_1 f^{(1)} (r_1, v_1, t) \, dv_1 \right] \prod_{i=2}^n \int_{\mathbb{R}^d} f^{(1)} (r_i, v_i, t) \, dv_i
\]

\[
= g^{(n)} (r^n, t) \bar{p} (r_1, t) \prod_{i=1}^n \rho (r_i, t)
\]

\[
= \bar{p} (r_1, t) \rho^{(n)} (r^n, t).
\]

Thus terms in the third moment with interaction potentials can be written as

\[
\int_{\mathbb{R}^d} (\nabla v_2 (r_1, r_2)) u_1^{(2)} (r_1, r_2) \, dr_2 + \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\nabla v_3 (r_1, r_2, r_3)) u_1^{(3)} (r_1, r_2, r_3) \, dr_3 \, dr_2 + \ldots
\]

\[
= -\rho (r_1) \bar{p} (r_1, t) \nabla_r \frac{\delta F_{\text{col}} [\rho (r_1)]}{\delta \rho (r_1)}.
\]

By introducing and removing the term \( \bar{p} \otimes \nabla_r \rho \) we can then include the Helmholtz free energy in
the third moment:

\[
\frac{\partial}{\partial t} \left( \frac{k_B T}{m} \rho E + \frac{\rho}{m^2} \mathbf{p} \otimes \mathbf{p} \right) = -\frac{1}{m} \nabla_r \cdot Q^{(1)}_{111} + \frac{k_B T}{m} \nabla_r \rho - \frac{2}{m} \rho \mathbf{p} \otimes \nabla_r \frac{\delta F}{\delta \rho} - 2\gamma \left( \frac{k_B T}{m} \rho E + \frac{\rho}{m^2} \mathbf{p} \otimes \mathbf{p} \right) + 2\gamma m k_B T \rho \mathbf{1} - \mathcal{M}_2 \left( \mathcal{L}_{\text{coll}}[f^{(2)}] \right). \tag{6.47}
\]

Furthermore, using the local equilibrium approximation we can show that:

\[
Q^{(1)}_{111}(\mathbf{r}, t) = \frac{k_B T}{m^2} \rho(\mathbf{r}, t) \left[ \mathbf{p} \otimes \mathbf{E} + \mathbf{E} \otimes \mathbf{p} + (\hat{p}_j E_{ik})_{i,j,k=1,...,d} \right] + \frac{\rho}{m^2} \mathbf{p} \otimes \mathbf{p}. \tag{6.48}
\]

Using Einstein summation notation the divergence of this moment can then be written as

\[
\partial_i(Q^{(1)}_{111})_{i,j,k} = \frac{k_B T}{m} \left\{ \left( \partial_i \rho \right) \left[ \hat{p}_i E_{jk} + \hat{p}_k E_{ij} + \hat{p}_j E_{ik} \right] + \rho \left[ \left( \partial_i \hat{p}_i \right) E_{jk} + \left( \partial_i \hat{p}_j \right) E_{ik} + \left( \partial_i \hat{p}_k \right) E_{ij} \right] + \hat{p}_i \left( \partial_j E_{ik} \right) + \hat{p}_k \left( \partial_i E_{ij} \right) + \hat{p}_k \left( \partial_j E_{ik} \right) \right\} + \frac{1}{m^2} \left\{ \left( \partial_i \rho \right) \hat{p}_j \hat{p}_k + \rho \left[ \left( \partial_i \hat{p}_j \right) \hat{p}_k + \hat{p}_i \left( \partial_j \hat{p}_k \right) + \hat{p}_j \left( \partial_i \hat{p}_k \right) \right] \right\}.
\]

When we consider the time derivative we have that

\[
\frac{\partial}{\partial t} \Pi^{(1)}_{11}(\mathbf{r}, t) = \frac{\partial}{\partial t} \left( \frac{k_B T}{m} \rho E + \frac{\rho}{m^2} \mathbf{p} \otimes \mathbf{p} \right).
\]

In Einstein summation notation and using eq. (6.39), we find

\[
\left( \frac{\partial}{\partial t} \Pi^{(1)}_{11} \right)_{j,k} = \frac{k_B T}{m} \left( \rho \hat{p}_j \hat{p}_k - \frac{1}{m} E_{jk} \left[ \left( \partial_i \rho \right) \hat{p}_i + \rho \left( \partial_i \hat{p}_i \right) \right] \right) + \frac{1}{m^2} \left[ \rho \left[ \left( \partial_i \hat{p}_j \right) \otimes \mathbf{p}_k + \hat{p}_j \otimes \left( \partial_i \mathbf{p}_k \right) \right] - \hat{p}_j \mathbf{p}_k \frac{1}{m} \left[ \left( \partial_i \rho \right) \hat{p}_i + \rho \left( \partial_i \hat{p}_i \right) \right] \right).
\]

Considering the contributions from the time derivative term and the divergence term together we see that some terms cancel:

\[
\left( \frac{\partial}{\partial t} \Pi^{(1)}_{11} \right)_{j,k} + \frac{1}{m} \partial_i(Q^{(1)}_{111})_{i,j,k} = \frac{k_B T}{m} \rho \hat{p}_j \hat{p}_k - \frac{1}{m^2} \left[ \left( \partial_i \rho \right) \left( \hat{p}_k E_{ij} + \hat{p}_j E_{ik} \right) + \rho \left[ \left( \partial_i \hat{p}_j \right) E_{ik} + \left( \partial_i \hat{p}_k \right) E_{ij} \right] \right] + \hat{p}_i \left( \partial_j E_{ik} \right) + \hat{p}_k \left( \partial_i E_{ij} \right) + \hat{p}_j \left( \partial_i E_{ik} \right) \right\} + \frac{\rho}{m^2} \left\{ \hat{p}_i \left( \partial_j \hat{p}_k \right) + \hat{p}_j \left( \partial_i \hat{p}_k \right) \right\}.
\]

We then substitute this result into eq. (6.47). By inserting the momentum equation further terms disappear and we are left with an equation explaining the dynamics of the granular temperature.
where $\mathcal{M}_2(L_{\text{coll}}[f^{(1)}, g^{(2)}])$ is the second centred moment of the collision operator:

$$\mathcal{M}_2(L_{\text{coll}}[f^{(1)}, g^{(2)}]) = \int_{\mathbb{R}^d} \frac{d\mathbf{p}}{m^2} (\mathbf{p} - \bar{\mathbf{p}}) \otimes (\mathbf{p} - \bar{\mathbf{p}}) L_{\text{coll}}[f^{(1)}, g^{(2)}].$$

Given expressions or approximations of the two centred moments of the collision operator, and an approximation for the correlation function $g^{(2)}$, eqs. (6.39), (6.42) and (6.49) constitute a closed system of equations to model granular media. Furthermore, the set of equations that have been constructed are all $d$-dimensional, which reduces the dimension down to a level which is suitable for simulation using standard methods. In the next chapter we will construct $g^{(2)}$ for inelastic hard particles in the presence of external friction to use in computed examples of the DDFT considered here.

### 6.4.3 Discussion

The system of equations derived here is a new approach to modelling granular media, based on results in density functional theory that are used in colloidal systems. The continuity equation eq. (6.38) states that changes in density over time is determined by variations in the local average velocity. The additional integral term here accounts for changes in the density due to collisional effects. We have already noted that this term is small, and vanishes when $\varepsilon \to 0$.

The momentum equation eq. (6.42) contains several terms of note. Firstly, there is a viscous term $\gamma \mathbf{v}$ that shows how frictional effects reduce the local velocity over time. The term involving granular temperature is a new addition to previous DDFTs, e.g. eqs. (6.29) and (6.30) [68], as the granular temperature is usually neglected in colloidal flows. This term dictates that local average velocity fluctuations also occur because of changes in the local granular temperature. We note the present of the identity matrix in this term: this is due to dissipative effects as a result of thermal fluctuations in the medium. In the case where particle dynamics are deterministic the identity matrix can be removed.

The next term involves the Helmholtz free energy functional. This term provides the DDFT with the potential to model many-body interactions and volume exclusion effects. By approximating these effects in this term, we are able to draw on any results that are already provided for the free energy functional [149].

Finally, the first moment of the inelastic Boltzmann collision operator is included in the equation. The inclusion of this term ensures that fluctuations in the local average velocity as a result of collisional effects are included. However, we expect the effect of this term to be small, as we know that binary collisions do not change the average velocity between particles. Indeed, in appendix A, this term vanishes as the size of the particle tends to zero, $\varepsilon \to 0$.

Coupled with the momentum equation is the equation that determines the evolution of granular temperature, eq. (6.49). The terms involving spatial derivatives here explain how the granular temperature is affected by itself and the local average velocity. These terms arise as a consequence of the moment closure scheme. The frictional term shows how viscous effects dampen the granular
temperature over time. We note the inclusion of the identity matrix here insures that the granular temperature never dissipates below the level provided by thermal fluctuations. Again, the identity matrix should be removed when considering systems unaffected by thermal fluctuations, but we leave it in here to present the more general result.

The final term in eq. (6.49) introduces changes in the granular temperature, due to collisional effects. We expect this term to have a strong effect on the dynamics of the granular temperature when $\alpha < 1$, as at the microscopic level inelastic collisions reduce the variance in velocity between particles. In appendix A, we show that the second moment of the collision operator is non-zero in the limit as $\varepsilon \to 0$ when $\alpha < 1$, which is as we expected. Rather than approximate this term using arguments from kinetic theory (where by approximating granular media as a non-Newtonian fluid collisional effects are sometimes included by considering the viscosity and strain tensor of the fluid), we can compute a simplified form of the collision operator directly from the Maxwellian assumption. The result is a spherical integral which can be efficiently calculated numerically; the details of this calculation are in appendix A for one and two dimensions.

We note that, under the assumption that $E$ is constant, and collisional effects are ignored, the granular temperature equation disappears, and the momentum equation is identical to the result in [68]. We expect that further generalisations (i.e. involving hydrodynamic interactions [69], multiple species [76], or orientable particles [145]) will mimic results already known for colloidal systems, but with the addition of valid collisional terms and the equation for granular temperature.

There are some similarities between the DDFT and results where the kinetic theory of granular flow used is as a stand-alone model for granular media or in two-fluid models, for example in [40], [61], [150], [151]. Firstly the solid phase is described by equations of motion which determine the density, local average velocity, and granular temperature. The density equation is identical in each case (with some additional complexity introduced in multiphase flows), which is to be expected, as most of the dynamics in the system are considered in the momentum equation. Furthermore, in most models there are terms that are used to model collisions effects in the momentum and granular-temperature equations, and in general in the literature there are additional assumptions implemented to simplify the collisional term (for example by taking the limit as particle size vanishes). In our case we construct the analytic form of the collision operator, under the same assumptions that are used to derive the rest of the model.

We note that eqs. (6.39), (6.42) and (6.49) do not include interaction terms between the fluid and solid phase, as in the microscopic dynamics used in the DDFT only one (solid) phase was considered. A multi-species granular DDFT could also be constructed under the same methodology, so that we can include complex interparticle interactions in a two-fluid model for granular media, in a well-studied manner, as in the single-species case.

6.5 Details on maximum entropy closure

One method which we describe in more detail is a closure method in [78], which constructs a closed system of equations for point particles with correlations by using the maximum entropy principle. We present the results in detail here. Additional terms will also occur due to collisional effects; we neglect the terms in this discussion, but after considering the half-moment terms in the moments of the BBGKY equations, collisional terms can be included in the resulting equations.
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The maximum entropy principle states that the best unbiased distribution function based on
the available information is the distribution which maximises statistical entropy:

$$S^{(k)}[f^{(k)}] = -\frac{1}{k!} \int \, d\mathbf{r}^k \, d\mathbf{u}^k \ln \left( \frac{f^{(k)}}{f^{(k)}_0} \right), \quad (6.51)$$

where $f^{(k)}_0$ is some reference distribution. We wish to maximise this with the constraint that the
first $k$ moments are specified and are consistent with the maximum entropy constraint. This is
then written as a Lagrange functional. The $k$th maximum entropy distribution then takes the form

$$f^{(k)}_{\text{ME}} = f^{(k)}_0 \exp \left( \sum_{i=1}^k \sum_{n_i=0}^{N_1} \lambda^{(1)}_{n_i}(\mathbf{r}_i) \cdot \mathbf{v}_i^{n_i} \right) \exp \left( \sum_{i=1}^k \sum_{j=i+1}^{K} \sum_{n_2=0}^{N_2} \lambda^{(2)}_{n_1,n_2}(\mathbf{r}_i, \mathbf{r}_j) \cdot \mathbf{v}_i^{n_1} \mathbf{v}_j^{n_2} \right) \times \ldots \quad (6.52)$$

We now consider different moment closures using maximum entropy. To calculate the Lagrange
multipliers, we match the moments of the ME distribution function with the moments we know
by evolution equations. We can write the moments in terms of hydrodynamic quantities:

$$\langle f^{(k)} \rangle(\mathbf{r}^k, t) = \rho^{(k)}(\mathbf{r}^k, t), \quad (6.53)$$

$$\langle \mathcal{P}^{(0,0,1,0,\ldots)} f^{(k)} \rangle(\mathbf{r}^k, t) = \mathbf{u}^{(k)}(\mathbf{r}^k, t) = \mathbf{p}^{(k)}_i \rho^{(k)}, \quad (6.54)$$

$$\langle \mathcal{P}^{(0,0,1,0,\ldots)} f^{(k)} \rangle(\mathbf{r}^k, t) = \Pi^{(k)}_{ij}(\mathbf{r}^k, t) = \rho^{(k)} \mathbf{p}^{(k)}_i \otimes \mathbf{p}^{(k)}_j + \rho^{(k)} E^{(k)}_{ij}, \quad (6.55)$$

where $\rho^{(1)}$ is the local density, $\mathbf{p}^{(1)}$ is the momentum density (a vector in $\mathbb{R}^d$), and $E^{(1)}$ is the
kinetic energy density (a symmetric second rank tensor with arguments in $\mathbb{R}^d$), and $\rho^{(k)}, \mathbf{p}^{(k)}$ and
$E^{(k)}$ are the $k$th-order equivalents.

### 6.5.1 4+1 moment closure with Maxwellian reference distribution

For the 4+1 moment closure we consider eqs. (6.21), (6.22) and (6.24), i.e. the first four equations
of the moments of the first BBGKY hierarchy and the first equation of the moments in the second
BBGKY hierarchy. The set of variables that we can determine by the PDEs considered are then
$$\{\rho^{(1)}, \mathbf{u}_1^{(1)}, \rho^{(2)}\}. \quad (6.56)$$

where $\lambda^{(1)}$ are Langrange multipliers that must be determined. We use the

$$f^{(2)}_{\text{ME}}(\mathbf{r}_1, \mathbf{r}_2, \mathbf{v}_1, \mathbf{v}_2, t) = f^{(2)}_0(\mathbf{v}_1, \mathbf{v}_2) \exp \left( \sum_{n=0}^{1} \lambda^{(1)}_n(\mathbf{r}_1) \cdot \mathbf{v}_1^{\otimes n} + \sum_{n=0}^{1} \lambda^{(1)}_n(\mathbf{r}_2) \cdot \mathbf{v}_2^{\otimes n} + \lambda^{(2)}_{00}(\mathbf{r}_1, \mathbf{r}_2) \right), \quad (6.56)$$

where the functions denoted by $\lambda$ are Langrange multipliers that must be determined. We use the
reference distribution

\[ f^{(2)}_0(v_1, v_2) = \prod_{i=1}^{2} f_0(v_i), \]  
\[ f_0(v_i) = \frac{1}{(2\pi mk_BT)^{3/2}} \exp \left( -\frac{v_i^2}{2mk_BT} \right). \]  

This is the Maxwellian reference distribution, a well-studied distribution considered in the kinetic theory of gases, and known to be the equilibrium distribution for the one-particle distribution function \[139\].

Then, by matching the available variables \{\rho^{(1)}, u^{(1)}, \rho^{(2)}\} and considering moments of the maximum entropy estimate, \[78\] obtains:

\[ \lambda^{(1)}_0(r_1) = \ln(\rho^{(1)}(r_1)) - \frac{\vec{p}_1 \cdot \vec{p}_1}{2mk_BT}, \quad \lambda^{(1)}_1(r_1) = \frac{\vec{p}^{(1)}_1}{mk_BT}, \quad \lambda^{(2)}_0 = \ln(g^{(2)}(r_1, r_2)), \]  

where \(g^{(2)}(r_1, r_2) = \rho^{(2)}(r_1, r_2)/(\rho^{(1)}(r_1)\rho^{(1)}(r_2))\) is the pair correlation function. Then eq. (6.66) becomes

\[ f^{(2)}_{ME}(r_1, r_2, v_1, v_2) = \left( \prod_{i=1}^{2} f^{(1)}_{ME}(r_i, v_i) \right) g^{(2)}(r_1, r_2), \]  
\[ f^{(1)}_{ME}(r_i, v_i) = \frac{\rho^{(1)}(r_i)}{(2\pi mk_BT)^{3/2}} \exp \left( -\frac{(v_i - \vec{p}(r_i))^2}{2mk_BT} \right). \]  

Then

\[ \Pi^{(1)}_{1, ME}(r_1) = \rho^{(1)}\vec{p}^{(1)} + \rho^{(1)}mk_BT\mathbf{1}, \]  
\[ u^{(2)}_{i, ME}(r_1, r_2) = \vec{p}^{(1)}(r_1)\rho^{(1)}(r_1)\rho^{(1)}(r_2)g^{(2)}(r_1, r_2), \]  
\[ = \vec{p}^{(1)}(r_i)\rho^{(2)}(r_1, r_2). \]  

Neglecting the collision term, we arrive at a set of equations for \(\rho^{(1)}, \vec{p}^{(1)}\) and the pair correlation function \(g^{(2)}\) \[78\]:

\[ \frac{\partial}{\partial t}\rho^{(1)}(r_1, t) = -\frac{1}{m} \nabla_r (\rho^{(1)}(r_1, t)\vec{p}^{(1)}(r_1, t)), \]  
\[ \frac{\partial}{\partial t}(\rho^{(1)}(r_1, t)\vec{p}(r_1, t)) = -\frac{1}{m} \nabla_r (\rho^{(1)}(r_1, t)\vec{p}(r_1, t)) \]  
\[ - k_BT \nabla_r \rho^{(1)}(r_1, t) - (\nabla_r V_1)\rho^{(1)}(r_1, t) \]  
\[ - \int d\vec{r}_2 (\nabla_{\vec{r}_2} V_2(r_1, \vec{r}_2))\rho^{(1)}(r_1, t)\rho^{(1)}(r_2, t)g^{(2)}(r_1, r_2, t), \]  
\[ \frac{\partial}{\partial t}g^{(2)}(r_1, r_2, t) = -\frac{1}{m} (\vec{p}(r_1, t) \cdot \nabla_{\vec{r}_1} g^{(2)}(r_1, r_2, t) + \vec{p}(r_2, t) \cdot \nabla_{\vec{r}_2} g^{(2)}(r_1, r_2, t)). \]  

To incorporate collisional effects we must also include the partial collision moments in the equation for \(\vec{p}\). These equations can then be used to model granular media. However, we suspect that important collisional effects will be neglected in these equations; as we have noted in example 4,
the effect of inelastic collisions does not change the average velocity in a system of particles, an inelastic collision reduces the variance of particle velocities. Furthermore in the construction of the moments of the BBGKY hierarchy in section 6.2, we saw that terms in the first and second moment of the collision operator were negligible, and it was only in the third moment that terms occurred that could have a significant effect on the dynamics. Thus equations that only model the local average velocity and local density will not represent these effects. We therefore must consider higher-order moment closures.

6.5.2 10+4 moment closure

For a higher-order moment closure we consider eqs. (6.21) to (6.25). Then the variables which we determine by partial differential equations are \{\rho^{(1)}, \mu^{(1)}_1, \mu^{(2)}, \mu^{(3)}_1\} and we must approximate \{\Pi_{11}^{(2)}, \Pi_{12}^{(2)}, Q_{111}^{(1)}, \rho^{(3)}\}, as well as the partial collision moments \{Q_{111}^{(2)}, Q_{112}^{(2)}, \Pi_{11}^{(3)}, \Pi_{12}^{(3)}\} to close the system of equations. The derivation of the Lagrange multipliers for \(f_{3\text{ME}}^{(3)}\) is described in the appendix in [78].

The three-body distribution function is approximated using

\[
f_{3\text{ME}}^{(3)}(r^3, v^3, t) = \exp \left( \sum_{n=0}^{2} \lambda_n^{(1)}(r_1) \cdot v_1 + \sum_{n=0}^{2} \lambda_n^{(1)}(r_2) \cdot v_2^{\otimes n} + \sum_{n=0}^{2} \lambda_n^{(1)}(r_3) \cdot v_3^{\otimes n} \right) \tag{6.67}
\]

Also

\[
f_{3\text{ME}}^{(2)}(r_1, r_2, v_1, v_2) = \left( \prod_{i=1}^{2} f_{3\text{ME}}^{(1)}(r_i, v_i) \right) \exp \left( \lambda_{00}^{(2)}(r_1, r_2) + \lambda_{10}^{(2)}(r_1, r_2) \cdot v_1 + \lambda_{01}^{(2)}(r_1, r_2) \cdot v_2 \right). \tag{6.68}
\]

Then we can rewrite the three-body distribution as

\[
f_{3\text{ME}}^{(3)}(r^3, v^3, t) = \frac{f_{3\text{ME}}^{(2)}(r_1, r_2, v_1, v_2)f_{3\text{ME}}^{(2)}(r_1, r_3, v_1, v_3)f_{3\text{ME}}^{(2)}(r_2, r_3, v_2, v_3)}{f_{3\text{ME}}^{(1)}(r_1, r_1)f_{3\text{ME}}^{(1)}(r_2, r_2)f_{3\text{ME}}^{(1)}(r_3, r_3)}. \tag{6.69}
\]

By comparing moments of the maximum entropy function and various density identities in [78], the Lagrange multipliers are then calculated as

\[
\lambda_0^{(1)}(r_1) = \ln \left( \frac{\rho^{(1)}(r_1)}{\det(2\pi E^{(1)}(r_1))^{1/2}} \right) - \frac{1}{2} b^{(1)}(r_1) \cdot [E^{(1)}]^{-1}(r_1) \cdot \tilde{b}^{(1)}(r_1),
\]

\[
(\lambda_1^{(1)})_k(r_1) = (E^{(1)})^{-1}(r_1) \cdot \tilde{b}^{(1)}(r_1)_k,
\]

\[
(\lambda_2^{(1)})_{kl}(r_1) = -\frac{1}{2} [E^{(1)}]^{-1}(r_1),
\]

\[
\lambda_{00}^{(2)}(r_1, r_2) = \ln(g^{(2)}(r_1, r_2)) - \frac{1}{2} \sum_{i=1}^{2} \left( \tilde{p}^{(2)}_i(r_1, r_2) \cdot [E^{(1)}]^{-1}(r_1) \cdot \tilde{p}^{(2)}_i(r_1, r_2) \right) - \frac{1}{2} \sum_{i=1}^{2} \left( \tilde{p}^{(1)}_i(r_1, r_2) \cdot [E^{(1)}]^{-1}(r_1) \cdot \tilde{b}^{(2)}_i(r_1, r_2) \right),
\]

\[
(\lambda_{10}^{(2)})_k(r_1, r_2) = (E^{(1)})^{-1}(r_1) \cdot \Delta \tilde{b}^{(2)}_k(r_1, r_2),
\]
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where

$$\Delta \hat{\rho}_n^{(2)}(r_1, r_2) = \hat{\rho}_n^{(2)}(r_1, r_2) - \hat{\rho}_n^{(1)}(r_n),$$

(6.72)

for \( n = 1, 2 \). The maximum entropy distributions can then be written as

$$f_{ME}^{(1)}(r_1, v_1) = \frac{\rho^{(1)}(r_1)}{\det(2\pi E^{(1)}(r_1))^{1/2}} \exp \left( -\frac{1}{2}(v_1 - \vec{p}_1^{(2)})(E^{(1)})^{-1}(r_1)(v_1 - \vec{p}_1^{(1)}(r_1)) \right).$$

(6.73)

and

$$f_{ME}^{(2)}(r_1, r_2, v_1, v_2) = \left( \prod_{i=1}^{2} \tilde{f}_{i, ME}^{(1)}(r_i, v_i; r_j \neq i) \right) g^{(2)}(r_1, r_2),$$

(6.74)

where

$$\tilde{f}_{i, ME}^{(1)}(r_i, v_i; r_j \neq i) = \frac{\rho^{(1)}(r_1)}{\det(2\pi E^{(1)}(r_1))^{1/2}} \exp \left[ -\frac{1}{2}(v_1 - \vec{p}_1^{(2)}) \cdot (E^{(1)})^{-1} \cdot (v_1 - \vec{p}_1^{(2)}) \right],$$

(6.75)

and \( f_{ME}^{(3)} \) is determined by eq. (6.69). Then non-collisional higher-order moments are determined by

$$\Pi_{11, ME}^{(2)}(r_1, r_2) = \rho^{(2)}(r_1, r_2)\hat{\rho}_1^{(2)}(r_1, r_2)\hat{p}_1^{(2)}(r_1, r_2) + \rho^{(2)}(r_1, r_2)\hat{E}^{(1)}(r_1),$$

(6.76)

$$\Pi_{12, ME}^{(2)}(r_1, r_2) = \rho^{(2)}(r_1, r_2)\hat{p}_1^{(2)}(r_1, r_2)\hat{p}_2^{(2)}(r_1, r_2),$$

(6.77)

$$Q_{111, ME}^{(1)}(r_1) = \rho^{(1)}(r_1)\hat{p}_1^{(1)}(r_1)\hat{p}_1^{(1)}(r_1)\hat{p}_1^{(2)}(r_1) + 3\rho^{(1)}(r_1)\hat{E}^{(1)}(r_1)\hat{p}_1^{(2)}(r_1).$$

(6.78)

Further,

$$\rho_{ME}^{(3)}(r_1, r_2, r_3) = \frac{\rho^{(2)}(r_1, r_2)\rho^{(2)}(r_2, r_3)\rho^{(2)}(r_1, r_3)}{\rho^{(1)}(r_1)\rho^{(1)}(r_2)\rho^{(1)}(r_3)} \delta g^{(1)}(r_1, r_2, r_3),$$

(6.79)

where we write the overall correlation term \( \delta g^{(1)}(r_1, r_2, r_3) \) with the Lagrange multipliers:

$$\delta g^{(3)}(r_1, r_2, r_3) = \exp \left( -\frac{1}{2}\lambda_{10}^{(2)}(r_1, r_2) \cdot (\lambda_2^{(1)}(r_1))^{-1} \cdot \lambda_{10}^{(2)}(r_1, r_3) \right) \times \exp \left( -\frac{1}{2}\lambda_{10}^{(2)}(r_2, r_3) \cdot (\lambda_2^{(1)}(r_2))^{-1} \cdot \lambda_{10}^{(2)}(r_1, r_2) \right) \times \exp \left( -\frac{1}{2}\lambda_{01}^{(2)}(r_1, r_3) \cdot (\lambda_2^{(1)}(r_3))^{-1} \cdot \lambda_{01}^{(2)}(r_2, r_3) \right),$$

(6.79)

$$= \exp \left( \Delta \hat{p}_1^{(2)}(r_1, r_2) \cdot [E^{(1)}]^{-1}(r_1) \cdot \Delta \hat{p}_1^{(2)}(r_1, r_3) \right) \times \exp \left( \Delta \hat{p}_1^{(2)}(r_2, r_3) \cdot [E^{(1)}]^{-1}(r_2) \cdot \Delta \hat{p}_2^{(2)}(r_1, r_2) \right) \times \exp \left( \Delta \hat{p}_2^{(2)}(r_1, r_3) \cdot [E^{(1)}]^{-1}(r_3) \cdot \Delta \hat{p}_2^{(2)}(r_2, r_3) \right).$$
For the three-body identities we consider integrals of the form

\[
\rho_{ME}^{(3)}(r_1, r_2, r_3) = \exp(\lambda_{00}^{(2)}(r_1, r_2) + \lambda_{00}^{(2)}(r_1, r_3) + \lambda_{00}^{(2)}(r_2, r_3)),
\]

\[
\times \int dp_1 f^{(1)}_{ME}(r_1) \exp(\lambda_{10}^{(2)}(r_1, r_2) + \lambda_{10}^{(2)}(r_1, r_2) \cdot v_1)
\]

\[
\times \int dp_2 f^{(1)}_{ME}(r_2) \exp(\lambda_{10}^{(2)}(r_2, r_3) + \lambda_{01}^{(2)}(r_1, r_2) \cdot v_2)
\]

\[
\times \int dp_3 f^{(1)}_{ME}(r_3) \exp(\lambda_{01}^{(2)}(r_1, r_3) + \lambda_{01}^{(2)}(r_2, r_3) \cdot p_3),
\]

(with additional multiples of \(v_i\) for higher moments) we use the substitutions

\[
\vec{v}_1 \mapsto v_1 + \frac{1}{2}(\lambda_2^{(1)})^{-1}(r_1) \cdot \left( \lambda_{10}^{(2)}(r_1, r_2) + \lambda_{01}^{(2)}(r_1, r_3) \right),
\]

\[
\vec{v}_2 \mapsto v_2 + \frac{1}{2}(\lambda_2^{(1)})^{-1}(r_2) \cdot \left( \lambda_{10}^{(2)}(r_2, r_3) + \lambda_{01}^{(2)}(r_1, r_2) \right),
\]

\[
\vec{v}_3 \mapsto v_3 + \frac{1}{2}(\lambda_2^{(1)})^{-1}(r_3) \cdot \left( \lambda_{10}^{(2)}(r_1, r_3) + \lambda_{01}^{(2)}(r_2, r_3) \right),
\]

where, for example

\[
\frac{1}{2}(\lambda_2^{(1)})^{-1}(r_1) \cdot \left( \lambda_{10}^{(2)}(r_1, r_2) + \lambda_{01}^{(2)}(r_1, r_3) \right) = \Delta \rho_{11}^{(2)}(r_1, r_2) + \Delta \rho_{12}^{(2)}(r_1, r_3).
\]

and so

\[
\Pi_{11}^{(3)}(r_1, r_2, r_3) = \left( \rho_1^{(2)} \right)^2(1) + \sigma^{(1)}(1) + \left( \rho_1^{(2)}(r_1, r_2) + \rho_1^{(2)}(r_1, r_3) \right)^2 \rho_{ME}^{(3)}(r_1, r_2, r_3),
\]

\[
\Pi_{12}^{(3)}(r_1, r_2, r_3) = \left( \rho_1^{(2)}(r_1, r_2) + \rho_1^{(2)}(r_1, r_3) - \rho^{(1)}(1) \right)
\]

\[
\times \left( \rho_1^{(2)}(r_2, r_3) + \rho_1^{(2)}(r_1, r_2) - \rho^{(1)}(1) \right) \rho_{ME}^{(3)}(r_1, r_2, r_3),
\]

\[
\Pi_{13}^{(3)}(r_1, r_2, r_3) = \left( \rho_1^{(2)}(r_1, r_2) + \rho_1^{(2)}(r_1, r_3) - \rho^{(1)}(1) \right)
\]

\[
\times \left( \rho_1^{(2)}(r_1, r_3) + \rho_1^{(2)}(r_2, r_3) - \rho^{(1)}(1) \right) \rho_{ME}^{(3)}(r_1, r_2, r_3).
\]

We note that, using the product rule and eq. (6.21),

\[
\frac{\partial}{\partial t} \rho_1^{(1)} (\rho_1^{(1)} p_1^{(1)}) = \rho_1^{(1)} \frac{\partial}{\partial t} \rho_1^{(1)} p_1^{(1)} + \rho_1^{(1)} \frac{\partial}{\partial t} \rho_1^{(1)},
\]

\[
= \rho_1^{(1)} \frac{\partial}{\partial t} \rho_1^{(1)} - \rho_1^{(1)} \left[ \nabla \cdot (\rho_1^{(1)} p_1^{(1)}) \right],
\]

\[
= \rho_1^{(1)} \frac{\partial}{\partial t} \rho_1^{(1)} - \rho_1^{(1)} \rho_1^{(1)} \nabla \cdot p_1^{(1)} - p_1^{(1)} \nabla \rho_1^{(1)}.
\]

Also

\[
\nabla \cdot (\rho_1^{(1)} p_1^{(1)} p_1^{(1)}) = \rho_1^{(1)} \nabla \cdot (\rho_1^{(1)} p_1^{(1)}) + (\nabla \rho_1^{(1)}) \cdot (\rho_1^{(1)} p_1^{(1)}),
\]

\[
= \rho_1^{(1)} \rho_1^{(1)} \nabla p_1^{(1)} + p_1^{(1)} \nabla \rho_1^{(1)} + p_1^{(1)} \nabla \rho_1^{(1)}.
\]

Therefore the first two terms in eq. (6.22) introduce a material derivative \(D/Dt\). Further, a similar approach with eq. (6.23) produces a material derivative in \(\rho_1^{(1)} \otimes p_1^{(1)} + E_1^{(1)}\), and a material derivative with respect to the two-body velocity occurs in eq. (6.25). Finally by writing \(\rho_1^{(2)}(r_i, r_j) = \rho_1^{(2)} g_{ij} \) for \(i, j = 1, 2, 3\), using the product rule and eq. (6.21), eq. (6.24)
produces an evolution equation for the correlation function $g$. In all, we obtain the following closed set of equations

\[
\frac{\partial}{\partial t} p_1^{(1)} = - \nabla_1 \cdot (p_1^{(1)} \mathbf{v}_1^{(1)}) ,
\]

\[
\frac{D}{D t} \mathbf{v}_1^{(1)} = - \nabla_{r-1} \cdot \mathbf{E}_1^{(1)} - \mathbf{v}_1^{(1)} \cdot \nabla_p (\ln \rho_1^{(1)}) - \frac{1}{m} \langle \nabla, \nu_{\text{ext}} \rangle \rho_1^{(1)}
\]

\[
- \frac{1}{m} \int dr_2 [p_2^{(1)} g_{12}(\nabla_r v_2(r_1, r_2))],
\]

\[
\frac{D}{D t} (p_1^{(1)} \otimes \mathbf{v}_1^{(1)} + \mathbf{E}_1^{(1)}) = - \nabla_1 \cdot (E_1^{(1)} p_1^{(1)}) - 2E_1^{(1)} p_1^{(1)} \cdot \nabla_p (\ln (\rho_1^{(1)}))
\]

\[
- \frac{1}{m} \langle \nabla, \nu_{\text{ext}} \rangle \otimes \mathbf{v}_1^{(1)} - \frac{1}{m} \int dr_2 [(\nabla_r v_2(r_1, r_2)) \rho_2^{(1)} p_1^{(2)}],
\]

\[
\frac{\partial}{\partial t} g_{12} = - g_{12} [\nabla_1 \cdot (\Delta \mathbf{p}_{1,12}^{(1)} + \nabla_{r_2} \cdot (\Delta \mathbf{p}_{2,12}^{(1)})]
\]

\[
+ \Delta \mathbf{p}_{1,12}^{(1)} \cdot \nabla_r (\ln (\rho_1^{(1)})) + \Delta \mathbf{p}_{2,12}^{(1)} \cdot \nabla_r (\ln (\rho_2^{(1)}))]
\]

\[
- [\mathbf{p}_{1,12}^{(1)} \cdot \nabla_r g_{12} + \mathbf{p}_{2,12}^{(1)} \cdot \nabla_{r_2} g_{12}],
\]

\[
\frac{D_1^{(2)}}{D t} \mathbf{p}_{1,12}^{(2)} = - \nabla_{r_1} \cdot \mathbf{E}_1^{(1)} - \mathbf{v}_1^{(1)} \cdot \nabla_p (\ln (\rho_1^{(1)} \rho_2^{(1)} g_{12}))
\]

\[
- \frac{1}{m} \langle \nabla, \nu_{\text{ext}} + \nabla_{r_2} v_2(r_1, r_2) \rangle
\]

\[
- \frac{1}{m} \int dr_3 (\nabla_1 V_2(r_1, r_3)) \rho_3^{(1)} g_{123} \delta g_{123},
\]

where

\[
\delta g_{123} = \exp \left( \Delta \mathbf{p}_{1,12}^{(1)}(r_1, r_2) \cdot [E_1^{(1)}]^{-1}(r_1) \cdot \Delta \mathbf{p}_{1,12}^{(1)}(r_1, r_3) \right)
\]

\[
\times \exp \left( \Delta \mathbf{p}_{2,12}^{(1)}(r_2, r_3) \cdot [E_1^{(1)}]^{-1}(r_2) \cdot \Delta \mathbf{p}_{2,12}^{(1)}(r_2, r_3) \right)
\]

\[
\times \exp \left( \Delta \mathbf{p}_{1,12}^{(2)}(r_1, r_3)[E_1^{(1)}]^{-1}(r_3) \cdot \Delta \mathbf{p}_{2,12}^{(2)}(r_2, r_3) \right),
\]

\[
\Delta \mathbf{p}_{1,12}^{(2)} = \mathbf{p}_{1,12}^{(2)} - \mathbf{p}_1^{(1)},
\]

\[
\frac{D_1^{(2)}}{D t} \mathbf{p}_{1,12}^{(2)} = \left( \frac{\partial}{\partial t} + \mathbf{p}_{1,12}^{(2)} \cdot \nabla \right) \mathbf{p}_{1,12}^{(2)}.
\]

Note that eq. (6.89) has an analogous equation for $\mathbf{p}_{2,12}^{(2)}$. With the addition of the collisional moments under the maximum entropy results the set of equations has been closed and should be more appropriate as a model for granular media.

The methodology behind this derivation is appealing; by using some physically appropriate assumptions on the entropy of the system, we can derive a closed set of equations to model a system of particles. However, the equations constructed are still of dimension $2d$, and also involve $d$-dimensional integrals of $3d$-dimensional distributions to resolve collisional terms. When $d \geq 2$ this becomes expensive to simulate accurately. The moment closure scheme considered has provided more insight into the equations of interest (for example by deriving the Maxwellian local equilibrium approximation as a consequence of the closure scheme), but to create a model that can be efficiently simulated we have to include assumptions that reduce the dimensionality further.
Chapter 7

The radial correlation function: Numerical investigation

To simulate granular media using the derived DDFT we need an appropriate form for the correlation function \( g^{(2)} \). We will assume that the correlation function is radial, i.e. that \( g^{(2)}(r_1, r_2) = g^{(2)}(\|r_1 - r_2\|) \). For systems of hard spheres with interaction potentials that are also radial, this is a valid assumption in the bulk of the system, i.e. away from any boundary. In the collision operator the correlation function is only evaluated at contact where \( \|r_1 - r_2\| = \varepsilon \), so we only need to construct \( g^{(2)}(\varepsilon) \). However, for more complicated dynamics that involve smooth interaction potentials, we require the correlation function at all points \( \|r_1 - r_2\| > \varepsilon \).

Analytic forms for the radial correlation function are difficult to construct in general, results in the literature are limited to particular particle dynamics and domains, for example hard rods in a non-periodic domain with elastic collisions with a constant external field [152], and it is initially unclear how inelasticity will affect the dynamics.

In [75] the value of \( g^{(2)}(\varepsilon) \) is considered for hard spheres that collide elastically, at steady state. It is noted that in [153] computer simulations are used to fit parameters for the form

\[
g^{(2)}(\varepsilon) = \sum_{i=1}^{d} c_i \phi^i \left( 1 - \phi/\phi_c \right), \tag{7.1}\]

where \( \phi(r, t) \) is the local packing fraction of the system:

\[
\phi(r, t) = \int_{S^{d-1}(r)} \rho(r + \varepsilon n/2, t) \, dn, \tag{7.2}\]

and \( \phi_c \) is the random close packing fraction; for \( d = 1 \) \( \phi_c = 1 \), while for \( d = 2 \) and \( d = 3 \), \( \phi_c \approx 0.824 \) and \( \phi_c \approx 0.639 \) respectively. We note that for small \( \varepsilon \) the relationship between \( \phi \) and \( \rho \) is well approximated by a linear relationship. In [75] the preferred analytic form of \( g^{(2)} \) at contact is given by a modified version of the Carnahan-Starling approximation:

\[
g^{(2)}_{\text{CS}}(\varepsilon, [\phi(r, t)]) = \begin{cases} 
1 - \phi/2, & 0 \leq \phi \leq \phi_f, \\
(1 - \phi_f/2) \phi_c - \phi_f, & \phi_f \leq \phi \leq \phi_c 
\end{cases} \tag{7.3}
\]
where $\phi_f$ is called the *freezing packing fraction*, and is defined as a point where the hard sphere fluid experiences the liquid-solid ‘phase transition’ [154]. The values for the freezing packing fraction are given by $\phi_f \approx 1, 0.69$ and $0.49$ for $d = 1, 2, 3$ respectively [75]. The result is an extension of the equilibrium radial correlation function considered in [74], [88] and is a well-founded reliable result for the equilibrium form of $g^{(2)}$. We note that as $\phi \to 0$, $g^{(2)}(\epsilon) \to 1$, so that for small densities particles are uncorrelated (particles are unlikely to come into contact), and when $\phi \to \phi_c$, $g^{(2)}(\epsilon) \to \infty$ (particles are all in direct contact). The change in behaviour at the freezing packing fraction is included to account for non-instantaneous interactions that occur at high packing fractions. In one dimension the Carnahan-Starling approximation is equivalent to the Percus approximation discussed in [74]:

$$g^{(2)}_{\text{P}}(\epsilon, [\phi(r,t)]) = \frac{1}{1 - \phi(r,t)}. \quad (7.4)$$

However the equilibrium form of the radial correlation function for elastic hard spheres is not necessarily appropriate for inelastic hard spheres, as the equilibrium dynamics are strongly affected the energy loss due to collisions. As analytic forms are difficult to construct for inelastic dynamics, we will construct numerical approximations of $g^{(2)}$ at long times on small systems of particles, and use the resulting numerical form of $g^{(2)}$ as a local approximation in DDFT simulations. We therefore consider constructing the radial correlation function using accurate EDPD simulations.

In contrast to the methods in [153], where $g^{(2)}(\epsilon)$ is constructed using equilibrium ensembles of particles, we use dynamic simulations to parametrise the correlation function at long times.

### 7.1 Constructing the correlation function using EDPD

We will consider the correlation function after long times in one, two, and three dimensions, and construct $g^{(2)}$ for small systems of particles. We are aiming to use our results as a local approximation to the radial correlation function in the bulk of the system. We will therefore construct $g^{(2)}$ on a periodic domain.

We will use the results of this chapter to approximate the radial correlation function locally, by parametrising in terms of the local packing fraction. We assume that the local approximation is fine enough that the external potential is approximately constant in this area. As relative positions of particles are unaffected by external potentials, we do not need to include an external potential in the microscopic simulations to get an accurate parametrisation.

#### 7.1.1 The homogeneous cooling state

The Carnahan-Starling approximation discussed above approximates the radial correlation function at contact using its steady-state form. The steady state can be reached in systems of elastic particles by running event-driven simulations until the mean-free path of particles stabilises. As we have previously noted, this steady state is not reached in systems of inelastic particles. Instead it is popular to approximate the value of the radial correlation function at contact by the *homogeneous cooling state*, when inelastic collisions between particles have removed all variance in particle velocities, and the value of the radial correlation function stabilizes.
It is known [39] that in one dimension for most values of $\alpha$ (approximately for $\alpha < 0.9$), the value of the radial correlation function at the homogeneous cooling state is independent of the coefficient of restitution: all particles will eventually be moving aside one another at identical velocities. This state is reached in accordance with Haff’s law [39], which describes the exponential decay of the granular temperature of the system, due to inelastic collisions.

The homogeneous cooling state is only reached after very long times. We can use long-time dynamics of event-driven simulations to construct $g^{(2)}$ at the homogeneous cooling state. In the case where $\gamma = 0$, to reach this state we need to rescale the velocity variance in the system after it has been reduced by particle collisions. This effectively rescales time in the system, so that we can approach the homogeneous cooling state. In fig. 7.1, we present the results of various one-dimensional simulations, where we rescale the velocity variance in the system after 99% of the variance has been removed due to inelastic collisions. We repeat the rescaling 5 times, and as a result reach the same value for $g^{(2)}(\varepsilon)$ for $\alpha < 0.75$, as expected. We also see that the rate at which systems reach the homogeneous cooling state depends on the choice of $\alpha$: if $\alpha$ is small then the value of $g^{(2)}$ converges quickly.

![Figure 7.1](image)

**Figure 7.1:** The value of $g^{(2)}(\varepsilon)$ over simulation time, in a system of 100 particles, where the total packing fraction is $\phi = 0.5$. We parametrise time by rescaling epochs, when particle velocities are rescaled so that the velocity variance of the system is 1. Between each of these points we present the value of $g(\varepsilon)$ interpolated uniformly over the epoch. We see that over time the value of $g^{(2)}(\varepsilon)$ becomes independent of the value of $\alpha$.

However, for our purposes the homogeneous cooling state may not be valid. Firstly, when $\gamma > 0$ the system of particles will not reach the homogeneous cooling state, as viscous drag stops all movement before the steady state is reached. Furthermore, the timescales of interest in the continuum model are much shorter than the timescales taken to reach the steady state, so using the value of $g^{(2)}(\varepsilon)$ at this time seems physically inappropriate. Instead, we will construct $g^{(2)}$ at timescales determined by other properties of the system. In short, simulations will run up to a time which is much shorter than the timescale of the continuum model, but much longer than the timescale of collisional dynamics (the mean-free path).

We must then choose what criteria determines we have reached long times in the simulation. There are at least three choices we could consider:

1. We could stop the simulation when we reach some large time $T$. In general this may not
be possible; for high density systems where many collisions occur, simulations reaching some large time $T$ may take too long to gain accurate statistical information. It is also unclear how large $T$ needs to be for a given system of particles. However, this approach is simple to implement and if simulations are efficient enough very large times should be achievable. Furthermore, for simulations with a non-zero friction coefficient $\gamma$ long time simulations should be achievable as particles lose energy at an exponential rate. When $\gamma = 0$ it may be appropriate to rescale the system to reach the preferred time $T$.

2. We can wait until the total variance in particle velocities

$$\text{Var}(\mathbf{v}^N) = \frac{1}{N} \sum_{i=1}^{N} ||\mathbf{v}_i - \bar{\mathbf{v}}||^2$$

has significantly reduced. This method is valid for when $\alpha < 1$ where velocity variances are reduced due to inelastic collisions. For simulations with friction or gravity, this method will not be valid as the variance in velocity will also scale with the friction coefficient $\gamma$. However for systems with linear dynamics this criterion should capture when the system has reached a settled state. We note that if the TC method (discussed in section 3.5.2) has been implemented to mitigate inelastic collapse there will be a small portion of the velocity variance that will not dissipate.

3. We can wait until the energy of the system

$$\text{En}(\mathbf{v}^N) = \frac{1}{2} \sum_{i=1}^{N} ||\mathbf{v}_i||^2$$

has significantly reduced. This is valid for when the friction coefficient $\gamma > 0$. However when $\gamma = 0$ the system can equilibrate without losing all its energy; the average velocity of the system will be conserved by inelastic collisions, the total energy of the system will not become arbitrarily small. In this situation we can measure when the total energy of the system stabilises instead. For elastic systems the kinetic energy is fully conserved, so this approach cannot be implemented.

The choice of criterion therefore depends on the dynamics considered. In our results, we use criterion 2 for dynamics without friction and criterion 3 for dynamics with friction. For two and three-dimensional systems, where the use of DynamO allows for very efficient simulations, we use criterion 1.

Once the criterion has been met we need to construct the correlation function from the resulting particle positions. To do this we histogram the relative positions of the particles in each sample and average the result.

### 7.2 Results

#### 7.2.1 Hard rods

To construct the radial correlation function for systems of one-dimensional particles, we use the code discussed in section 3.6. For all the simulations considered, we use $N = 100$ particles and
run at least 5000 samples for each choice of parameters, where particle velocities are sampled from a Gaussian distribution with mean 0 and variance 1, the results are largely independent of the initial scale. This provides enough information to construct the radial correlation function empirically. For initial conditions, we place particles in the domain by sampling their positions from a uniform distribution until the required density is reached, rejecting any samples that produce particle overlap. If the required density is high this method may not be sufficient to stop particles from overlapping; in this situation we place particles uniformly and perform a large number of collisions, with velocities sampled from a Maxwellian distribution, before resetting the velocities and performing the dynamics for the given sample. This insures that the particles are randomly placed in the domain. Alternatively we could sample from a probability distribution of non-overlapping particles.

When considering systems with $\gamma = 0$, we run simulations until the variance in the particle velocities is 0.1% of the initial variance; this is the criterion 2 defined in section 7.1. For $\gamma > 0$ we run the simulation until 0.1% of the energy in the system remains. When $\gamma = 0$ if the dynamics are run for much longer times the distribution would converge to the homogeneous cooling state, but would not effectively characterise the difference between different parameters, would not be suitable for the timescales of interest, and would drastically increase computation times.

We present some examples of samples constructed in the one-dimensional case with different choices of the parameters $\gamma$ and $\alpha$, in fig. 7.2, where we limit the dynamics to a total of 5000 collisions. The results show clear differences in the behaviour of the system, which will be reflected in the correlation function. Firstly, we see that when $\alpha = 1$ and $\gamma = 0$ in fig. 7.2a, as energy is fully conserved, the distribution of positions at any given time is similar. When $\gamma \neq 0$ there is a stark difference in the long-time dynamics, as particles become stationary over time. Furthermore, when we set $\alpha < 1$, particles start to stream together as the local velocity in the system becomes more uniform. We can see in fig. 7.2c that, although small, velocities are still non-zero after a long time, while in fig. 7.2d frictional effects render the particles stationary over time, although particle streaming is still observed.

Furthermore, we note that when $\alpha < 1$ it takes less time for the system of particles to experience 5000 collisions. This is because of particle streaming; after particles collide they remain closer to one another, allowing collisions to take place in shorter timescales.

**Polydispersity in hard rods**

We first note a property of monodisperse inelastic hard rods that makes an empirical construction of the correlation function difficult. When collisions are inelastic in one dimension and the free dynamics are linear, after long times the probability that particles are in contact is very high, leading to a very large value in the correlation function at contact, making it difficult to parametrise the correlation function. This is to be expected; if all particles are in contact with at least one other particle the correlation function will diverge. This is a microscopic analogue to the packing fraction limit of the Carnahan-Starling approximation eq. (7.3).

We see this in fig. 7.3; the plot is on a log-log scale and the value $g^{(2)}(\varepsilon)$ is linearly increasing as $\log(\varepsilon V)$, the log of the variance in the particle diameter (where particle diameters are sampled from a uniform distribution) decreases. The example considered here uses $\phi = 0.5$, similar results are available for other densities. Thus we expect that the value of $g^{(2)}(\varepsilon)$ diverges in the limit of
Figure 7.2: Examples of samples used in the one-dimensional case for different parameters. In each of these examples the packing fraction is set to $\phi = 0.5$, and select different choices of $\alpha$ and $\gamma$. For each sample we run the dynamics for a total of 5000 collisions. The results show different behaviour depending on the choice of parameters.

monodispersity, and becomes a Dirac function at the contact point.

This poses a new issue: we cannot produce a parametrised approximation of $g^{(2)}(\varepsilon)$ for monodisperse particles, without involving discontinuities that will lead to precision errors in any continuum models. To construct an approximation for the one-dimensional radial correlation function we therefore include some polydispersity in the system; from now on in one dimension we consider polydisperse particles with variance in diameter given by $\varepsilon_V = \varepsilon/10$. One could then modify the DDFT to account for polydispersity in the collision operator, but we suggest that the monodisperse DDFT in one dimension will be a good approximation for this: it is informally equivalent to using the average result of the collision operator in the polydisperse system.

Equilibrium times for hard rods

When we consider linear dynamics between particles, and inelastic collisions, an interesting question to ask is how long it takes for the stopping criterion provided by criterion 2 to be reached. In fig. 7.4 we present the average time taken for samples to reach this point, given choices of $\alpha$ and $\phi$. The results show a complicated and interesting relationship between the coefficient of restitution and
the time taken. They suggest that there are two regimes where the coefficient of restitution $\alpha$ has a different effect on the system. In fig. 7.5 we compare the time taken for particles to lose 90% of their

velocity variance, so that we can efficiently simulate systems with coefficients of restitution close to 1. The results further stress that systems close to $\alpha = 1$ display different properties to when $\alpha$ is small. In particular, for $\alpha < 0.7$, the trend of equilibrium slowly increases and accelerates as $\alpha$ increases, but when $\alpha > 0.7$ the average equilibrium time oscillates as $\alpha$ increases. This represents a complicated trade-off between energy loss due to inelastic interactions and increased collisions occurring due to variance in particle velocities.

In fig. 7.6 we construct kernel density estimates of equilibrium times of all samples for choices of $\alpha$ (normalised by the total number of samples), in a system with $\phi = 0.3$. For the case $\alpha = 1$ we consider the result after 10000 collisions has taken place, for reference. When $\alpha < 0.8$ all densities
are similar to the ones presented, while when $\alpha > 0.8$ the resulting distributions are much wider; the equilibrium times for simulations has very large variance and the number of outliers is small. When $\alpha = 1$ the time taken for 10000 collisions to take place is much narrower with fewer outliers.

Another measurement to consider would be the number of collisions that occur before equilibrium. However, due to the possibility of inelastic collapse and the implementation of the TC method (see section 3.5.2) in our simulations, this is a difficult value to accurately measure; when inelastic collapse occurs an infinite number of collisions is approximated by a large finite number of collisions using the TC method.

In figs. 7.7 and 7.8 we show how the radial correlation function changes over time. We can see that the evolution of the radial correlation function also depends on the dynamics considered. In the case $\gamma = 0, \alpha = 1$ the known equilibrium for elastic hard spheres is reached. For other systems, the presence of the non-zero friction coefficient $\gamma$ slows the dynamics at an exponential rate, so that the rate at which the correlation function changes is exponential rather than linear. When $\alpha \neq 1$ the radial correlation function develops peaks over time at $n \varepsilon$ for $n \in \mathbb{N}$, showing that particles are clustering due to inelastic collisions, and in this case when $\gamma \neq 0$ the convergence to a stationary function is exponential. We will see that the height of the peaks depends on the coefficient of restitution, the local packing fraction and the friction coefficient.

**The correlation function at contact**

As previously mentioned the radial correlation function occurs in eqs. (6.39), (6.42) and (6.49) in the collision operator only at the value $\|r_1 - r_2\| = \varepsilon$. We provide the value $g^{(2)}(\varepsilon)$ for different choices of $\alpha, \gamma$, and $\phi$, when particles have polydispersity with variance $\varepsilon_V = \varepsilon/10$, in fig. 7.9.

The results for hard rods show a lot of interesting dynamical properties, which are also evident in the radial correlation functions in figs. 7.7 and 7.8. The two regimes of high and low coefficient of restitution seen in fig. 7.4 are also evident in figs. 7.9a and 7.10a, where for small values of $\alpha$, $g^{(2)}(\varepsilon)$ is approximately constant for a given density, while when $\alpha > 0.75$ $g^{(2)}(\varepsilon)$ experiences a rapid change.

We see in figs. 7.9b and 7.10b that for low densities when the coefficient of restitution is low,
the value of $g^{(2)}$ is also large, which is evidence of clustering or streaming occurring between the particles. We note that the Carnahan-Starling approximation is accurate for low densities in the elastic case, but the result diverges for high densities, where polydispersity causes the close packing fraction limit of $g^{(2)}$ to be finite. We note that the behaviour of $g^{(2)}$ is similar for values of $\alpha$ close to 1 as the elastic case, but quickly changes for $\alpha < 0.9$.

### 7.2.2 Hard discs

To construct $g^{(2)}(\varepsilon)$ empirically for hard discs (i.e. $d = 2$) we use the DynamO code library. As previously discussed in section 3.7 the highly optimised algorithms used in Dynamo allow for a large number of collisions to be calculated in a small computation time. We can therefore simulate particle dynamics for very long times, so we choose criterion 1 in section 7.1 to determine when the system of particles has stabilised. Furthermore, the code base can also handle much larger
systems of particles. In simulations involving hard discs using DynamO we use $N = 900$ particles and consider at least 1000 samples for each choice of parameters, where initial particle velocities are taken from a Gaussian distribution with mean 0 and variance 1. To ensure that the initial positions of particles are randomly spaced, we first equally space the particles in the domain, and elastic linear dynamics are run until the mean-free path between particles converges, which implies that the dynamics have reached an equilibrium state for elastic particles. Furthermore, by resampling the velocities of particles after the inelastic dynamics are completed, and rerunning the simulation for the same amount of time, we have seen that the initial positions of particles has little effect on the resulting radial correlation functions.

We note that DynamO also has the ability to construct the radial correlation function by histogramming relative positions or particles, accounting for the volume element of the domain. As a
standard, DynamO constructs the correlation function for particles in three dimensions, so we must correct the surface element to construct the two-dimensional result.

In fig. 7.11 we present the radial correlation function for different parameters. In comparison to the results in one dimension we see that the peaks in the correlation function are less pronounced and there are fewer peaks; this is because more than one particle can be in contact with an individual particle, so the full diameter of a cluster involving \( N \) hard discs will be significantly smaller than the diameter of a cluster involving \( N \) hard discs. There is still a difference in results for different choices of \( \alpha \); smaller values for the coefficient of restitution lead to larger peaks. Furthermore, when we include a friction coefficient \( \gamma \) the height of the peaks is reduced as viscous
effects with the external bath stop particles from colliding in long times.

\[
g(2) \left( \frac{\|r_1 - r_2\|}{\varepsilon} \right) = \alpha = 0.4, 0.6, 0.8, 0.9.
\]

\[
g(2)(\|r_1 - r_2\|) \left( \frac{\|r_1 - r_2\|}{\varepsilon} \right) = \alpha = 0.4, 0.6, 0.8, 0.9.
\]

\[
g(2)(\|r_1 - r_2\|) \left( \frac{\|r_1 - r_2\|}{\varepsilon} \right) = \alpha = 0.4, 0.6, 0.8, 0.9.
\]

\[
g(2)(\|r_1 - r_2\|) \left( \frac{\|r_1 - r_2\|}{\varepsilon} \right) = \alpha = 0.4, 0.6, 0.8, 0.9.
\]

Figure 7.11: Examples of the radial correlation function for different values of \(\alpha\). As in one dimension, peaks form when low coefficients of restitution are considered, and the height of the peaks is reduced when \(\gamma > 0\). The qualitative behaviour of \(g^{(2)}\) is different due to the additional degree of freedom.

We can also consider the radial correlation function at contact for hard discs. In fig. 7.12 we look at different values of \(g^{(2)}(\varepsilon)\) for choices of \(\alpha\) and \(\phi\). When the coefficient of restitution \(\alpha\) is small, and \(\gamma > 0\), collisions can occur between particles with very low velocities. In this situation the velocity transfer between particles can be very small, and floating point errors can then lead to the simulation jamming. To reduce the chance of this happening, we can rescale the incoming velocities, process the collisions, then scale back. However for very low densities and small \(\alpha\) the issue cannot be resolved by a constant rescaling. We therefore only consider values of \(\alpha, \phi\) which are not affected by machine precision errors.

We see some similarities in the two-dimensional case to the one-dimensional case; the presence of friction reduces the value of \(g^{(2)}(\varepsilon)\). However there are some differences to the one-dimensional case; in particular when \(\phi\) is small the value of \(g^{(2)}\) is small for all values of \(\alpha\), whereas in the one-dimensional case we witness larger values of \(g^{(2)}\) as \(\phi\) decreases. We note that for very low densities when \(\gamma = 0\) the value of \(g^{(2)}\) reduces, as collisions between particles become very uncommon. For
Figure 7.12: Values of the radial correlation function for hard discs at contact, for dynamics without friction ($\gamma = 0$). We include the result for $g^{(2)} = g^{(2)}_{CH}'$ for hard discs with a black, dashed line. The results show non-trivial relationships between $\phi, \alpha$, and $g^{(2)}(\varepsilon)$.

At high densities the value of $g^{(2)}$ from simulations differs from $g^{(2)}_{CH}'$ for all values of $\alpha$, as EDPD simulations do not account for non-instantaneous interactions that occur above the freezing packing fraction.

We note that the behaviour of the correlation function at contact is similar for $\alpha > 0.75$, but the behaviour changes significantly for lower coefficients of restitution. This is a lower value than in the hard rod case, where the qualitative change in $g^{(2)}$ occurs for around $\alpha < 0.9$. We expect this, as the larger number of degrees of freedom reduce the probability of particle interactions.

Figure 7.13: Values of the radial correlation function for hard discs at contact, for dynamics with friction ($\gamma = 1$). We include the result for $g^{(2)} = g^{(2)}_{CH}'$ for hard discs with a black, dashed line. We see that the dependence on parameters $\phi$ and $\alpha$ is not as strong as when $\gamma = 0$, as expected.
7.2.3 Hard spheres

In three dimensions we also use DynamO to construct the radial correlation function, using criterion 1 in section 7.1 as a stopping criterion. We use \( N = 1372 \) particles and consider at least 1000 samples for each choice of parameters, where velocities are sampled from a Gaussian distribution with mean 0 and variance 1. In fig. 7.14 we present the histograms constructed from samples for different parameters and compare against the known analytic form. The results are qualitatively similar to the two-dimensional case, but there are some small differences in the peak heights. Again, we see that the value of \( \alpha \) and \( \phi \) have effects on the heights of peaks in \( g^{(2)}(|r_1 - r_2|) \).

We note that in this case, when checking whether the initial positions changes the value of the correlation function after long times, we found a mild dependence when \( \alpha = 0.4, \phi \geq 0.3 \), and \( \gamma = 0.5 \). Further consideration of the results in these parameters is required to ensure that the parametrisation of \( g^{(2)} \) is valid.

![Figure 7.14: Examples of the radial correlation function for different values of \( \alpha \). The overall behaviour is similar to the two-dimensional case.](image)

The radial correlation function at contact for hard spheres is presented in figs. 7.15 and 7.16, for choices of \( \alpha \) and \( \phi \) with \( \gamma = 0 \) and \( \gamma = 1 \) respectively. The results here are similar to the other cases, for values of \( \alpha \) near 1. We note that in the frictionless case there is less variation in
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the behaviour of \( g^{(2)}(\varepsilon) \) for different \( \alpha \). This is to be expected as the additional spatial dimension reduces the probability of collisions, but we also expect that for lower values of \( \alpha \) there would be a change in behaviour in the correlation function at contact. When friction is included the variation in values of \( g^{(2)}(\varepsilon) \) is reduced, but we still see different values for choices of \( \alpha \) and \( \phi \). Again, the values of \( g^{(2)}(\varepsilon) \) for any \( \alpha \) do not match \( g^{(2)}_{\text{CH}}(\varepsilon) \) as EDPD does not account for non-instantaneous interactions at high packing fractions.

Figure 7.15: Values of the radial correlation function for hard spheres at contact, for dynamics without friction (\( \gamma = 0 \)). We include the result for \( g^{(2)} = g^{(2)}_{\text{CH}} \) for hard spheres with a black, dashed line. We see that \( \alpha \) and \( \phi \) both affect the value of \( g^{(2)}(\varepsilon) \).

Figure 7.16: Values of the radial correlation function for hard spheres at contact, for dynamics with friction (\( \gamma = 1 \)). We include the result for \( g^{(2)} = g^{(2)}_{\text{CH}} \) for hard spheres with a black, dashed line. Behaviour is similar to the frictionless case, but not as pronounced.


7.3 Discussion

For hard rods, discs, and spheres we have presented a complicated behaviour between the parameters $\alpha, \gamma, \phi$ and $g^{(2)}(\varepsilon)$, which encourages us to use a more intricate approximation of the radial correlation function than the Carnahan-Starling approximations, or any other approximations discussed in the start of the chapter. This new insight into the properties of the radial correlation function at relevant timescales for continuum simulation, rather than at the steady state, suggest that these parameters should also have an effect on the macroscopic dynamics. These new insights were achieved by considering the properties of the radial correlation function away from the homogeneous cooling state, but still within a reasonable timescale, unlike most examples considered in the literature, for example in [75].

These results also motivate further investigation of the radial correlation function for different systems of particles, so that we no longer have to rely on steady-state versions of $g^{(2)}$ in systems where this approximation is not relevant. We have restricted our investigation to systems of particles that are only affected by (inelastic) collisions and viscous drag; but DynamO allows us to investigate discrete potential systems, and include non-periodic boundaries. In general, we suggest that for the system of interest, quantities such as the radial correlation function should be locally approximated using statistical results from microscopic systems involving a small number of particles over reasonable timescales, by utilising modern computational power and state-of-the-art particle dynamics algorithms. These quantities can then be included in the chosen continuum model for the entire system of particles over longer simulation times.

From the numerical experiments considered, in the next chapter we will construct a parametrisation of the results (using cubic spline interpolation [155]) and use them as an approximation in the continuum model.
Chapter 8

Granular DDFT examples

Now that we have a grasp of the radial correlation function for different densities, friction, and restitution coefficients, we want to simulate eqs. (6.39), (6.42) and (6.49) using parametrised versions of the radial correlation function.

The general form of eqs. (6.39), (6.42) and (6.49) are non-linear integro-differential PDEs, and are non-trivial to implement efficiently. In our experiments we use pseudospectral numerical methods, to accurately simulate the required dynamics.

There are various numerical schemes considered in the literature to test continuum models for granular flows. In particular, (annular) shear flows are used in both theory and experiment to help compare results [156]–[159]. Alternatively, to test models designed to simulate fluidisation, a simplified geometry of a fluidisation chamber is usually considered [61], [62], [160], [161] in fluid-fluid and particle-fluid simulations, to help compare the results to real-world industrial problems.

Due to the infancy of the model considered here, we cannot consider many of the common example systems in the literature. For example, as the system does not account for the interaction between the external fluid and the granular media, fluidisation simulations are not appropriate for the model. Furthermore, as we have not considered how boundaries will affect the radial correlation function, it would be inappropriate to consider numerical experiments involving boundaries, e.g. sheared systems of particles, without further investigation in the model derivation.

Therefore in this chapter we will consider some fundamental cases to test the derived continuum model. We use these simple examples to examine the effect of different terms in the DDFT and test the theory we have considered. The resulting qualitative features show that the system of equations captures expected effects of inelastic collisional dynamics.

8.1 Implementation

Pseudospectral methods encompass spectral and collocation methods, which can be used to efficiently calculate derivatives and integrals with high precision, under the assumption that the system satisfies smoothness criteria. We choose to use pseudospectral methods because of their potential to simulate integro-differential partial differential equations, and because there is open-source MATLAB code that is already available for DDFT simulation. We provide a brief introduction to methods used for the examples considered here, primarily based on work in [162]. There are three
main calculations that are required to solve the equations of interest; differentiation, integration and interpolation.

8.1.1 Differentiation

To simulate the DDFT equations we need to be able to accurately approximate spatial derivatives. We will consider the construction of a spectral differentiation matrix on a periodic domain. Spectral differentiation methods can be motivated by finite difference schemes. We discretize the domain $[0, 1]$ into $N$ points, and define $t_0 = 0$, $t_{i+1} = t_i + \Delta t$ points in the domain, where $\Delta t = 1/N$, so that $t_0 = r_N$. Given a function $u$ which has values $u(t_i)$ at points $t_i$, we can approximate the derivative $du(t)/dt$ at points $t_i$ using a finite difference approach:

$$\frac{du(t)}{dt} \bigg|_{t=t_i} \approx \frac{u(t_{i+1}) - u(t_{i-1})}{2\Delta t} =: w_i. \quad (8.1)$$

In matrix form this can be written as

$$\begin{pmatrix} w_1 \\ w_2 \\ \vdots \\ w_N \end{pmatrix} = \frac{1}{\Delta t} \begin{pmatrix} 0 & 1/2 & \cdots & -1/2 \\ -1/2 & 0 & \cdots & \vdots \\ \vdots & \ddots & \ddots & \ddots \\ 1/2 & \cdots & 0 & -1/2 \end{pmatrix} \begin{pmatrix} u(t_1) \\ u(t_2) \\ \vdots \\ u(t_N) \end{pmatrix}. \quad (8.2)$$

The resulting approximation is $O(\Delta t^2)$, and by including more points in the finite difference approximation higher-order finite difference schemes can be constructed, which can also be represented as matrix products. However, higher-order matrices are also more dense, making computation more expensive.

Intuitively spectral differentiation matrices can be seen as a sort of ‘limit’ of finite difference matrices; they are fully dense and have fast convergence rates. Due to their high accuracy fewer discretization points are necessary, so although the matrices considered are dense the calculations can be very efficient.

As described in [162], to construct a spectral differentiation matrix, one considers an analytic function $p$ which is identical to $u$ at the discrete points $t_i$, then you approximate $u'$ with the derivative of $p$. By considering appropriate functions $p$ for the periodic domain (trigonometric polynomials, inspired by applications of the discrete Fourier transform), the following spectral
differentiation matrix is constructed for the periodic domain (where $N$ is chosen to be even):

$$
D_N = \begin{pmatrix}
\vdots \\
\cdots \frac{1}{2} \cot \left( \frac{3\Delta t}{2} \right) \\
\cdots -\frac{1}{2} \cot \left( \frac{2\Delta t}{2} \right) \\
\cdots \frac{1}{2} \cot \left( \frac{\Delta t}{2} \right) \\
0 \\
-\frac{1}{2} \cot \left( \frac{\Delta t}{2} \right) \\
\cdots \frac{1}{2} \cot \left( \frac{2\Delta t}{2} \right) \\
\cdots -\frac{1}{2} \cot \left( \frac{3\Delta t}{2} \right) \\
\vdots 
\end{pmatrix}.
$$

Using this differentiation matrix results in an approximation which is $O(N^{-m})$, where $m$ depends on the smoothness of the solution. We therefore need very few points to accurately calculate spatial derivatives in one dimension, provided the solution is suitably smooth. Generally to display results one can then make use of polynomial interpolation. Higher-order differentiation matrices can also be constructed by considering higher-order derivatives of the function $p$.

### 8.1.2 Interpolation

For the free energy term and collisional terms in eqs. (6.39), (6.42) and (6.49) we are interested in quantities that have been shifted e.g. $\rho(r + \varepsilon)$ in one dimension. Numerically we want to interpolate $\rho$ onto points $r + \varepsilon$, given the points $\rho(r_i), r_i = 2\pi \frac{i}{N}$. We can do this by constructing an interpolation matrix. In general given a polynomial

$$
p(r) = \sum_{j=0}^{N} a_j r^j
$$

(8.4)

to construct the values of $p$ at points $x_i, i = 1, \ldots, M$, we can apply the Vandermonde matrix [163] to the polynomial coefficients:

$$
\begin{pmatrix}
p(x_0) \\
p(x_1) \\
\vdots \\
p(x_M)
\end{pmatrix} =
\begin{pmatrix}
x_0^N & x_0^{N-1} & x_0^{N-2} & \ldots & x_0 & 1 \\
x_1^N & x_1^{N-1} & x_1^{N-2} & \ldots & x_1 & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
x_M^N & x_M^{N-1} & x_M^{N-2} & \ldots & x_M & 1
\end{pmatrix}
\begin{pmatrix}
a_N \\
a_{N-1} \\
\vdots \\
a_0
\end{pmatrix}.
$$

(8.5)

In the case of a Fourier domain the appropriate approximation [162] is a linear combination of periodic sinc functions:

$$
p(x) = \sum_{j=1}^{N} a_j S_N(x - r_j),
$$

(8.6)
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where

$$S_N(x) = \frac{\sin(x/\Delta t)}{(2\pi/\Delta t) \tan(x/2)}$$  \hspace{1cm} (8.7)$$

and $r_j$ are the equispaced points in the periodic domain, where the value of the function is known and given by $a_j$. The Vandermonde matrix is then given by

$$P_N(x) = \begin{pmatrix}
S_N(x_0 - r_N) & S_N(x_0 - r_{N-1}) & \ldots & S_N(x_0 - r_1) & S_N(x_0 - r_0) \\
S_N(x_1 - r_N) & S_N(x_1 - r_{N-1}) & \ldots & S_N(x_1 - r_1) & S_N(x_1 - r_0) \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
S_N(x_M - r_N) & S_N(x_M - r_{N-1}) & \ldots & S_N(x_M - r_1) & S_N(x_M - r_0)
\end{pmatrix}.  \hspace{1cm} (8.8)$$

We can then use this matrix to translate functions, as is required in the collisional terms in eq. (6.49); $P_N(x) \cdot a$ maps points $x$ to points on the trigonometric polynomial $p$. Alternatively to evaluating $S_N(x_i - r_j)$ for each $i,j$, by using the fast Fourier transform we can construct an interpolation matrix to apply to the vector of computation points [162].

### 8.1.3 Integration

Finally, in free energy terms in one dimension, and free energy and collisional terms in higher dimensions, we require accurate and efficient integration techniques. Following the same methodology as for differentiation, integration can be constructed on a periodic domain by interpolating using trigonometric polynomials, and integrating the interpolant analytically. This results in a vector of weights, which approximate the integral using the inner product:

$$\int_0^{2\pi} u(x) \, dx \approx \frac{2\pi}{N} \begin{pmatrix}
u(x_0) \\
u(x_1) \\
\vdots \\
u(x_N)
\end{pmatrix} \begin{pmatrix}1 & 1 & \ldots & 1 \end{pmatrix},  \hspace{1cm} (8.9)$$

i.e. for periodic domains the weights are all 1.

In general we may want to construct local integrals for the DDFT, for example the functional derivative of the Percus free energy functional is given by:

$$\frac{\delta F_{\text{ex}}[\rho]}{\delta \rho}(r) = \log \left(1 - \int_r^{r+\epsilon} \rho(r') \, dr' \right) + \int_r^{r-\epsilon} \frac{\rho(r'')}{1 - \int_{r-\epsilon}^{r+\epsilon} \rho(r') \, dr' \, dr''}.  \hspace{1cm} (8.10)$$

Thus we must consider integrals over non-periodic intervals. For this instead of Fourier points we must use Chebyshev points to construct the integration interval; these are non-uniform points in the domain that are suitable for differentiation and integration. Appropriate weights can be constructed using the same methodology as the periodic case; we refer the reader to [162] for details.
8.1.4 Timestepping

Finally, once we have accurate methods to approximate the integrals and spatial derivatives in the DDFT, we need a numerical method to perform a timestepping scheme. For this we use MATLAB’s built in ODE solvers; in particular we use `ode15s`, as we expect the ODEs considered to be stiff. As an alternative we could also apply `ode45s`; the additional benefit of `ode15s` is that it can solve algebraic-differential equations to solve dynamics with boundaries, which is not required on a periodic domain.

8.1.5 Multiple dimensions

For simulations with more than one spatial dimension, we may use Kronecker products of differentiation matrices in each dimension. For example; to compute the Laplacian of a function $u(x,y)$, we construct the differentiation matrices $D^2_x, D^2_y$ on the correct discretization points $x_i, y_i$ using the one-dimensional methods above, then construct the matrix

$$L_N = D^2_x \otimes I + I \otimes D^2_y$$

and perform the matrix product on the vectorised matrix $u(x_i, y_j), i, j = 1, \ldots N$. Using the tensor product we can then construct domains that are periodic in both dimensions (which we consider for simulation in section 8.3.1), as well as Fourier-spectral domains, which are periodic in one dimension and bounded in the other. These domains are used in our simulations for volume exclusion terms via FMT, where integrals over surfaces (circles) and volumes (discs) are required in two dimensions. We note that the derivation of fundamental measure theory is motivated by ideas of the Percus free energy functional extended to multiple dimensions, we refer to [149] for more details.

8.1.6 Extensions

We have mentioned that for non-periodic domains differentiation matrices and integration vectors can be constructed using the same methodology. Chebychev points are then the suitable discretization for bounded intervals, but pseudospectral methods can also be used to discretize infinite and half-infinite lines, and polar domains. For more complicated domains in two and three dimensions boundary patching methods can be used to patch periodic and bounded domains together to create non-trivial shapes. For more information on these methods, we refer the reader to [164] and [162].

All of the methods discussed here are implemented [165] and available in the 2dChebClass code library [80]. For the examples we have considered we have augmented this library to consider periodic domains, and have include collisional operators and volume exclusion energy functionals for the domains of interest.

8.2 One dimension

In one dimension we consider two examples. Unless otherwise stated, we perform the dynamics on a grid of 150 computational points. The results are then interpolated onto a finer grid of 2000 interpolation points before being presented. Performing the same dynamics with more computational
points produced similar results. In fig. 8.1 we provide estimates of the relative $L^2$ and $L^\infty$ errors in the density $\rho$ for using more computational points for the dynamics considered in section 8.2.1. We see that for more than 150 computational points the error is at order $O(10^{-6})$, which is the chosen tolerance for the ODE solver. Thus 150 computational points is enough to ensure that the results are accurate.

\[ \frac{\left( \int (\rho_{N+1}^i - \rho_N^i)^2 \, dr \right)^{1/2}}{\int (\rho_{N+1}^i)^2 \, dr} \]

\[ \max \left| \frac{\rho_{N+1}^i - \rho_N^i}{\max |\rho_{N+1}^i|} \right| \]

Figure 8.1: Relative $L^2$ (left) and $L^\infty$ (right) errors in the density $\rho$ for the dynamics considered in section 8.2.1. We see that choosing 150 computational points is sufficient to guarantee reasonable accuracy.

8.2.1 Example: Gaussian bump

For our first example we consider a periodic domain $[0, 100]$ with the initial conditions:

\[
\rho_0(r) = \frac{\phi_v}{N_v} \exp \left( -\frac{(r - 50)^2}{25} \right) + 0.5, \quad v_0(r) = 0, \quad E_0(r) = E_0
\] (8.12)

where $E_0 > 0$, $\phi_v = 0.35$ is the total packing fraction of the system and $N_v$ is a normalisation constant that ensures that the density integrates to $N$. We consider a system of $N = 140000$ particles, so that the fully packed system would contain 400000 particles of diameter $\varepsilon = 2.5 \times 10^{-4}$.

We use this example to consider the effect of the quantity $E(r, t)$ in the set of equations eqs. (6.39), (6.42) and (6.49). Initially we consider no external potential, and we include the Percus free energy functional to ensure particles cannot overlap. We also include the collision operator, with $g^{(2)}$ parametrised by numerical results presented in chapter 7.

In fig. 8.2a we consider different choices of $E_0$ for $\alpha = 1$, and in fig. 8.2b we consider different choices of $E_0$ for $\alpha = 0.5$. We see that there is a considerable difference in the dynamics of the system when large values of $E_0$ are considered, independent of the choice of $\alpha$. The effect of inelasticity is more obvious when $E_0 = 200$, where bumps that occur in the density where large changes were present in the initial condition are smoother.

We can also introduce an external potential $V^{\text{ext}}$ to the system. In fig. 8.3 we include a constant external force $V^{\text{ext}} = V_0 r$, for the two cases $V_0 = 0$ and $V_0 = -5$. We note that introducing a constant external potential has a translational effect but does not change the relative positions of particles, for any choice of $\alpha$ presented, as expected.
Figure 8.2: The density of a system of particles obeying eqs. (6.39), (6.42) and (6.49), with initial conditions given by eq. (8.12), where we take \( v_0 = 0 \) and various values for \( E_0 \). We see a similar effect from the choice of \( E_0 \) in both cases, and some changes when collisions are inelastic.
8.2.2 Example: Merging masses

In this example we will show that inelasticity in the collision operator can cause clustering effects in simulations. On the periodic domain [0, 100], we consider the initial conditions:

\[ \rho_0(r) = \frac{\phi_v}{N_v} \left( e^{\frac{(r-25)^2}{25}} + e^{\frac{(r-75)^2}{25}} + 0.5 \right), \quad v_0(r) = 20 \sin\left(\frac{2\pi r}{100}\right), \quad E_0(r) = 250, \]

\[ (8.13) \]
where \( \phi_v = 0.3 \) is the total packing fraction of the system and \( N_v \) is a normalisation constant to ensure that the density integrates to \( N \). In fig. 8.4 we provide graphs of the initial conditions \( \phi_0 \) and \( v_0 \). For this example we take \( \gamma = 2 \) and \( V^{\text{ext}} = 0 \) with \( \varepsilon = 2.5 \times 10^{-4} \), and include the Percus

\[
\phi(r) \quad (a) \\
v(r) \quad (b)
\]

Figure 8.4: The initial conditions given by eq. (8.13). We have chosen these conditions so that two masses of particles will ‘collide’, which we anticipate will cause different behaviour, depending on the choice of \( \alpha \).

free energy functional to ensure that the effects of volume exclusion are included in the system. We use the collisional term to include inelastic affects for varying choices of \( \alpha \in [0, 1] \). As \( \rho = 0.3 \), for the particle diameter considered there are \( N = 125000 \) particles in the system and the total packing fraction of this domain is \( N = 400000 \).

In fig. 8.5 we show the effect of each term in the DDFT. We can see that without the collision term and the volume exclusion term, the two masses of particles are partially reflected away from one another. This still occurs when volume exclusion and collisional terms are included, but when we use the values for \( g^{(2)}(\varepsilon) \) that are provided by our numerical experiments the masses coalesce instead of being reflected. We note that when the collision term is included and the one-body distributions are assumed to be uncorrelated (i.e. \( g^{(2)}(\varepsilon) = 1 \)) the collisional terms have less of an effect.

Figure 8.6 presents the results of the DDFT for different choices of \( \alpha \), where all terms are included. We see that when \( \alpha \) is small the two masses coalesce, while when \( \alpha \) is close to 1, a larger portion of the masses are reflected.

In fig. 8.7, we fix the packing fraction of the system but consider different particle numbers in the simulation. We note that in this case the size of the domain is modified so that the particle diameter is constant. We see that for small values of \( N \) the results differ; the size of the reflected masses is larger when \( N \) is small, but for \( N = 1200 \) or \( N = 120000 \) the results are roughly the same.

Alternatively we can reduce the number of particles in the system while keeping the domain size constant, i.e. reduce the total packing fraction. In fig. 8.8, we consider different values of \( \phi_v \), and see that when \( \phi \) increases the two masses coalesce for lower values of the coefficient of restitution, as the volume exclusion effects become more prominent.

Furthermore, in fig. 8.9 we consider the same dynamics for different number of particles and compare the difference between using the limit of the collision operator eq. (4.79) as the particle
Figure 8.5: Results from the DDFT simulation for $\alpha = 0.5$. Each simulation has the same initial condition (black, dashed) at time 0. The black line neglects the collision operator and the free energy term. The blue line includes the free energy term but not the collision operator. The green line includes both terms, with $g^{(2)}(\sigma) = 1$, and the red line includes both terms and uses $g^{(2)}(\sigma)$ determined by particle simulations. The results show the importance of including each term in the model.

Figure 8.6: Results from the DDFT simulation for different values of $\alpha$. Each simulation has the same initial condition (black, dashed) at time 0. When $\alpha = 1$ the two masses are reflected, while for $\alpha < 1$ the masses tend to coalesce.
Figure 8.7: Simulations involving different numbers of particles, given initial condition eq. (8.13), and dynamics are ran up to time $t = 5$ for different values of $\alpha$. The results differ when considering a smaller number of particles, but are more similar when $N$ is large.

Figure 8.8: Simulations involving different packing fractions, given initial condition eq. (8.13), and dynamics are ran up to time $t = 5$ for different values of $\alpha$. For large total packing fractions the resulting shape of the density is smoother, as volume exclusion properties stop the formation of a high peak at the centre of the domain.

diameter vanishes. In this case we rescale the particle diameter to include more particles in the domain, rather than rescaling the domain. We see that there is a large difference when the number of particles is small, and as expected as the number of particles increases (and the particle diameter becomes small) the difference in the dynamics is small. We expect this when considering the collision operator for inelastic hard rods; as $\varepsilon \to 0$ the second centred moment of the collision operator is $O(E^{3/2})$.

In fig. 8.10 we consider a system with $N = 175,000$ particles, which has total packing fraction $\phi_v = 0.4375$, and increase the magnitude of the initial velocity; we set:

$$v_0(r) = 26 \sin \left( \frac{2\pi r}{100} \right)$$  \hspace{1cm} (8.14)

We show the importance of including the volume exclusion term independently of the collision operator, when using a parametrisation of the radial correlation function. In the example where the Percus free energy term is not included, the dynamics lead to non-physical densities; at time $t = 1.5$ we see that the density exceeds 1.

If instead we use the analytic form for $g^{(2)}(\varepsilon)$ discussed in chapter 7, the dynamics do not have a
Figure 8.9: Simulations involving different numbers of particles, given initial condition eq. (8.13), and dynamics are run up to time $t = 5$ for $\alpha = 0.5$ and fixed total packing fraction $\rho_v = 0.3$, using the collision operator eq. (4.79) (red) and its limit as $\varepsilon \to 0$ (blue). For a small number of particles the results differ greatly, but as the number of particles increase the result is nearly identical, as expected.

Figure 8.10: Dynamics where the volume exclusion term is included (green) and neglected (blue), with non-physical densities highlighted in red. For this example to ensure accuracy we perform the dynamics on 600 computational points. When volume exclusion is neglected the system reaches non-physical packing fractions.

strong relationship with the coefficient of restitution $\alpha$, as seen in fig. 8.11. In this case the analytic form of $g^{(2)}(\varepsilon) = g_{fp}^{(2)}(\varepsilon)$ ensures that the volume does not approach non-physical values, but the effect of the collision operator is minimal when we compare to the results in fig. 8.6. Furthermore, there is less evidence of volume exclusion effects at lower densities.

Finally, we present the dynamics of the system for different values of $\alpha$, at time $t = 50$. In this case the frictional effects present dominate the dynamics, so the results of different choices of $\alpha$ are more similar.
Figure 8.11: The dynamics when eq. (7.3) is used with initial conditions eq. (8.13), and the Percus free energy functional is neglected. In this case the effect of the collision operator has significantly reduced.

Figure 8.12: Long time dynamics of the system with initial conditions eq. (8.13), for different values of $\alpha$. After long times the viscous effects in the system dominate the dynamics, and inelastic effects are less evident.

### 8.3 Two dimensions

Using the methods discussed at the start of the chapter, and the results in appendix A, we can perform simulations of eqs. (6.39), (6.42) and (6.49) in two dimensions. As we have not considered boundary conditions in the numerical approximation of the correlation function in chapter 7 we will restrict our simulations to periodic domains. In all simulations we will use fundamental measure theory to include volume exclusion in the dynamics; for this we use the results discussed in [89].

In fig. 8.13 we provide the relative $L^2$ and $L^\infty$ errors for the dynamics considered in section 8.3.1, for a variety of computational points. We see that the relative error is approximately 0.1% for a computational grid of 30 points in each dimension, but for a grid of 20 computational points
in each dimension the error is also small. In the following examples we perform all dynamics on $20 \times 20$ computational grids.

Number of computation points $N$ in each dimension

\[
\left( \int \left( \rho_{N+1} - \rho_N \right)^2 dr / \int \rho_{N+1}^2 dr \right)^{1/2}
\]

Figure 8.13: Relative $L^2$ (left) and $L^\infty$ (right) errors in the density $\rho$ for the dynamics considered in section 8.3.1. The error is small for $N = 20$, although it is clear that increasing the number of computational points will further increase accuracy, but will increase computation time.

**8.3.1 Example: Gaussian bump**

For our first example we consider the analogue to the one-dimensional case considered in section 8.2.1, to consider the effect of the matrix $E(r, t)$ and the coefficient of restitution $\alpha$. We use initial conditions:

\[
\rho_0(r) = \rho_c \left( \exp \left( -\frac{(r_1 - 50)^2}{25} \right) \exp \left( -\frac{(r_2 - 50)^2}{25} \right) + 1 \right), \quad \mathbf{v}_0(r) = 0, \quad E_0(r) = E_0 \mathbf{I}, \quad (8.15)
\]

where $E_0 > 0$, $\rho_c$ is the total packing fraction of the system, and $N_c$ is a normalisation constant for the Gaussian term. We perform the dynamics up to time $t = 5$ and consider the results. Unless otherwise stated we take $\rho_v = 0.4$, $N = 500000$, and $E_0 = 150$. In fig. 8.14 we display the results for different coefficients of restitution using the values of $g^{(2)}(c)$ constructed from microscopic dynamics in chapter 7, where we have set $E_0 = 200$. Compared to the results in one dimension, the effect of the collision operator for different $\alpha$ is much smaller, in fig. 8.15 we present the difference in the result at time $t = 5$ for $\alpha = 0.5$ and $\alpha = 1$, the scale of the difference is above the scale of the error but is still small compared to the overall density; for the duration of the dynamics the largest difference between the two cases is around 2%. We note that the effect of the collision operator is strongest at areas where there are higher gradients in the density; where inelasticity in collisions is most likely to cause a difference in the dynamics.

The effect of inelasticity would be more significant in systems where $\gamma = 0$, where the effect of the collision operator in the granular temperature equation does not have to compete with the viscous drag in the system. However, we require viscous drag in the system to validate the Maxwellian assumption in the derivation of the DDFT, so cannot consider non-viscous cases with the current theory.

In fig. 8.16 we present the diagonal terms in the second moment for the initial conditions
Figure 8.14: The density at time $t = 5$ using initial conditions eq. (8.15), for different coefficients of restitution $\alpha$. The small differences in the resulting densities are hard to capture with the human eye.

Figure 8.15: The difference in density at time $t = 5$ using initial conditions eq. (8.15), between dynamics using $\alpha = 0.5$ and $\alpha = 1$. This result shows that inelasticity does play a small role in the dynamics of the system.

We can also consider dynamics where the off-diagonal terms of $E_0$ are non-zero and consider a larger number of particles; The results are presented in fig. 8.17. In this case we see some changes in the symmetry of the density.

### 8.3.2 Example: Moving Masses

In this example we use initial conditions that are analogous to the one-dimensional moving masses case, where we expect the value of $\alpha$ will determine how much particles in the system cluster:

\[
\rho_0(r) = \frac{\phi_0}{N_c} \left( \exp \left( -\frac{(r_1 - 75)^2}{25} \right) \exp \left( -\frac{(r_2 - 75)^2}{25} \right) + 1 \right),
\]

\[
v_0(r) = (v_1 \cos (2\pi r_1/L_1), v_2 \cos (2\pi r_2/L_2)),
\]

\[
E_0(r) = E_0 I. \tag{8.16}
\]
Figure 8.16: The diagonal entries of the second moment of the collision operator in eq. (6.49) for different values of $\alpha$, with $\rho, v, E$ given by eq. (8.15). Again, we see that $\alpha$ will affect the local granular temperature.

Figure 8.17: The density at time $t = 5$, with initial conditions given by eq. (8.15), using $\alpha = 0.5, \rho_0 = 0.5$ and $N = 500000$, but with $E_0 = (200, 100; 100, 200)$. There is a noticeable change in the resulting density when compared to fig. 8.14.

For $v_1, v_2 \in \mathbb{R}$ and $E_0 > 0$. Unless otherwise stated, we will use $\phi_0 = 0.5, \alpha = 0.5, E_0 = 200$ and $N = 500000$. The initial conditions for $\phi_0$ and $v_0$ are then presented in fig. 8.18.

Figure 8.18: Initial conditions described in eq. (8.16). In a similar way to the one-dimensional case, we have chosen initial conditions that cause two masses of particles to move towards one another.
We use this example to consider the effect of each term in the DDFT, and the effect of the magnitude of $E$ in the equations. In fig. 8.19 we present the solution of the equations eqs. (6.39), (6.42) and (6.49) at time $t = 5$, where various terms are neglected and we set $E_0 = 150, \nu_1 = \nu_2 = 2.5$. We see that when the FMT free energy term is included, the peaks in the density at $t = 5$ are broader and lower, as the effects of volume exclusion stop the density from reaching higher values. Again we see that the effect of the collision operator is not as strong as expected. In fig. 8.20 we present the difference between the densities given in fig. 8.19. The largest difference occurs when FMT is included, however we note that the effect of the collision terms is non-zero and higher than the error present in the simulations. Furthermore when using the data from numerical simulations there is a larger change in the resulting density at time $t = 5$.

![Figure 8.19: The density at time $t = 5$, where at time $t = 0$ the initial conditions eq. (8.16) are used, and dynamics are given by the granular DDFT, applying different terms and using $\alpha = 0.5$. This displays the role that each term in the DDFT plays, although some of the effects are too small to capture visually.](image)

In fig. 8.21 we investigate the effect of the magnitude of $E_0$ on the dynamics. When $E_0$ is small, the two masses coalesce, while for $E_0$ large the masses are reflected, which is similar to the behaviour in the one-dimensional case. We also note evidence of potential numerical inaccuracies in the result in fig. 8.21c (in the form of local oscillations in the density); these are likely due to fast
changes in the local velocity, which are difficult to simulate using pseudospectral methods where smoothness of solutions is important, and hard to model accurately under the Maxwellian local equilibrium assumption, as discussed in the derivation of the DDFT.

We can consider the effect of different packing fractions on the system in fig. 8.22. As expected, when the packing fraction is increased the areas of highest density become more spread as volume exclusion reduces the local density. Finally in fig. 8.23 we present the same example where instead of changing densities we consider different numbers of particles. The effect is much smaller than witnessed in the one-dimensional case.

8.3.3 Example: Periodic waves

For our final example we want to consider initial conditions that are less conveniently structured, to show how the system behaves for more arbitrary initial conditions. We set:

$$
\rho_0(r) = \frac{0.5}{N_c} \left\{ 3 \cos \left( 2\pi \left( \frac{r_1}{100} - 0.1 \right) \right) + \sin \left( 2\pi \left( \frac{2r_1}{100} + \frac{r_2}{100} + 0.3 \right) \right) \\
+ 1.2 \cos \left( \frac{2\pi r_1}{100} \right) \sin \left( \frac{2\pi r_2}{100} \right) + \sin \left( \frac{4\pi r_1 r_2}{100^2} \right)^2 + 5.7 \right\},
$$

$$
v_{1,0}(r) = \frac{3}{2} \sin \left( \frac{2\pi r_1}{100} \right) \cos \left( \frac{2\pi r_2}{100} \right),
$$
Figure 8.22: The density at time $t = 5$, where at time $t = 0$ the initial conditions eq. (8.16) are used, and dynamics are given by the granular DDFT, using $\alpha = 0.5$, $E_0 = 250$ and different values of $\phi_V$. Note that the colour scale varies, depending on the plot. We see that high packing fractions dramatically change the result of the system, as volume exclusion effects become more prevalent.

Figure 8.23: The density at time $t = 5$, where at time $t = 0$ the initial conditions eq. (8.16) are used, and dynamics are given by the granular DDFT, using $\alpha = 0.5$, $E_0 = 250$ and different values of $N$, keeping $\rho_V$ constant. When $N$ is small there is a change in behaviour in the local density, but for large values of $N$ the behaviour is more similar.

$$v_{2,0}(r) = -\frac{3}{2} \left\{ \cos \left( 4\pi \left( \frac{r_2}{100} - 0.2 \right) \right) - \sin \left( 2\pi \left( \frac{r_1}{100} - 0.9 \right) \right) \right\}.$$  

$$E_0 = \begin{pmatrix} 250 & 0 \\ 0 & 200 \end{pmatrix}.$$  

(8.17)
We also consider a trigonometric external potential:

\[ V^{\text{ext}}(r) = 2 \cos \left( \frac{2\pi r_1}{100} \right) - 2 \cos \left( \frac{2\pi r_2}{100} \right). \]

(8.18)

The initial conditions \( \rho_0 \) and \( v_0 \) are presented in fig. 8.24, as well as the external potential \( V^{\text{ext}} \). We consider a system with \( N = 500000 \) particles.

![Figure 8.24: The initial conditions given by eq. (8.17), which are constructed using sums and products of trigonometric functions that are periodic in the domain.](image)

In fig. 8.25 We present the results at different times \( t \). We see that the external potential transports the density, while the peaks and troughs of the density also change due to volume exclusion and collisional effects. The long term dynamics lead to accumulations of particles in the areas of low external potential.

### 8.4 Discussion

In this chapter we have provided basic numerical examples in one and two dimensions that present the effect of each term in the DDFT. We have shown that including the parametrised versions of the radial correlation function in the continuum model, rather than their steady-state counterparts, produces changes in the dynamics of the system that are qualitatively expected. Furthermore, we produced expected results when increasing the number of particles or local packing fraction of the
Figure 8.25: The dynamics of the granular DDFT with initial conditions given by eq. (8.17). We see that over time the external potential field determines the shape of the density. Further investigation using alternative numerical schemes is required to determine whether the horizontal bands in the system are an artefact of the pseudospectral scheme.

system. The inclusion of the free energy functional also allows us to implement a volume exclusion term, which further changes the overall behaviour of the density.

These promising initial results imply that the DDFT could be an appropriate model for systems of granular media. Before applying the DDFT to more realistic problems and real-world applications, we need the theory to account for multiple species (i.e., construct a suitable DDFT alternative for the two-fluid model), and remove the necessity for a viscous drag term, so that we can use the results to simulate fluidisation. This involves removing or replacing the Maxwellian local equilibrium assumption that we used to close the system of equations and derive the DDFT in chapter 6, which requires a sufficiently large value for $\gamma$ to ensure the approximation is accurate. Furthermore, we need to investigate the effects of boundaries on the derivation, and on the radial correlation function. Once these issues have been investigated, we will be in a suitable position to simulate fluidisation examples that are popular in the literature, and can be compared with experimental results.

For these more complicated systems, pseudospectral methods may no longer be appropriate, as
they may not capture small scale variation accurately without drastically increasing computational cost; if the numerics are not sufficiently smooth then artefacts of the pseudospectral method will arise, as witnessed in some of the two-dimensional examples already considered. Therefore to accurately identify the behaviour of the DDFT in future numerical experiments on physically relevant systems of granular media, we must investigate other valid numerical approaches. There are various code libraries, including the open-source library OpenFOAM [166], or the proprietary software COMSOL [167], that may be suitable for DDFT simulation.
Chapter 9

Conclusions and future work

In this work we have considered different problems in aspects of granular media. Firstly we have considered granular media at a microscopic scale; constructing a general form for instantaneous interactions between particles, and discussing efficient methods to simulate the dynamics of systems of interacting hard particles. This new approach fully characterises all possible instantaneous interactions under the assumption that linear and angular momentum are conserved. We have also implemented event-driven for particles that are affected by external friction in one, two, and three dimensions.

Following this, our careful construction of the Liouville equation for hard particles produced additional terms relating the the admissible position and velocity data, that lead to the Boltzmann collision operator for hard inelastic spheres of diameter $\varepsilon$. This novel derivation allows any instantaneous interactions to be included in the Liouville equation. From here we have derived an original DDFT which effectively models systems of hard particles that experience inelastic collisions as a continuum. We used event-driven simulations to construct the radial correlation function from microscopic systems of particles. The results show that the radial correlation function displays a rich behaviour which depends on many parameters of the system that are not usually considered, e.g. the coefficient of restitution. Simple numerical examples of the DDFT then showed how the properties of the correlation function carry over to the macroscopic regime.

A common characteristic of research is that by finding answers, we tend to end up asking more questions. We now describe some open problems that could be considered from this work.

9.1 Open problems

9.1.1 Microscopic modelling

In Theorem 2 by considering the conservation of linear and angular momentum we reduced the six-dimensional set of equations that determine the effect of an instantaneous interaction between hard spheres to a one-dimensional equation. The resulting equation then allowed us to construct the inelastic collision rule eq. (2.31), as well as refraction rules eq. (2.37) used in systems with discrete step potentials.

It is also of interest to construct interaction rules for dynamics with additional degrees of freedom, for example by including angular rotation or charge in the properties of the system.
Identifying these interaction rules will then allow for a derivation of the Liouville equation for more complex dynamics.

9.1.2 Microscopic simulation

We have modified event driven methods to simulate dynamics where particles are affected by external friction. The resulting dynamics were then used to construct correlation functions for dynamics after long times. Aside from improvements in the efficiency of algorithms considered, there are some improvements that can be made to the simulation.

Firstly, for low coefficients of restitution ($\alpha < 0.4$) and for higher densities, microscopic simulations are jammed. This could be due to stability issues in the algorithm, as discussed in section 3.5.1, or due to cases of inelastic collapse occurring, as discussed in section 3.5.2. An in-depth investigation into systems that experience jamming is required to understand the issue. In either case, we require a method to stop the simulation from jamming, while preserving the properties of the system as well as possible.

Furthermore, we could also consider systems with external friction and where particles interact with one another via discrete step potentials, or interact with an external boundary. In each case we need to construct analytic forms of the time where the interaction takes place, so that we can use EDPD efficiently. It would also be useful to include more complicated dynamics in EDPD simulations where possible, for example by including additional degrees of freedom (after a physically valid event rule has been defined for such interactions).

9.1.3 The weak formulation of the Liouville equation

After careful construction of the Liouville equation for hard spheres, we showed that the Boltzmann collision operator present in the first equation of the BBGKY hierarchy is a consequence of an additional term in the Liouville equation. Our result is accurate for systems with any external or pairwise interaction potentials, provided that the instantaneous events occurring between particles are well-separated. For our purposes, we considered a system where $N = 2$, then heuristically argued that through a partition of the phase space the same result could approximate the $N$ particle system. It would be beneficial to have a precise derivation of this result.

We also considered inelastic particles that are unaffected by additional degrees of freedom such as angular rotation or charge. Following a construction of the correct possible interactions between particles given additional degrees of freedom, we could analogously formulate the weak Liouville equation.

There are also particular examples that would be interesting to study using the weak formulation of the Liouville equation. In section 4.5 we considered a system of particles which are affected by square shoulder interactions. This resulted in an additional surface term in the BBGKY hierarchy at the second interaction diameter. If instead we consider $a < 0$ in this example (i.e. square-well particles), the dynamics are more complicated; for example particles can be trapped between the two interaction diameters, and there are initial velocities where dynamics are not defined globally in time, leading to additional terms in the Liouville equation. A careful study of this system, followed by homogenisation methods on the additional terms in the Liouville equation, could lead to effective potential terms in the Liouville equation for square well particles, or even
arbitrary stepped potentials.

As a final note on the results of Chapter 4, it would be very beneficial to study the properties of a system where events are not well separated; for example in systems where inelastic collapse can occur. In such systems we can no longer assume that dynamics are unique for all times, or event that they are defined. A detailed study of this problem could lead to a better understanding of inelastic collapse in continuum systems.

9.1.4 Dynamical density functional theory for granular media

By considering the first three moments of the BBGKY hierarchy for inelastic hard spheres, we successfully constructed a new dynamical density functional theory for modelling granular media. Importantly, the model includes terms that determine the dynamics of $E(r, t)$, the variance in the local average velocity in the system. The model produced some expected properties of granular media.

When constructing eqs. (6.39), (6.42) and (6.49), we made some simplifying assumptions on the system. In particular, we assumed that the local equilibrium of the system was Maxwellian, an approximation that is known to be inaccurate for granular media. For systems where the external friction is small, this leads to ill-posed equations of motion. The effects of this approximation are then present in our simulations, when $\gamma$ is small, or equivalently $v$ is large.

To improve this result, we could instead consider a sonine polynomial approximation, as is discussed in [129]. Alternatively, an investigation of corrective terms to the Maxwellian assumption as in [148], where in addition we consider collision terms and the third moment of the BBGKY hierarchy, could lead to a more accurate DDFT for modelling granular media.

A careful consideration of the granular DDFT under various limits (for example taking the limit as the number of particles increases while scaling the particle diameter) and approximations (in alignment to the results in [70]) may also provide insight into the properties of the three-moment DDFT.

Most importantly, by considering a particle system with multiple species (one of which models hard, inelastic particles), the equations derived in chapter 6 could be extended to a coupled system of equations that model fluidisation processes, by accounting for interactions between the fluid and the granular medium. This could produce a two-fluid model that rivals current state-of-the-art models that are used to simulate modern industrial processes.

9.1.5 Parametrisation of the radial correlation function

The granular DDFT that we construct requires an understanding of the radial correlation function for the system of particles considered. It is popular to use the steady-state form of $g^{(2)}$ for elastic hard spheres, however we have shown that the long-time dynamics of the radial correlation function for inelastic hard spheres behaves very differently to the steady-state form. We therefore used an approximation of the radial correlation function derived from long-time dynamics of particle systems, and parametrised $g^{(2)}$ in terms of the local density.

We could extend this approach further by constructing the radial correlation function at provided points in time in the continuum simulation: given times $t_0 = 0, t_1, \ldots, t_N = T$, at time $t_i$ we sample from the density of the system, and use the highly efficient EDPD simulations to run
a microscopic simulation for time $t_{i+1} - t_i$. From the result we extract the radial correlation function, which we use in the continuum simulation until time $t_{i+1}$, where we repeat the process. This method may construct more physically valid results by reactively updating the radial correlation function.

As an alternative it would be more intuitive to parametrise $g^{(2)}$ in terms of the variance in the local average velocity, $E(r, t)$, as we know that inelastic collisions affect the local variance more than the local density and velocity. An accurate construction of the radial correlation function may help produce the expected effect of inelasticity in the DDFT simulations. Furthermore, it would also be useful to parametrise $g^{(2)}$ in a form similar to eq. (7.3), to align with known results in the literature.
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Appendix A

Computationally efficient forms of the collision operator

Considering the $i$th moments of the collision operator in eq. (6.6) resulted in three integrals eqs. (6.9) to (6.11) that involve characteristic functions, which make them difficult to solve analytically:

$$A_1 = \int_{\mathbb{R}^d} n \int_{\mathbb{R}^2} \chi(v_1 - v_2) [n \cdot (v_1 - v_2)]^2 f^{(2)}([v_1, v_1 + \varepsilon n], v^2, t) \, dv^2 \, dn,$$

$$A_2 = \int_{\mathbb{R}^d} n \int_{\mathbb{R}^2} \chi(v_1 - v_2) [n \cdot (v_1 + v_1 \otimes n) (v_1 - v_2)]^2 f^{(2)}([v_1, v_1 + \varepsilon n], v^2, t) \, dv^2 \, dn,$$

$$A_3 = \int_{\mathbb{R}^d} n \otimes n \int_{\mathbb{R}^2} \chi(v_1 - v_2) [n \cdot (v_1 - v_2)]^3 f^{(2)}([v_1, v_1 + \varepsilon n], v^2, t) \, dv^2 \, dn.$$

Under the assumption on the correlation function, and the Maxwellian assumption on the local equilibrium, we can write $f^{(2)}$ as a product of Gaussians in velocity:

$$f^{(2)}([v_1, v_1 + \varepsilon n], v^2, t) = \frac{\rho \rho_g}{[2\pi mk_B T E]^2} \exp \left( -\frac{1}{2mk_B T} (v - m\bar{p})^T E^{-1} (v - m\bar{p}) \right) \exp \left( -\frac{1}{2mk_B T} (v - m\bar{p}_+)^T E_+^{-1} (v - m\bar{p}_+) \right) \quad (A.1)$$

For the following arguments we will set $m = 1, k_B T = 1$ to simplify notation.

A.0.1 Useful integral identities

For the derivations in one and two dimensions, the following integrals will be of use. Firstly we recall the moments of Gaussian functions:

$$\int_{-\infty}^{\infty} \exp \left( -\frac{(x - \mu)^2}{\xi} \right) \, dx = \sqrt{\pi \xi}, \quad \int_{-\infty}^{\infty} x \exp \left( -\frac{(x - \mu)^2}{\xi} \right) \, dx = \mu \sqrt{\pi \xi},$$

$$\int_{-\infty}^{\infty} x^2 \exp \left( -\frac{(x - \mu)^2}{\xi} \right) \, dx = \frac{\sqrt{\pi \xi}}{2} (\xi + 2\mu^2),$$

$$\int_{-\infty}^{\infty} x^3 \exp \left( -\frac{(x - \mu)^2}{\xi} \right) \, dx = \frac{\sqrt{\pi \xi}}{2} \mu (2\mu^2 + 3\xi). \quad (A.2)$$
To deal with the characteristic function in the integrals we have the following identities involving error functions:

\[
\int_{-\infty}^{\infty} \chi_{x>0} \exp \left( \frac{(x-\mu)^2}{2} \right) \, dx = \sqrt{\pi \xi} \left( 1 \pm \text{erf} \left( \frac{\mu}{\sqrt{\xi}} \right) \right),
\]

\[
\int_{-\infty}^{\infty} x \chi_{x>0} \exp \left( \frac{(x-\mu)^2}{2} \right) \, dx = \mu \sqrt{\frac{\pi \xi}{2}} \left( 1 \pm \text{erf} \left( \frac{\mu}{\sqrt{\xi}} \right) \right) \pm \frac{\xi}{2} \exp \left( -\frac{\mu^2}{\xi} \right),
\]

\[
\int_{-\infty}^{\infty} x^2 \chi_{x>0} \exp \left( \frac{(x-\mu)^2}{2} \right) \, dx = \frac{\mu \sqrt{\pi \xi}}{2} \left( \frac{3\xi}{2} + \mu^2 \right) \left( 1 \pm \text{erf} \left( \frac{\mu}{\sqrt{\xi}} \right) \right) \pm \frac{\xi}{4} \exp \left( -\frac{\mu^2}{\xi} \right) \left( \mu^2 + \xi \right).
\]

Where we have defined the error function as

\[
\text{erf}(x) := \frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp(-t^2) \, dt.
\]

Finally we consider moments of products of Gaussians and error functions. We have that for \(a \neq 0, b \in \mathbb{R}\): \(\text{erf}((ax+b)^2)\)

\[
\int_{-\infty}^{\infty} \text{erf}(x) \exp(-(ax+b)^2) \, dx = -\frac{\sqrt{\pi}}{a^2-1} \exp \left( -\frac{b^2}{a^2-1} \right) \quad \text{(A.5)}
\]

Then by using integration by parts with

\[
u = -\exp(-(ax+b)^2), \quad \frac{du}{dx} = \frac{2}{\sqrt{\pi}} \exp(-x^2),
\]

we have

\[
\int_{-\infty}^{\infty} x \text{erf}(x) \exp(-(ax+b)^2) \, dx = \frac{\sqrt{\pi}b}{a^2} \exp \left( -\frac{b^2}{a^2+1} \right) + \frac{1}{a^2} \exp \left( -\frac{b^2}{a^2+1} \right) \quad \text{(A.6)}
\]

With a similar choice of \(u\) and \(dv\) we have that

\[
\int_{-\infty}^{\infty} x^2 \text{erf}(x) \exp(-(ax+b)^2) \, dx = -\frac{\sqrt{\pi}(2b^2+1)}{2a^3} \exp \left( -\frac{b^2}{a^2+1} \right)
\]

\[
- \frac{b(2a^2+1)}{a^3} \exp \left( -\frac{b^2}{a^2+1} \right), \quad \text{(A.7)}
\]

\[
\int_{-\infty}^{\infty} x^3 \text{erf}(x) \exp(-(ax+b)^2) \, dx = \frac{\sqrt{\pi}b(2b^2+3)}{2a^4} \exp \left( -\frac{b^2}{a^2+1} \right)
\]

\[
+ \frac{1}{2a^4(a^2+1)^{3/2}} \left[ b^2(6a^4 + 6a^2 + 2) + (3a^4 + 5a^2 + 2) \right] \exp \left( -\frac{b^2}{a^2+1} \right) \quad \text{(A.8)}
\]
A.0.2 One dimension

In one dimension the integral over $\mathbb{S}^{d-1}$ reduces to a sum over $\pm 1$. We have that, after a change of variables $v_1 \rightarrow (v_1 - v_2)$,

$$
A_1 = \frac{\rho \rho_+ g_+}{|E|^{1/2}} \int_{v_1 < 0} \chi_{v_1 < 0} v_1^2 \exp \left( - \frac{(v_1 + v_2 - \bar{v})^2}{\bar{E}} \right) \exp \left( - \frac{(v_2 - \bar{v}_+)^2}{E_+} \right) dv^2
- \frac{\rho \rho_+ g_-}{|E|^{1/2}} \int_{v_1 > 0} \chi_{v_1 > 0} v_1^2 \exp \left( - \frac{(v_1 + v_2 - \bar{v})^2}{\bar{E}} \right) \exp \left( - \frac{(v_2 - \bar{v}_-)^2}{E_-} \right) dv^2
$$

We then rearrange the exponential terms to get $v_2$ into a single Gaussian:

$$
\exp \left( - \frac{(v_1 + v_2 - \bar{v})^2}{\bar{E}} \right) \exp \left( - \frac{(v_2 - \bar{v}_\pm)^2}{E_{\pm}} \right)
$$

$$
= \exp \left[ - \frac{1}{2(E + E_\pm)} \left( v_2 + \frac{E_\pm}{E + E_\pm} \left( v_1 - \left( \bar{v} - \frac{E}{E_{\pm}} \bar{v}_{\pm} \right) \right) \right)^2 \right]
\exp \left[ - \frac{1}{2(E + E_\pm)} (v_1 - (\bar{v} - \bar{v}_{\pm}))^2 \right]
$$

We then use eq. (A.2) to solve the integral in $v_2$ in each term in $A_1$:

$$
A_1 = \frac{\rho \rho_+ g_+}{\sqrt{2\pi}(E + E_+) \int_{\mathbb{R}}} \chi_{v_1 < 0} v_1^2 \exp \left[ - \frac{(v_1 - (\bar{v} - \bar{v}_+))^2}{2(E + E_+)} \right] dv_1
- \frac{\rho \rho_+ g_-}{\sqrt{2\pi}(E + E_-) \int_{\mathbb{R}}} \chi_{v_1 < 0} v_1^2 \exp \left[ - \frac{(v_1 - (\bar{v} - \bar{v}_-))^2}{2(E + E_-)} \right] dv_1
$$

We then use eq. (A.3) to solve the remaining integrals in $v_1$:

$$
A_1 = \frac{\rho \rho_+ g_+}{2} \left( (E + E_+) + (\bar{v} - \bar{v}_+)^2 \right) \left( 1 - \text{erf} \left( \frac{\bar{v} - \bar{v}_+}{\sqrt{2}(E + E_+)} \right) \right)
- (\bar{v} - \bar{v}_+) \sqrt{\frac{E + E_+}{2\pi}} \exp \left( - \frac{(\bar{v} - \bar{v}_+)^2}{2(E + E_+)} \right)
$$

$$
- \frac{\rho \rho_+ g_-}{2} \left( (E + E_-) + (\bar{v} - \bar{v}_-)^2 \right) \left( 1 + \text{erf} \left( \frac{\bar{v} - \bar{v}_-}{\sqrt{2}(E + E_-)} \right) \right)
+ (\bar{v} - \bar{v}_-) \sqrt{\frac{E + E_-}{2\pi}} \exp \left( - \frac{(\bar{v} - \bar{v}_-)^2}{2(E + E_-)} \right)
$$

(A.10)

Which fully defines $A_1$ in terms of error functions and exponentials. We note that the terms with $\bar{v} - \bar{v}_{\pm}$ disappear as $\varepsilon \rightarrow 0$, and the remaining terms in $E$ cancel. Thus the we are left with zero in the second moment of the collision operator in the limit as the particle size vanishes, as expected.

In one dimension we have that

$$
A_2 = 2 \int_{\mathbb{R}^2} \chi_{(v_1 - v_2) < 0} v_1 (v_1 - v_2) f^{(2)}(r, r + \varepsilon, v_1, v_2, t) dv_1 dv_2
$$

$$
- 2 \int_{\mathbb{R}^2} \chi_{(v_1 - v_2) > 0} v_1 (v_1 - v_2) f^{(2)}(r, r - \varepsilon, v_1, v_2, t) dv_1 dv_2,
$$

$$
A_3 = \int_{\mathbb{R}^2} \chi_{(v_1 - v_2) < 0} (v_1 - v_2)^3 f^{(2)}(r, r + \varepsilon, v_1, v_2, t) dv_1 dv_2
$$

(A.12)
\[- \int_{\mathbb{R}^2} \chi_{(v_1 - v_2) < 0} (v_1 - v_2)^3 f^{(2)}(r, r - \varepsilon, v_1, v_2, t) \, dv_1 \, dv_2.\]

Using the substitution \( \tilde{v} = v_1 - v_2 \) we see that

\[ A_2 = 2 \tilde{A}_1 + 2 \tilde{A}_2, \quad A_3 = \tilde{A}_1 \]

where

\[ \tilde{A}_1 = \int_{\mathbb{R}^2} \chi_{(v_1 - v_2) < 0} v_1^3 f^{(2)}(r, r + \varepsilon, v_1 + v_2, v_2, t) \, dv_1 \, dv_2 \]

\[ \tilde{A}_2 = \int_{\mathbb{R}^2} \chi_{(v_1 - v_2) < 0} v_2^3 f^{(2)}(r, r + \varepsilon, v_1 + v_2, v_2, t) \, dv_1 \, dv_2 \]

For \( \tilde{A}_1 \) we use eq. (A.9) to solve the integral in \( v_2 \), so that we are left with

\[ \tilde{A}_1 = \frac{\rho \rho_g}{2\pi(E + E_+)} \int_{\mathbb{R}} \chi_{v_1 < 0} v_1^3 \exp \left\{ \frac{-(v_1 - (\tilde{v} - \tilde{v}_+))^2}{2(E + E_+)} \right\} \, dv_1 \]

\[ - \frac{\rho \rho_g}{2\pi(E + E_-)} \int_{\mathbb{R}} \chi_{v_1 > 0} v_1^3 \exp \left\{ \frac{-(v_1 - (\tilde{v} - \tilde{v}_-))^2}{2(E + E_-)} \right\} \, dv_1. \]

Then, using the third partial moment in eq. (A.3), we find

\[ \tilde{A}_1 = \rho \rho_x \left[ \frac{(\tilde{v} - \tilde{v}_+)}{2}(3(E + E_+) + (\tilde{v} - \tilde{v}_+)^2) \left( 1 - \text{erf} \left( \frac{(\tilde{v} - \tilde{v}_+)}{\sqrt{2(E + E_+)}} \right) \right) \right. \]

\[ - \sqrt{\frac{E + E_+}{2\pi}} ((\tilde{v} - \tilde{v}_+)^2 + 2(E + E_+)) \exp \left( \frac{-(\tilde{v} - \tilde{v}_+)^2}{2(E + E_+)} \right) \]

\[ - \rho \rho_g \left[ \frac{(\tilde{v} - \tilde{v}_-)}{2}(3(E + E_-) + (\tilde{v} - \tilde{v}_-)^2) \left( 1 + \text{erf} \left( \frac{(\tilde{v} - \tilde{v}_-)}{\sqrt{2(E + E_-)}} \right) \right) \right. \]

\[ + \sqrt{\frac{E + E_-}{2\pi}} ((\tilde{v} - \tilde{v}_-)^2 + 2(E + E_-)) \exp \left( \frac{-(\tilde{v} - \tilde{v}_-)^2}{2(E + E_-)} \right) \].

For \( \tilde{A}_2 \), we use eq. (A.9) and solve the integral in \( v_2 \) using the second moment in eq. (A.2) to find:

\[ \tilde{A}_2 = - \frac{\rho \rho_x}{\sqrt{2\pi(E + E_+)}} \int_{\mathbb{R}} \chi_{v_1 < 0} \frac{E_+}{E + E_+} \left[ v_1 - (\tilde{v} - \frac{E \tilde{v}_+}{E_+}) \right] v_2 \exp \left\{ \frac{-(v_1 - (\tilde{v} - \tilde{v}_+))^2}{2(E + E_+)} \right\} \, dv_1 \]

\[ + \frac{\rho \rho_g}{\sqrt{2\pi(E + E_-)}} \int_{\mathbb{R}} \chi_{v_1 > 0} \frac{E_-}{E + E_-} \left[ v_1 - (\tilde{v} - \frac{E \tilde{v}_-}{E_-}) \right] v_2 \exp \left\{ \frac{-(v_1 - (\tilde{v} - \tilde{v}_-))^2}{2(E + E_-)} \right\} \, dv_1 \]

\[ = - \frac{E_+}{E + E_+} \tilde{A}_1^+ + \frac{E_+ \tilde{v} - E \tilde{v}_+}{E + E_+} \tilde{A}_1^+ + \frac{E_+ \tilde{v} - E \tilde{v}_-}{E + E_+} \tilde{A}_1^- + \frac{E_- \tilde{v} - E \tilde{v}_-}{E + E_-} \tilde{A}_1^-, \]

where \( \tilde{A}_1^\pm \) are the positive and negative diameter contributions of \( \tilde{A}_1 \), and similar for \( A_1 \). This fully determines all contributions to the first three moments of the collision operator in terms of
error functions. We note that when $\varepsilon \to 0$ we have that
\[
\lim_{\varepsilon \to 0} \tilde{A}_1 = -\frac{8\rho^2 g E^{3/2}}{\sqrt{\pi}},
\]
\[
\lim_{\varepsilon \to 0} \tilde{A}_2 = -\frac{1}{2} \lim_{\varepsilon \to 0} \tilde{A}_1 + \tilde{v} \lim_{\varepsilon \to 0} A_1 = \frac{4\rho^2 g E^{3/2}}{\sqrt{\pi}}.
\]
In the third moment the terms of interest are of the form
\[
-\frac{1 + \alpha}{2\sqrt{2}} A_2 + \frac{(1 + \alpha)^2}{4\sqrt{2}} A_3 = -\frac{1 + \alpha}{2\sqrt{2}} (2\tilde{A}_1 + 2\tilde{A}_2) + \frac{(1 + \alpha)^2}{4\sqrt{2}} \tilde{A}_1
\]
\[
\to -\frac{1 + \alpha}{2\sqrt{2}} \lim_{\varepsilon \to 0} \tilde{A}_1 + \frac{(1 + \alpha)^2}{4\sqrt{2}} \lim_{\varepsilon \to 0} \tilde{A}_1
\]
\[
= \frac{2\rho^2 g E^{3/2}}{\sqrt{2\pi}} (1 - \alpha^2),
\]
which shows that the affect of inelastic collisions on the kinetic energy does not vanish in the limit as the particle size vanishes, as expected.

**A.0.3 Two dimensions**

When $d = 2$, we note that
\[
(v_1 \cdot n)^i = (v_1^{(i)})^{,i} (n^{(i)}),
\]
where $\cdot$ represents the scalar product between all $i$ dimensions of the matrix formed by the tensor products. Thus the integrals of interest are then
\[
A_1 = \int_{\mathbb{R}^{d-1}} n \tilde{A}_1 \cdot n \otimes n \, dn, \tag{A.18}
\]
\[
A_2 = \int_{\mathbb{R}^{d-1}} n \otimes [(\tilde{A}_2 + \tilde{A}_3) \cdot (n \otimes n)] + [(\tilde{A}_2 + \tilde{A}_3) \cdot (n \otimes n)] \otimes n \, dn, \tag{A.19}
\]
\[
A_3 = \int_{\mathbb{R}^{d-1}} n \otimes n \tilde{A}_2 \cdot (n \otimes n) \, dn, \tag{A.20}
\]
where
\[
\tilde{A}_1 = \int_{\mathbb{R}^d} \exp \left[ -\frac{1}{2} (v_2 - \bar{v}_+)^T E_{++}^{-1} (v_2 - \bar{v}_+) \right]
\times \left\{ \int_{\mathbb{R}^d} \chi_{v_1 \cdot n < 0} (v_1 \otimes v_1) \exp \left[ -\frac{1}{2} (v_1 + v_2 - \bar{v})^T E_{++}^{-1} (v_1 + v_2 - \bar{v}) \right] dv_1 \right\} dv_2
\]
\[
\tilde{A}_2 = \int_{\mathbb{R}^d} \exp \left[ -\frac{1}{2} (v_2 - \bar{v}_+)^T E_{++}^{-1} (v_2 - \bar{v}_+) \right]
\times \left\{ \int_{\mathbb{R}^d} \chi_{v_1 \cdot n < 0} v_1 \otimes v_1 \exp \left[ -\frac{1}{2} (v_1 + v_2 - \bar{v})^T E_{++}^{-1} (v_1 + v_2 - \bar{v}) \right] dv_1 \right\} dv_2,
\]
\[
\tilde{A}_3 = \int_{\mathbb{R}^d} \exp \left[ -\frac{1}{2} (v_2 - \bar{v}_+)^T E_{++}^{-1} (v_2 - \bar{v}_+) \right]
\times \left\{ \int_{\mathbb{R}^d} \chi_{v_1 \cdot n < 0} v_2 \otimes v_1 \exp \left[ -\frac{1}{2} (v_1 + v_2 - \bar{v})^T E_{++}^{-1} (v_1 + v_2 - \bar{v}) \right] dv_1 \right\} dv_2.
\]
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We then note that the product of two Gaussian densities is also Gaussian: given two multivariate Gaussians with means \( \mu_1, \mu_2 \) and covariance matrices \( \sigma_1, \sigma_2 \), their product can be written as:

\[
\exp \left( \frac{1}{2} (x - \mu_1)^T \sigma_1^{-1} (x - \mu_1) \right) \exp \left( -\frac{1}{2} (x - \mu_2)^T \sigma_2^{-1} (x - \mu_2) \right)
= \exp \left( -\frac{1}{2} (\mu_1 - \mu_2)^T (\sigma_1 + \sigma_2)^{-1} (\mu_1 - \mu_2) \right)
\times \exp \left[ -\frac{1}{2} (x - (\sigma_1^{-1} + \sigma_2^{-1})^{-1} (\sigma_1^{-1} \mu_1 + \sigma_2^{-1} \mu_2))^T \right.
\times \left( (\sigma_1^{-1} + \sigma_2^{-1})(x - (\sigma_1^{-1} + \sigma_2^{-1})^{-1} (\sigma_1^{-1} \mu_1 + \sigma_2^{-1} \mu_2)) \right].
\]

We can then take \( \mu_1 = \bar{v}_+, \mu_2 = \bar{v} - \bar{v}_- \) and \( \sigma_1 = E_+, \sigma_2 = E \), which allows us to solve the integral with respect to \( \nu_i \) in \( A_1 \) and \( A_2 \) to find

\[
\tilde{A}_1 = \frac{1}{2\pi |E + E_+|^{1/2}} \int_{\mathbb{R}^2} \chi_{\nu_i < 0} \nu_i \exp \left( -\frac{1}{2} (\nu_1 - (\bar{v} - \bar{v}_+))^T (E + E_+)^{-1} (\nu_1 - (\bar{v} - \bar{v}_+)) \right) d\nu_1,
\]

\[
\tilde{A}_2 = \frac{1}{2\pi |E + E_+|^{1/2}} \int_{\mathbb{R}^2} \chi_{\nu_i < 0} \nu_i \exp \left( -\frac{1}{2} (\nu_1 - (\bar{v} - \bar{v}_+))^T (E + E_+)^{-1} (\nu_1 - (\bar{v} - \bar{v}_+)) \right) d\nu_1,
\]

\[
\tilde{A}_3 = \frac{1}{2\pi |E + E_+|^{1/2}} \int_{\mathbb{R}^2} \chi_{\nu_i < 0} \left[ (E^{-1} + E_+)^{-1} (E^{-1} (\bar{v} - \nu_1) + E_+^{-1} \bar{v}_+ ) \right] \nu_i \nu_1 \exp \left( -\frac{1}{2} (\nu_1 - (\bar{v} - \bar{v}_+))^T (E + E_+)^{-1} (\nu_1 - (\bar{v} - \bar{v}_+)) \right) d\nu_1,
\]

\[
= -(E^{-1} + E_+)^{-1} E^{-1} A_2 + (E^{-1} + E_+)^{-1} E^{-1} \bar{v} + E_+^{-1} \bar{v}_+ \times \tilde{A}_1.
\]

We see again that by constructing \( \tilde{A}_1 \) and \( \tilde{A}_2 \), we can then construct \( \tilde{A}_3 \) from the results. To work with the characteristic function we consider \( \nu_1 = (\nu_{11}, \nu_{12}) \) in two dimensions, by considering the cases \( n_1 > 0 \) and \( n_1 < 0 \), we partition the integral so that we can consider the one-dimensional integrals in \( \nu_{11} \). We define \( b = (E + E_+)^{-1} \) and \( a = \bar{v} - \bar{v}_+ \) and use the transform \( \bar{v}_{11} = \nu_{11} - \frac{n_2}{n_1} \nu_{12} \), then for example the integrals with respect to \( \nu_1 \) in \( \tilde{A}_1 \) can be written as

\[
\chi_{n_1 > 0} \int_{\mathbb{R}} \nu_{12}^i \exp \left[ -\frac{|b|}{2n_1} (\nu_{12} - a_2)^2 \right] \int_{\mathbb{R}} \chi_{\nu_{11} < 0} \left( \nu_{11} - \nu_{12} \frac{n_2}{n_1} \right)^i \exp \left[ -\frac{|b_1|}{2} F(\nu_1)^2 \right] d\nu_{11} d\nu_{12}
+ \chi_{n_1 < 0} \int_{\mathbb{R}} \nu_{12}^i \exp \left[ -\frac{|b|}{2n_1} (\nu_{12} - a_2)^2 \right] \int_{\mathbb{R}} \chi_{\nu_{11} > 0} \left( \nu_{11} - \nu_{12} \frac{n_2}{n_1} \right)^i \exp \left[ -\frac{|b_1|}{2} F(\nu_1)^2 \right] d\nu_{11} d\nu_{12}
\]

where

\[
F(\nu_1) = \left( \nu_{11} + \nu_{12} \frac{b_2}{b_1} - \frac{n_2}{n_1} \right) - \left( a_1 + \frac{b_2}{b_1} a_2 \right)
\]

and \( i, j = 0, 1, 2 \) such that \( i + j = 2 \). Using the same methods, the integral with respect to \( \nu_i \) in \( \tilde{A}_2 \) follows similarly with \( i, j = 0, 1, 2, 3 \) such that \( i + j = 3 \). We consider the first term in eq. (A.24),
the second one will follow by symmetric arguments. Integrals to consider are of the form:

\[
M_{ij} = \int_{\mathbb{R}} v_{12} \exp \left[ -\frac{|b|}{2b_1} (v_{12} - a_2)^2 \right] \int_{\mathbb{R}} \chi_{v_{11} < 0} \left( v_{11} - v_{12} \frac{n_2}{n_1} \right)^i \exp \left[ -\frac{b_1}{2} F(v_{11})^2 \right] dv_{11} dv_{12}.
\] (A.24)

Then let us define

\[
N_j = \sqrt{\frac{\pi}{2b_1}} \int_{\mathbb{R}} v_{12} \exp \left[ -\frac{|b|}{2b_1} (v_{12} - a_2)^2 \right] \times \left[ 1 - \text{erf} \left( \frac{\sqrt{b_1}}{2} \left( v_{12} \left( \frac{n_2}{n_1} - \frac{b_2}{b_1} \right) + \left( a_1 + \frac{b_2}{b_1} \right) \right) \right) \right] dv_{12},
\] (A.25)

\[
P_j = \frac{1}{b_1} \int_{\mathbb{R}} v_{12} \exp \left[ -\frac{|b|}{2b_1} (v_{12} - a_2)^2 \right] \exp \left[ -\frac{b_1}{2} \left( v_{12} \left( \frac{n_2}{n_1} - \frac{b_2}{b_1} \right) + \left( a_1 + \frac{b_2}{b_1} \right) \right)^2 \right] dv_{12},
\] (A.26)

\[
= \frac{1}{b_1} \exp \left[ -\frac{1}{2} \left( \frac{|b| (b_T n)^2}{(n^+)^T b n^+} \right) \right] \int_{\mathbb{R}} v_{12} \exp \left[ -\frac{n+bn}{2n_1^2} \left( v_{12} - n_1 \frac{(n)^+ a_T}{(n^+)^T b n^+} \right)^2 \right] dv_{12}. \] (A.27)

Then using the exponential moments eqs. (A.2) and (A.5) to (A.8), we find

\[
N_0 = \frac{\pi}{\sqrt{|b|}} \left( 1 - \text{erf} \left( \frac{\sqrt{|b|} (a_T n)}{\sqrt{2(n^+)^T b n^+}} \right) \right),
\] (A.28)

\[
N_1 = \frac{\pi}{\sqrt{|b|}} a_2 \left( 1 - \text{erf} \left( \frac{\sqrt{|b|} (a_T n)}{\sqrt{2(n^+)^T b n^+}} \right) \right) - \frac{\sqrt{2\pi}}{|b| \sqrt{(n^+)^T b n^+}} \exp \left[ -\frac{1}{2} \left( \frac{|b| (a_T n)^2}{(n^+)^T b n^+} \right) \right],
\] (A.29)

\[
N_2 = \frac{\pi}{\sqrt{|b|}} \left[ \frac{b_1}{|b|} + a_2^2 \right] \left( 1 - \text{erf} \left( \frac{\sqrt{|b|} (a_T n)}{\sqrt{2(n^+)^T b n^+}} \right) \right)
- \frac{\sqrt{2\pi}}{|b| (n^+)^T b n^+} \left( 2 a_2 (n^+)^T b n^+ \right) \left( n_2 b_1 - n_1 b_2 \right) a_T n
\times \exp \left[ -\frac{1}{2} \left( \frac{|b| (a_T n)^2}{(n^+)^T b n^+} \right) \right],
\] (A.30)

\[
N_3 = \frac{\pi}{\sqrt{|b|}} \left[ a_2^2 + 3 \frac{b_1}{|b|} a_2 \right] \left( 1 - \text{erf} \left( \frac{\sqrt{|b|} (a_T n)}{\sqrt{2(n^+)^T b n^+}} \right) \right)
- \frac{\sqrt{2\pi}}{|b| (n^+)^T b n^+} \left[ \left( (n^+)^T b n^+ \right) \left( 3 a_2^2 + 3 \frac{b_1}{|b|} \right)
\times \exp \left[ -\frac{1}{2} \left( \frac{|b| (a_T n)^2}{(n^+)^T b n^+} \right) \right],
\] (A.31)
\[
\mathcal{P}_0 = \frac{\sqrt{2\pi n_1}}{b_1((n^+)^T bn^+)^{1/2}} \exp \left( -\frac{1}{2} \frac{|b(a^T n)^2}{(n^+)^T bn^+} \right), \tag{A.32}
\]

\[
\mathcal{P}_1 = \frac{\sqrt{2\pi n_1^2}(n^+)^T ba}{b_1((n^+)^T bn^+)^{3/2}} \exp \left( -\frac{1}{2} \frac{|b(a^T n)^2}{(n^+)^T bn^+} \right), \tag{A.33}
\]

\[
\mathcal{P}_2 = \frac{\sqrt{2\pi n_1^3}(n^+)^T bn^+}{b_1((n^+)^T bn^+)^{5/2}} \exp \left( -\frac{1}{2} \frac{|b(a^T n)^2}{(n^+)^T bn^+} \right), \tag{A.34}
\]

\[
\mathcal{P}_3 = \frac{\sqrt{2\pi n_1^4}(n^+)^T ba}{b_1((n^+)^T bn^+)^{7/2}} \exp \left( -\frac{1}{2} \frac{|b(a^T n)^2}{(n^+)^T bn^+} \right). \tag{A.35}
\]

We are interested in the integrals with \( \mathbf{v}_1 \otimes \mathbf{v}_1 \) and \( \mathbf{v}_1 \otimes \mathbf{v}_1 \otimes \mathbf{v}_1 \). Thus we want to find

\[
\begin{pmatrix}
M_{20} & M_{11} \\
M_{11} & M_{02}
\end{pmatrix},
\begin{pmatrix}
M_{30} & M_{21} \\
M_{21} & M_{12}
\end{pmatrix},
\begin{pmatrix}
M_{21} & M_{12} \\
M_{12} & M_{03}
\end{pmatrix}.
\tag{A.36}
\]

Then

\[
M_{0j} = \mathcal{N}_j,
\tag{A.37}
\]

\[
M_{1j} = -\frac{b_2}{b_1} \mathcal{N}_{j+1} + \left( a_1 + \frac{b_2}{b_1} a_2 \right) \mathcal{N}_j - \mathcal{P}_j,
\tag{A.38}
\]

\[
M_{2j} = \left( \frac{b_2^2}{b_1^2} \right) \mathcal{N}_{j+2} - 2 \frac{b_2}{b_1} \left( a_1 + \frac{b_2}{b_1} a_2 \right) \mathcal{N}_{j+1} + \left( \frac{1}{b_1} + \left( a_1 + \frac{b_2}{b_1} a_2 \right)^2 \right) \mathcal{N}_j
\]

\[+ \left( \frac{n_2}{n_1} + \frac{b_2}{b_1} \right) \mathcal{P}_{j+1} - \left( a_1 + \frac{b_2}{b_1} a_2 \right) \mathcal{P}_j,
\tag{A.39}
\]

\[
M_{3j} = -\left( \frac{b_3}{b_1} \right) \mathcal{N}_{j+3} + 3 \frac{b_2^2}{b_1^2} \left( a_1 + \frac{b_2}{b_1} a_2 \right) \mathcal{N}_{j+2}
\]

\[- 3 \frac{b_2}{b_1} \left( a_1 + \frac{b_2}{b_1} a_2 \right)^2 + \frac{b_2^2}{b_1^2} \right) \mathcal{N}_{j+1} + \left[ \left( a_1 + \frac{b_2}{b_1} a_2 \right)^3 + \frac{3}{b_1} \left( a_1 + \frac{b_2}{b_1} a_2 \right) \right] \mathcal{N}_j
\]

\[- \left( \frac{n_2}{n_1} + \frac{b_2}{b_1} \right)^2 \mathcal{P}_{j+2} + \left( a_1 + \frac{b_2}{b_1} a_2 \right) \left[ \frac{n_2}{n_1} + \frac{b_2}{b_1} \right] \mathcal{P}_{j+1} - \left[ \left( a_1 + \frac{b_2}{b_1} a_2 \right)^2 + \frac{2}{b_1} \right] \mathcal{P}_j.
\tag{A.40}
\]

This provides us with everything we need to construct the first three moments of the collision operator in two dimensions, as a one dimensional integral over a circle. If we investigate further,
we see some similarities between the one and two dimensional cases; in particular in the prefactor to the error function:

\[
\mathcal{M}_{02} = \frac{\pi}{\sqrt{|b|}} \left[ (a_1^2 + a_2^2) - a_1 a_2 \right] \left( 1 - \operatorname{erf} \left( \sqrt{\frac{|b|}{2(n^\perp b n^\perp)}} \right) \right) + Q_{02}(a_1, a_2) \exp \left[ -\frac{1}{2} \left( \frac{|b|^2}{(n^\perp b n^\perp)} \right) \right],
\]

\[
\mathcal{M}_{20} = \frac{\pi}{\sqrt{|b|}} \left[ a_1 + a_2^2 \right] \left( 1 - \operatorname{erf} \left( \sqrt{\frac{|b|}{2(n^\perp b n^\perp)}} \right) \right) - \frac{\sqrt{2\pi} |b|}{\sqrt{|b|}} \left[ 2a_1 ((n^\perp b n^\perp)^2) - (n_2 b_2 - n_1 b_1) a^T n \right] \exp \left[ -\frac{1}{2} \left( \frac{|b|^2}{(n^\perp b n^\perp)} \right) \right],
\]

\[
\mathcal{M}_{11} = \frac{\pi}{\sqrt{|b|}} \left[ -a_2 + a_1 a_2 \right] \left( 1 - \operatorname{erf} \left( \sqrt{\frac{|b|}{2(n^\perp b n^\perp)}} \right) \right) - \frac{\sqrt{2\pi} |b|}{\sqrt{|b|}} \left[ -n_2 (n_2 b_1 - n_1 b_2) a^T \right] \exp \left[ -\frac{1}{2} \left( \frac{|b|^2}{(n^\perp b n^\perp)} \right) \right],
\]

\[
\mathcal{M}_{03} = \frac{\pi}{\sqrt{|b|}} \left[ a_2^3 + 3 a_1 a_2 \right] \left( 1 - \operatorname{erf} \left( \sqrt{\frac{|b|}{2(n^\perp b n^\perp)}} \right) \right) + Q_{03}(a_1, a_2) \exp \left[ -\frac{1}{2} \left( \frac{|b|^2}{(n^\perp b n^\perp)} \right) \right],
\]

\[
\mathcal{M}_{21} = \frac{\pi}{\sqrt{|b|}} \left[ a_1 a_2 - a_1 b_2 \right] \left( 1 - \operatorname{erf} \left( \sqrt{\frac{|b|}{2(n^\perp b n^\perp)}} \right) \right) + Q_{21}(a_1, a_2) \exp \left[ -\frac{1}{2} \left( \frac{|b|^2}{(n^\perp b n^\perp)} \right) \right],
\]

\[
\mathcal{M}_{12} = \frac{\pi}{\sqrt{|b|}} \left[ a_2 a_1 - a_2 b_1 \right] \left( 1 - \operatorname{erf} \left( \sqrt{\frac{|b|}{2(n^\perp b n^\perp)}} \right) \right) + Q_{12}(a_1, a_2) \exp \left[ -\frac{1}{2} \left( \frac{|b|^2}{(n^\perp b n^\perp)} \right) \right],
\]

\[
\mathcal{M}_{30} = \frac{\pi}{\sqrt{|b|}} \left[ a_1 a_2^3 + 3 a_1 b_2 \right] \left( 1 - \operatorname{erf} \left( \sqrt{\frac{|b|}{2(n^\perp b n^\perp)}} \right) \right) + Q_{30}(a_1, a_2) \exp \left[ -\frac{1}{2} \left( \frac{|b|^2}{(n^\perp b n^\perp)} \right) \right],
\]

where \(Q_{ij}(a_1, a_2)\) are quadratic polynomials in \(a_1\) and \(a_2\), with prefactors in \(b\) and \(n\).
References

Appendix B

Description of code

We can provide code used to create all the figures and results in this thesis upon request: please email t.hurst@sms.ed.ac.uk for more details.

By running the script `addPaths`, all directories needed for computations will be included in the MATLAB path.

B.1 EDPD - MATLAB

For results presented in chapter 3 and one dimensional results in chapter 7, we constructed a MATLAB code library for event driven particle dynamics. The folder `EDPD` contains all the files necessary to run hard rod samples with and without friction, histogram the results, and plot any results that are presented in the thesis as MATLAB figures.

B.1.1 Parameters for simulation

To construct a sample, the code needs to be provided with a struct `HSParams` which includes all the parameters for the simulation. Any parameters that are not provided by the user are given by defaults. Invalid parameters (e.g. including a number of particles that leads to a non-physical density) may be replaced. Here we describe the parameters and outputs of the simulation; the list may not be exhaustive but any remaining parameters should be intuitive.

`HSParams` is separated into individual structs:

- **Particles** contains all the particle properties:
  - `N`: the number of particles in the system.
  - `CoRPart`: the coefficient of restitution for particle-particle collisions.
  - `CoRWall`: the coefficient of restitution for particle-wall collisions.
  - `Species`: the species of each particles.
  - `nSpecies`: the total number of unique species.
  - `mass`: the mass of each particle: currently set to `mass=1`.  

- **pSize**: information on the diameter of the particles: \texttt{sigmaA} gives the average diameter, \texttt{sigmaV} gives the variance of the particles (assuming a uniform distribution) and \texttt{sigma} is a vector of all particle diameters.

- **Domain** contains information on the domain:
  - \texttt{d}: the physical dimension of the simulation. The code can run 2 and 3 dimensional examples (including interpolation and plotting), but for much faster dynamics we refer the reader to the Dynamo software [1].
  - \texttt{density}: the density of the system.
  - \texttt{BCs}: the boundary condition: 1 refers to reflective surfaces, 0 refers to periodic boundarys (rendering \texttt{Particles.CoRWall} unnecessary).
  - \texttt{L}: half the length of the domain.

- **Dynamics** contains information on the dynamics:
  - \texttt{g}: gravitational constant.
  - \texttt{gamma}: friction coefficient \textit{warning!} Setting non-zero \texttt{g} and \texttt{gamma} will lead to very slow/inaccurate dynamics!
  - \texttt{TC}: the value used in the TC method to stop inelastic collapse.
  - \texttt{Functions}: functions used in the dynamics. Will be set automatically given choice of \texttt{g} and \texttt{gamma}.

- **ICs** supplies the initial conditions:
  - \texttt{xIC}: the initial positions of particles. If this is not given the particles will be randomly distributed in the domain, and not overlapping (by placing one particle in the domain at a time and throwing away overlapping particles). If the density is high the particles will be positioned uniformly, then elastic linear dynamics will be used to ‘randomise’ the positions.
  - \texttt{vIC}: the initial conditions for velocity.
  - \texttt{velAv}: the average velocity of the particles.
  - \texttt{velVar}: the variance in velocity of the particles. \texttt{AvVel} and \texttt{VarVel} can be used to construct normal random initial velocities.

- **OutputOps** provides the output options for the dynamics:
  - \texttt{NColl}: number of collisions per simulation (epoch).
  - \texttt{EDPD}: a struct containing the parameters for the EDPD algorithm:
    - \texttt{PriQ}: flag for priority queues. Currently not available so set to 0.
    - \texttt{NumCells}: number of cells used in the cell method. Note: this needs to be at least 4 or the code will produce non-physical dynamics.
  - \texttt{makexOut}: whether to make vectors containing all positions and velocities at each collision time.
- **Checks**: check flags and information on the dynamics. Flags are currently used when multiple samples are constructed in `EDPDnSamples` script.
  * `doChecks`: overall flag on whether to do checks during the simulation.
  * `allTimes`: whether to do the checks at all times or just at the end of each epoch.
  * `TotEnergy`: calculate the total kinetic energy of the particles.
  * `EventPart`: list the particles evolved in each event at collision times. If the collision is between a particle and a wall, the second entry will be `NaN`.
  * `CoM`: calculate the centre of mass of the collision
  * `AvVel`: calculate the average velocity of the system
  * `VarVel`: calculate the variance in velocity of the system.

- **Interp**: options for interpolation. For the use of `InterpolateEDPD` script:
  * `doInterp`: whether to perform interpolation or not. Used for histogramming over multiple samples.
  * `NumPts`: the number of points in time to interpolate over.
  * `GiveTime`: what time to interpolate to. If this is not given then the simulation will be interpolated to the final recorded collision.

- **Plot**: Plotting options for the simulation. For the use of `doPlotting` script.
  * `doPlots`: flag for automatic plotting.
  * `PlottingType`: there are three types of plotting available: Simple, Full and Video. For one dimensional simulations, Simple should be enough, and accounts for periodic boundary conditions. Full and Video plot circles with diameters given by the particle sizes, and accounts for periodic boundary conditions. This is a more time intensive plotting method.
  * `WhatToPlot`: whether to plot Start, End, Exact, Interp, or Choose for a particular EDPD.x and EDPD.T.
  * `PlotQuiver`: flag on whether to plot the quiver for each particle (N vector).
  * `PlotParticles`: flag on whether to plot each particle
  * `ParticleColours`: the colours of particles. Each species is assigned a different colour, up to a total of 6 different species.
  * `QuiverColours`: colours of quivers for particles.
  * `FileName`: name of the file for save the video to.
  * `ASF auto-scale factor for quivers.

- **EDPD**: this struct is populated by the results of the simulation:
  - `xOut`: position of particles at each collision time.
  - `vOut`: velocity of particles at each collision time.
  - `xEnd`: position of all particles at the end of the simulation.
  - `vEnd`: position and velocity of all particles at the end of the simulation.
  - `CollTs`: vector of collision times.
- **Checks**: results of the dynamics checks flagged in `OutputOps.Checks`.
- **Cells**: information on the cell method parameters:
  * `nCell`: total number of cells in each dimension
  * `Part`: cell array providing the cell location of each particle.
  * `NeighFinder`: an array to determine which cells are adjacent to a cell of interest.
  * `CoordToLabel`: match cell coordinates to cell labels.
  * `Labels`: integer labels of each cell.
  * `Coords`: coordinates of each cell.
- **NoMoreCollisions**: flag to show when there are no more future collisions. Useful for when viscous dynamics are considered *i.e.* $\gamma > 0$.
- **xInterp**: positions of particles at interpolated times.
- **vInterp**: velocities of particles at interpolated times.
- **InterpTimes**: interpolation times.

- **nSamples**: when making multiple samples, this struct is used:
  - `n`: the number of samples used
  - **stopCriterion**: the criterion used for stopping *e.g.* `Energy`. Can also use the variance in velocity or time, depending on the dynamics different criteria can be appropriate.
  - `tol`: the tolerance of the stopping criterion *e.g.* `tol = 10^{-3}` and `stopCriterion=Energy` means the simulation will run until $99.9\%$ of the energy is dissipated.
  - **Interp**: whether to interpolate the result for each sample.
  - `NumPts`: the number of interpolation points.
  - `repLim`: a limit on the number of epochs.
  - `L`: the length of each domain in the sample set.
  - **Time**: the length of each simulation.
  - `endTol`: the tolerance reached by the simulation.
  - `x`: output positions of each sample.
  - `v`: output velocities of the sample.

- **Hist**: information from histogramming the samples:
  1. `nBins`: number of bins for the histogramming.
  2. `nR` or `g`: the value of the correlation function.
  3. `xR`: positions of the correlation function.

For a particular simulation, not all parameters need to be defined; you may find they are defined correctly for you (although you may want to check the results!).

For the default example, you can run the following code:
HS = EventDrivenDynamics;
HS = InterpolateEDPD(HS);
doPlotting(HS)

To construct any radial correlation functions in one dimension (i.e. results seen in figs. 7.3b, 7.7 and 7.8) we use the script Examples/makeRCFHardRods.m with a choice of parameters. For results presenting $g^{(2)}(\varepsilon)$, we use the script Examples/makegRadial1D to load all computed correlation functions and extract the value of $g^{(2)}$ at contact, which is then saved in EDPDDData/gRadial1D.mat.

We also provide scripts for all the results presented in the thesis. These scripts are available in the subdirectory EDPD/Examples. Some of these scripts will take a very long time to run, and were generally computed by parallelising samples over many cores. For these results, we also provide .mat files with the associated data and scripts to plot the results.

B.2 EDPD - DynamO

For information on how to download, install and use Dynamo, we refer the reader to the website http://dynamomd.org/, which has plenty of instructions and examples to follow.

We supply some bash scripts that were used to create correlation data for hard discs and spheres using Dynamo, in the DynamO subdirectory of the code. The script allSamples.sh can be used to run all samples considered in this thesis for two and three dimensional radial correlation functions, by calling Correlations2D.sh, FrictionCorrelations2D.sh, Correlations3D.sh, and the script FrictionCorrelations3D.sh, wherein parameters such as $\alpha$ and $\phi$ can be adjusted.

After exporting the data as xml files, we then use MATLAB scripts to accumulate the results for figs. 7.11 to 7.16, where we consider the radial correlation function at contact for hard discs and spheres. For the conversion of xml files in MATLAB we use the xml2struct function, available on the MATLAB file exchange. The value of $g^{(2)}$ at contact for $d = 2, 3$ is constructed using makegRadial2d.m, makegRadial3d.m and results are provided in EDPDDData/gRadial2D.mat and EDPDDData/gRadial3D.mat respectively.

Figures 7.11 and 7.14 are produced in MATLAB using the scripts makeg2DExamples.m and makeg3DExamples.m respectively. The script makegContact2D.m constructs figs. 7.12 and 7.16, and makegContact3D.m constructs figs. 7.12 and 7.16.

B.3 DDFT for granular media

Code for DDFT simulations is based on the 2DChebClass code library [2]. We supply one dimensional code in ChebClassGranular and two dimensional code in 2DChebClassGranular.

B.3.1 One dimension

To run simulations using one dimensional DDFT, use the function HardRodsIntervalGM. This function takes a struct Input. Some of the important fields that are included in Input are:

- **nParticles**: the number of particles in the domain.
- **FullPacking**: the number of particles in a full packing.
Table B.1: MATLAB scripts used to construct EDPD figures presented in the thesis.

<table>
<thead>
<tr>
<th>Figure</th>
<th>MATLAB Scripts</th>
<th>Data in EDPD Data</th>
<th>Plotted in Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>InelasticTrajectories.m</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2.2</td>
<td>makePotentialExamples.m</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2.3 &amp; 2.4</td>
<td>SquareShoulderTrajectories.m</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>3.1a</td>
<td>collisionTimes1D.m</td>
<td>collisionHistograms1D.mat</td>
<td>plotCollisionTimes1D.m</td>
</tr>
<tr>
<td>3.1b</td>
<td>collisionTimes2D.m</td>
<td>collisionHistograms2D.mat</td>
<td>plotCollisionTimes2D.m</td>
</tr>
<tr>
<td>3.3a</td>
<td>cellTimes1d.m</td>
<td>cellTimes1D.mat</td>
<td>plotCellTimes1D.m</td>
</tr>
<tr>
<td>3.3b</td>
<td>cellTimes2d.m</td>
<td>cellTimes2D.mat</td>
<td>plotCellTimes2D.m</td>
</tr>
<tr>
<td>3.4</td>
<td>machinePrecision.m</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>3.12a</td>
<td>InelasticCollapseGravity.m</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>3.12b</td>
<td>InelasticCollapseParticles.m</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>3.13</td>
<td>chaoticNature.m</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>7.2</td>
<td>sampleTrajectories.m</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>7.3a</td>
<td>N/A</td>
<td>gRadial1D.mat</td>
<td>plotParticleDiameterRCFs.m</td>
</tr>
<tr>
<td>7.3b</td>
<td>N/A</td>
<td>N/A</td>
<td>plotParticleDiameterRCFs.m</td>
</tr>
<tr>
<td>7.4 &amp; 7.5</td>
<td>PolyDispersityExamples</td>
<td>eqTimes.mat</td>
<td>plotEqTimes.m</td>
</tr>
<tr>
<td>7.6</td>
<td>N/A</td>
<td>EqTimes.mat</td>
<td>plotEqTimeHist.m</td>
</tr>
<tr>
<td>7.7 &amp; 7.8</td>
<td>OneDExamples</td>
<td>N/A</td>
<td>Plot 1DRCFExamples.m</td>
</tr>
<tr>
<td>7.9 &amp; 7.10</td>
<td>N/A</td>
<td>N/A</td>
<td>Plot 1DRCFExamples.m</td>
</tr>
</tbody>
</table>
• **timeRatio**: a coefficient determining the length of the simulation.

• **yMin** and **yMax**: the start and end points of the domain.

• **CoR**: the particle-particle coefficient of restitution.

• **FE**: the free energy functional, either 'Zero' or 'Percus' for the examples considered.

• **gData**: the value of the radial correlation function at particular packing fractions (i.e. an $K \times 2$ vector with packing fraction in the first entry and RCF in the second). We note that the function `makegCH1D.m` can be used to calculate the 1D Carnahan-Starling approximation of the collision operator.

• **gamma**: the friction coefficient.

• **NumPts** and **InterpPts**: the number of computational and interpolation points for the simulation.

• **FexNum**: a struct for the free energy functional, which has entries:
  
  – **Fex**: the free energy functional, either 'Zero' or 'Percus'.
  
  – **N**: the number of computation points for free energy integral calculations.

• **CollisionOperators**: a struct which contains strings for collision operator functions M0, M1C and M2C. The options are:
  
  – `makeM0CLimit1D`, `makeM1CLimit1D` and `makeM2CLimit1D` for the vanishing particle limit approximation of the collision operator.
  
  – `makeM0C1D`, `makeM1C1D` and `makeM2C1D` for the analytic form of the (inelastic) Boltzmann collision operator.
  
  – `makeM1CRET1D` and `makeM2CRET1D` for the analytic form of the RET collision operator.

• **InitialCondition**: a struct containing the parameters for the initial conditions
  
  – **vCoefficient**: the coefficient in the initial velocity.
  
  – **ECoefficient**: the coefficient in the initial granular temperature.
  
  – **function**: the choice of initial condition, a string which provides the initial condition function. The functions `makeGranularIC.m`, `makeGranularIC2.m`, `makeGranularIC3.m` are some of the possible functions for use here.

• **V1**: a struct that provides all the information for the external potential, with entries:
  
  – **V1DV1**: the name of the function that constructs V1 and DV1. Functions available for the examples considered here are `zeroPotential1D.m` and `constant1D.m`.

• **DDFTCode**: the code used to calculate the dynamics, either `GranularDDFT1D` (which uses that $E(r,t)$ is positive), or `GranularDDFT1Dv2`.

The results and figures presented in section 8.2 can also be constructed as MATLAB figures, scripts for each figure are given in fig. B.1.
### B.3.2 Two dimensions

For examples in two dimensions we provide a separate directory that contains all the scripts required. Many of the parameters in these examples are the same as in one dimension, but for clarity we describe some of the important parameters for two dimensional examples separately. This set is incomplete but is included as a guide to parameters in the code library.

- **nParticles**: the number of particles in the domain.
- **FullPacking**: the number of particles in a full packing.
- **timeRatio**: a coefficient determining the length of the simulation
- **y1Min, y1Max and y2Min, y2Max**: the start and end points of the domain in each dimension.
- **CoR**: the particle-particle coefficient of restitution.
- **gData**: the value of the radial correlation function at particular packing fractions (i.e. an $K \times 2$ vector with packing fraction in the first entry and RCF in the second). We note that the function `makegCH2D.m` can be used to calculate the 2D Carnahan-Starling approximation of the collision operator.
- **gamma**: the friction coefficient.
- **NumPts and InterpPts**: the number of computational and interpolation points for the simulation.
- **FexNum**: a struct for the free energy functional, which has entries:
  - **Fex**: the free energy functional, either 'Zero', 'FMTRoth' or FMTRosenfeld.
  - **N1disc and N2disc**: the number of computation points for free energy integral calculations over a disc.
  - **Ncircle**: the number of computation points for free energy integral calculations over a circle.
- **CollTerms**: an entry in the `optsNum` struct that determines the collision operator considered. Available options are `getCentredMoments`, `getCentredMomentsLimits` and the function `getCentredMomentsZeros`, which sets all collision operator moments to zero.

- **InitialCondition**: a struct containing the parameters for the initial conditions:
  - `vCoefficient`: the coefficients in the initial velocity.
  - `ECoefficient`: the coefficients in the initial granular temperature.
  - `function`: the choice of initial condition, a string which provides the initial condition function. The functions with prefix `makeGranularInitialCondition2D` can be used here.

- **V1**: a struct that provides all the information for the external potential, with entries:
  - `V1DV1`: the name of the function that constructs `V1` and the derivatives `DV1`. Functions available are `zeroPotential2D.m` and `constantPotential2D.m` and `trigPotential2D.m`.

- **DDFTCode**: the code used to calculate the dynamics, either `GranularDDF2D` (which uses that the diagonals of $E(r,t)$ are positive), or `GranularDDFT2Dv2`.

There are other parameters in the 2D DDFT code, but their purpose should be understandable. The results and figures presented in section 8.3 can also be constructed as MATLAB figures, scripts for each figure are given in fig. B.2.

<table>
<thead>
<tr>
<th>Figure</th>
<th>Script</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.13</td>
<td>ConvergenceTest2D.m</td>
</tr>
<tr>
<td>8.14</td>
<td>GaussianBump2DDifferentCoR.m</td>
</tr>
<tr>
<td>8.15</td>
<td>GaussianBump2DCoRDiff.m</td>
</tr>
<tr>
<td>8.16</td>
<td>GaussianBumpCollisionMoments.m</td>
</tr>
<tr>
<td>8.17</td>
<td>GaussianBump2DoffDiagonalEnergies.m</td>
</tr>
<tr>
<td>8.18</td>
<td>MovingMass2DIC.m</td>
</tr>
<tr>
<td>8.19</td>
<td>MovingMassDifferentTerms.m</td>
</tr>
<tr>
<td>8.20</td>
<td>MovingMassTermsDiff.m</td>
</tr>
<tr>
<td>8.21</td>
<td>MovingMass2DDifferentEnergies.m</td>
</tr>
<tr>
<td>8.22</td>
<td>MovingMass2DDensity.m</td>
</tr>
<tr>
<td>8.23</td>
<td>MovingMass2DnParticles.m</td>
</tr>
<tr>
<td>8.24</td>
<td>PeriodicMess2IC.m</td>
</tr>
<tr>
<td>8.25</td>
<td>PeriodicMessExample.m</td>
</tr>
</tbody>
</table>

Figure B.2: MATLAB scripts used to construct 1D DDFT figures presented in the thesis.

### B.4 Other figures

Figures where code has not been provided are diagrammatic and were drawn using Inkscape.
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Appendix C

Multiple superadiabatic transitions and the Landau-Zener formula

We consider nonadiabatic systems in which the classical Born-Oppenheimer approximation breaks down. We present a general theory that accurately captures the full transmitted wavepacket after multiple transitions through either a single or distinct avoided crossings, including interference effects. In suitable limits we recover both the celebrated Landau-Zener formula and standard surface-hopping algorithms. In contrast to these methods, we compute the full transmitted quantum wavepacket, including phase information. The derived analytic transition probability can be incorporated into surface-hopping algorithms in place of the Landau-Zener factor. Our algorithm shows excellent agreement with the full quantum dynamics for a range of avoided crossing systems, and can also be applied to single full crossings with similar accuracy.

C.1 Introduction

The Born-Oppenheimer approximation (BOA) [1] is one of the most widely used methods used to study the quantum dynamics of molecules. Intuitively, it is motivated by the fact that electrons are much lighter, and therefore much faster, than the nuclei, and hence rapidly adjust their positions with respect to the nuclei. This scale separation allows, in many cases, for the electronic and nuclear dynamics to be decoupled. In particular, if the electrons start in a particular bound state, for a fixed set of nuclei positions, then they should remain in this bound state even though the nuclei are slowly moving. Hence the nuclear dynamics can be determined by considering their motion on only one (electronic) potential energy surface.

However, there are interesting situations in which the BOA breaks down [2–5]. For example, in many photochemical processes the nuclear motion cannot be restricted to a single potential energy surface because, for some nuclear configurations, two such surfaces become close, or even cross. In the former case, known as avoided crossing, the BOA is still valid to leading order (in the small parameter $\epsilon$, which is the square root of the ratio of the electronic and nuclear masses), but the
remaining corrections are of fundamental interest and, in fact, determine the associated chemistry. In the latter case, which generally take the form of conical intersections, the BOA breaks down completely.

Here we are predominantly interested in cases where the transmitted wavepacket is (exponentially) small \([6]–[8]\), for example when there is an avoided crossing, or when the wavepacket does not pass directly over the conical intersection. Such regimes are, in some sense, generic, as avoided crossings are generic in 1D \([9]\), and in higher dimensions the probability of an arbitrary wavepacket exactly hitting a conical intersection is vanishingly small \([5]\). In particular, we consider cases where the wavepacket passes through multiple avoided crossings, or repeatedly through the same crossing. In such cases the transmitted wavepackets can interfere, and thus it is necessary to understand their phases. This suggests that a full quantum mechanical treatment of the problem is required. However, in even moderate dimensions, such treatments are numerically intractable, especially for multiple, coupled electronic potential surfaces.

In order to overcome this, a range of coupled quantum-classical and semiclassical methods have been developed. These include the multiple-spawning wavepacket method \([10]–[12]\), the frozen Gaussian wavepacket method \([13]\), Ehrenfest dynamics \([14]–[16]\), and the semiclassical initial value representation \([17]–[19]\). The main advantage of such schemes is the significantly reduced computational cost. The main disadvantage, at least with respect to the problem at hand, is the lack of phase information from almost all such schemes. Along with those mentioned above, one of the most widely-used quantum-classical approaches is surface hopping \([20]–[31]\), in which particles are evolved under classical dynamics on a single surface and can ‘hop’ to other surfaces with a specified probability. Perhaps the most common approach is to only allow hops at points in the trajectory when the gap between energy surfaces has a local minimum (i.e. at an avoided crossing), and the probability of the hop is given by a Landau-Zener (LZ) formula \([32], [33]\). Such methods give good results for a single transition, especially when the transmitted wavepacket is reasonably large, but fail completely when multiple transitions are involved, due to the complete lack of phase information \([34]\). We note here that there is at least one such scheme \([35]\) that does aim to retain the phase information, but this is limited to small gaps between the potential energy surfaces, which in turn leads to large transmitted wavepackets. The same restriction is true for other mathematical approaches that lead to explicit formulae for the transmitted wavepacket \([7]\). It has been shown that, if the gap scales with \(\epsilon\), then the transitions are of order one and dominated by the Landau-Zener factor \([36], [37]\).

An alternative approach, inspired by the work of Berry on superadiabatic representations \([38], [39]\) considers the whole quantum mechanical wavepacket. These results, which are restricted to the semiclassical regime where the nuclei move classically, were later made rigorous \([40], [41]\). It was later shown that, through the use of such superadiabatic representation (which are generalisations of the well-known adiabatic representation), it is possible to derive a formula for the transmitted wavepacket, including phase, at an avoided crossing \([42]–[45]\). The associated algorithm requires only the quantum evolution on a single energy surface. Whilst this is still computationally demanding if one wants to solve the full Schrödinger equation, there are approximate methods, such as Hagedorn wavepackets \([36], [46], [47]\) or standard quantum chemistry techniques such as MCTDH \([48]\), which make small relative errors and are computationally much more tractable. Such methods have so far been applied to single transitions through avoided crossings \([42]–[44], [49]\).
and to multiple transitions of a single crossing in the case of the photodissociation of NaI [45]. The main goals here are to extend the methodology to multiple transitions through different avoided crossings and to systematically study the effects of making various approximations that lead to a LZ-like transition probability. We also demonstrate that, although not designed to tackle such problems, the methodology can be successfully applied to single transitions of full crossings.

We present an algorithm that has a number of advantages. We have already mentioned: (i) Preservation of phase information, which allows the accurate study of interference effects; (ii) Only a single surface is required, which significantly reduces the computational cost when compared to a fully-coupled system, whilst also allowing the use of state-of-the art numerical schemes. The main other benefits are: (iii) Only the adiabatic surfaces (which are the most commonly obtained surfaces from quantum chemistry calculations) are required, in particular there is no need for a diabatization scheme, or the determination of the adiabatic coupling elements; (iv) Such surfaces are only required locally, and thus can be computed on-the-fly; (v) The transmitted wavepacket is created instantaneously, and hence there is no reliance on complicated numerical cancellations of highly-oscillatory wavepackets, which are generally present in the adiabatic representation; (vi) The methodology is easily extended to multiple adiabatic surfaces; (vii) The derived formula is accurate for a wide range of potential energy gaps and small parameters $\epsilon$, and for any semiclassical wavepacket, i.e. one of typical width or order $\sqrt{\epsilon}$.

There are, of course, also some disadvantages when compared to the more widely-used schemes: (i) In order to capture the phase information, the one-level dynamics must retain at least some of their quantum nature, and this are inherently more computationally demanding than the analogous classical dynamics; (ii) In the full formalism, it is necessary to be able to extend the potential surface into the complex plane, at least in the region of an avoided crossing. This is essential to be able to accurately compute the transition probabilities. However, in some regimes, for example when the LZ formula is accurate, we can bypass this requirement; (iii) The scheme is, in principle, restricted to wavepackets that are semiclassical near the avoided crossing. However, due to the linearity of the Schrödinger equation, and as demonstrated in [45], it is possible to ‘slice’ the wavepacket at the crossing. However, this may be more problematic in higher dimensions; (iv) As it stands, the method is restricted to 1D. However, we have successfully extended it to higher dimensions through a slicing procedure [49].

To outline our approach, we will first review the standard model for nonadiabatic transitions (Section C.2) and avoided crossings (Section C.3). We will then, in Section C.4, give a brief overview of existing surface hopping models and the LZ formula. We then outline the superadiabatic approach and give the resulting formula in Section C.5, before describing the associated algorithm in Section C.6. In Section C.7 we systematically investigating its accuracy, and the effects of replacing the true transition probability by a LZ-like one. Finally, in Section C.8, we summarise our results and discuss some open problems.

**C.2 The model**

The Schrödinger equation governing the quantum dynamics of a molecular system can be written as

$$i\hbar \partial_t \psi(x_n, x_e, t) = H_{\text{mol}} \psi(x_n, x_e, t).$$
where $x_n$ and $x_e$ are the nuclear and electronic positions, respectively, and the Hamiltonian is given by

$$H_{\text{mol}} = -\frac{\hbar^2}{2m_n} \Delta x_n - \frac{\hbar^2}{2m_e} \Delta x_e + V_n(x_n) + V_e(x_e) + V_{n,e}(x_n, x_e).$$

Here the first two terms are the kinetic energies of the nuclei and electrons with masses $m_n$ and $m_e$, respectively. Note that the masses of the nuclei may all be chosen to be the same by a rescaling of the nuclear coordinates. The potentials $V_n$ and $V_e$ denote the nuclear and electronic Coulomb repulsions, respectively, whilst $V_{n,e}$ is the attraction between the nuclei and electrons.

We now change to atomic units ($\hbar = m_e = e = 1$) and define $\epsilon = 1/\sqrt{m_e}$ and the electronic Hamiltonian for fixed nuclear positions $x_n = x$

$$H_e(x) = -\frac{1}{2} \Delta x_e + V_n(x) + V_e + V_{n,e}(x, \cdot).$$

Suppose that $U^{\pm}(x)$ are two eigenvalues of the electronic Hamiltonian (i.e. two adiabatic potential energy surfaces) of multiplicity one and well-separated from the rest of the electronic spectrum. Then, from Born-Oppenheimer theory [50], [51], the effective nuclear Schrödinger equation is

$$i\epsilon \partial_t \psi(x, t) = \left( -\frac{\epsilon^2}{2} \Delta x + V(x) \right) \psi(x, t),$$

where $V$ is a $2 \times 2$ matrix with eigenvalues $U^{\pm}$, i.e. a diabatic matrix. In general, $V$ is symmetric and has the form

$$V(x) = \begin{pmatrix} V_1(x) & V_{12}(x) \\ V_{12}(x) & V_2(x) \end{pmatrix}.$$

For notational convenience, and to connect back to previous work [42]–[45], we find it useful to define

$$Z = (V_1 - V_2)/2, \quad X = V_{12}, \quad d = (V_1 + V_2)/2, \quad \rho = \sqrt{X^2 + Z^2}$$

and so

$$V(x) = d(x) + \begin{pmatrix} Z(x) & X(x) \\ X(x) & -Z(x) \end{pmatrix}.$$

It is easy to see that the adiabatic surfaces are then given by $U^{\pm}(x) = d(x) \pm \rho(x)$ and so $\rho$ is half the energy gap between the two surfaces.

### C.3 Avoided crossings

In the adiabatic representation, the electronic Hamiltonian is diagonal at each choice of $x$, and transitions between the adiabatic surfaces are governed by the kinetic energy term, which introduces off-diagonal coupling elements. Typically, when the adiabatic potentials are well-separated, the coupling elements are small and then two levels may be treated separately via the Born-Oppenheimer approximation. However, if the adiabatic surfaces become close, but do not cross, the coupling terms typically become large (but do not diverge). Such nuclear configurations are known as avoided crossings As a result of the large coupling elements, a small, but not negligible, part of the nuclear wavepacket is transferred between the adiabatic surfaces.

Suppose, for clarity of exposition, that the wavepacket initially occupies the upper adiabatic
The aim of this work is to determine the transmitted wavepacket (on the lower adiabatic level) well away from the crossing (in the scattering regime). Whilst one can, in principle, compute this by a standard numerical solution of the Schrödinger equation, there are a number of challenges that prevent this from being a realistic option for most systems of interest:

1. In order to compute the dynamics, one needs an accurate representation of the potential energy surfaces. Typically the adiabatic surfaces are calculated using quantum chemistry methods, such as Density Functional Theory, but it is computationally expensive to determine such surfaces, especially when the number of degrees of freedom (dimension of $x$) is large. In such cases, it is desirable to design methods which can utilise on-the-fly surfaces, determined only locally. Additionally, practical methods for determining surfaces for excited states are still in their infancy, and one also needs to determine the off-diagonal coupling elements. Finally, we note that diabatic representations are not unique, and those obtained in two- and multiple-state cases may differ significantly [52].

2. The wavepackets we wish to compute are highly oscillatory, typically oscillating with frequency of order $\epsilon^{-1}$ in space. This can be seen by comparing the kinetic and potential terms in (C.1). When using a standard numerical scheme, such as Strang splitting, correctly resolving such oscillations requires very fine grids in both position and momentum space. The curse of dimensionality (for $N$ points in $d$ dimensions, one requires $N^d$ points) results in such approaches being impractical for all but very small dimensional systems.

3. Away from avoided crossings, the transmitted wavepacket is typically exponentially small in both the gap size $\delta$ and $1/\epsilon$. This can be seen from the formula (C.4) in Section C.5.2 or the standard LZ transition probabilities (C.2) and (C.3), where $\rho_x = \delta$. In contrast, globally in time, the transitions in the adiabatic representation are of order $\epsilon$. The necessary cancellations in the transmitted wavepacket occur through Stückelberg oscillations. See Figure C.1 for an example. There are two challenges here. The first is to correctly resolve these cancellations, which can require very small time steps. The second is the more general challenge of computing an exponentially small quantity; any absolute errors in the numerical scheme must also be exponentially small or they will overwhelm the desired results.

**C.4 Existing approaches and Landau-Zener**

In this section we discuss some existing approaches to calculate the transition probability or the transmitted wavepacket.

**C.4.1 Surface-hopping algorithms**

Here we give a brief overview of surface hopping methods, which are one of the most successful approaches for simulating nonadiabatic dynamics. This is a mixed quantum-classical approach, where particles are transported classically on the adiabatic surfaces and hop between them under certain conditions, which simulates the quantum effects. A general surface hopping algorithm consists of four steps:

1. Sampling of the initial condition.
2. Classical evolution via $\dot{x} = p$, $\dot{p} = -\nabla U^{\pm}(x)$.

3. Surface hopping.


There are many such schemes, both deterministic and probabilistic and we refer to [20]–[31] for further details.

Of particular interest here is the surface hopping step. Typically this is performed when the gap between the two adiabatic surfaces is minimal along a classical trajectory. Whenever such a trajectory reaches a local minimum, a transition to the other surface is performed with a certain probability, usually derived from a simplified quantum mechanical model. The standard approach is to use a LZ formula, which we describe in the next Section. The choice of this hopping probability is the main distinguishing feature of different surface hopping models.

The principal advantage of surface hopping algorithms is their simplicity. Due to their use of classical dynamics, which only require local properties of the potential energy surfaces, the methods can be applied in relatively high dimensions, using on-the-fly surfaces. As mentioned previously, such high dimensional systems are beyond the reach of full quantum mechanical methods.

The principal disadvantage is that they lose all phase information, and so cannot reliably treat
systems in which interference effects are important, or determine observables in which the relative phase of the wavepackets on the adiabatic surfaces is required [30]. Additionally, they are accurate only when the specified hopping probability is accurate; we will investigate this in Section C.7.

C.4.2 The Landau-Zener formula

In order to compute the transition probability, it is common to use a Landau-Zener formula. Whilst the LZ model provides a simple formula for the transition probability, it is generally formulated as a one-dimensional, two-level model in the diabatic representation. However, practical applications occur in multiple dimensions and, as discussed above, the potential energy surfaces are normally calculated in the adiabatic representation. There are a number of formulations of the LZ probability, including the extension to multiple dimensions in the diabatic formalism [28], and versions which only require knowledge of the adiabatic potentials [53], [54]. Here we restrict ourselves to two formalisms, the first is a diabatic representation, which requires knowledge of the diabatic matrix elements, whilst the second is an adiabatic representation, which only requires the gap between the adiabatic potentials.

Consider a classical particle with trajectory \((x(t), p(t))\) in phase space. Denote the position where \(\rho\) attains a minimum by \(x_c\), and the momentum of the particle at the corresponding time \(t_c\) by \(p_c\). Then the diabatic LZ transition probability is given by

\[
P_d = \exp \left( -\frac{\pi}{\epsilon} \frac{\rho(x_c)^2}{|p_c| \sqrt{X'(x_c)^2 + Z'(x_c)^2}} \right).
\]  
(C.2)

The corresponding adiabatic transition probability is given by

\[
P_a = \exp \left( -\frac{\pi}{\epsilon} \sqrt{\frac{\rho(x_c)^3}{\frac{d^2}{dt^2} \rho(x(t))|_{t=t_c}}} \right).
\]

If one has knowledge of the diabatic matrix elements, and hence \(X\) and \(Z\), this can be rewritten as

\[
P_a = \exp \left( -\frac{\pi}{\epsilon} \frac{\rho(x_c)^2}{|p_c| \sqrt{X''(x_c)^2 + Z'(x_c)^2 + X(x_c)X''(x_c) + Z(x_c)Z''(x_c)}} \right).
\]  
(C.3)

Note that in the corresponding multidimensional formula [30] there is an additional term, which in 1D would be \([X(x_c)X'(x_c) + Z(x_c)Z'(x_c)](U^\pm)'(x_c)\). However, since an avoided crossing is defined as a minimum of \(\rho\), and \(\rho' = (XX' + ZZ')/\rho\), this term is zero in 1D.

C.5 Superadiabatic representations and the formula

In this section we will briefly review the ideas behind the use of superadiabatic representations to compute the transmitted wavepacket and refer the reader to the cited works for more details. We will then present a generalisation of a previously-derived formula, which is applicable to 1D avoided crossings not centred at the origin.

201
C.5.1 Superadiabatic representations

Superadiabatic representations were first introduced by Berry [38], [39], under the additional approximation that the nuclei move classically. More recently this has been extended to the full BOA [42]–[45].

As suggested by the name, superadiabatic representations are refinements of the adiabatic representation. The adiabatic representation introduces a unitary matrix such that the electronic Hamiltonian is diagonal at each \( x \) and, as such, introduces kinetic coupling elements. In 1D, these coupling elements are of the form \( \pm \epsilon \kappa(x)(\epsilon \partial_x) \), where \( \kappa = (X'Z - Z'X)/\rho^2 \). Since, as described in Section C.3, the wavepackets are rapidly oscillating, the term \( \epsilon \partial_x \) is actually of order 1, and hence we see that, naively, the transitions are of order \( \epsilon \). However, as discussed previously, the transitions are exponentially small in \( 1/\epsilon \) away from the avoided crossings. Hence, under the adiabatic approximation, the dynamics are complicated, as demonstrated by the population on the lower level during a typical transition, see Figure C.1. This reliance on large cancellations to leave an exponentially small wavepacket suggests that the adiabatic representation may not be the ideal frame of reference in which to study transitions at avoided crossings.

Superadiabatic representations improve on the adiabatic one by simplifying the dynamics near an avoided crossing. The superadiabatic representations can be enumerated, and, initially, moving to successively higher superadiabatic representations reduces the spurious oscillations in the dynamics until the transmitted population builds up monotonically as the wavepacket travels through the avoided crossing. This is known as the optimal superadiabatic representation. However, moving to even higher representations results in the spurious oscillations returning. Previous results give a reliable method to determine the optimal superadiabatic representation [42], [44]. However, computing the unitary operators for this representation is highly challenging, and performing the numerical computations in such a representation is similarly difficult.

The main benefit of superadiabatic representations for our purposes is that they allow the derivation of an explicit formula for the transmitted wavepacket in the optimal superadiabatic representation, without requiring the associated unitary matrix. By general theory [55], all of the superadiabatic representations agree with the adiabatic one away from any avoided crossing. This leads to a simple algorithm to compute the transition through an avoided crossing in the adiabatic representation, as described in Section C.6.

C.5.2 The formula

Following [39], it is useful to introduce a nonlinear rescaling in which the adiabatic coupling elements obtain a universal form, known as the natural scale:

\[
\tau(x) = 2 \int_{x_c}^{x} \rho(s) ds,
\]

where \( x_c \) is the position of the avoided crossing. We now extend \( \rho \) and \( \tau \) into the complex plane and, by the theory of Stokes lines [56], the analytic continuation of \( \rho \) has a pair of complex conjugate zeros, close to \( x_c \), at \( x_{cz} \) and \( x_{cz}^* \). We define

\[
\tau_{x_c} = \tau(x_c) = \tau_r + i\tau_c.
\]
Let $\phi^\pm(x, t_c)$ be the incoming wavepacket on the corresponding adiabatic surface $U^\pm$ at time $t_c$ when the centre of mass coincides with an avoided crossing at $x_c$. Then, for $t > t_c$, the transmitted wavepacket on the other adiabatic surface $U^-\mp$ can be approximated by

$$
\psi(x, t) = e^{-\frac{i}{\epsilon}(t-t_c)H^-}\psi^-\mp(x)
$$

where $\psi^-\mp(x)$ is a wavepacket instantaneously created at time $t_c$, which is more easily expressed in Fourier space via

$$
\hat{\psi}^-\mp(p) = \Theta(p^2 - 4\delta) \left[ \exp\left( -\frac{x_c}{2\delta} |p - \eta^-\mp| \right) \exp\left( -\frac{i}{\epsilon} x_c (p - \eta^-\mp) \right) \right]
$$

(C.4)

We note that the principle difference from previous presentations of the formula is the final exponential factor involving $x_c$, the position of the avoided crossing. In previous work, this position has been taken to be zero, in which case the factor is simply 1. It arises from the Fourier transform of the $n$th superadiabatic coupling function $\hat{\kappa}_n(p - \eta)$ (see e.g. [44, p. 2257]), where the shift of the crossing in space leads to a phase shift in the Fourier transform.

C.5.3 Analysis of the formula

We now present a brief analysis of the formula, which allows us to connect to the surface hopping approaches, as well as the LZ formula.

Firstly we note that the formula involves the same momentum adjustment that is phenomenologically introduced in surface hopping algorithms. We note that $\eta^-\mp$ is precisely the classical incoming momentum required to give outgoing momentum $p$ when moving down/up, respectively, a potential energy gap of $2\delta$ and requiring (classical) energy conservation. Relatedly, when passing from the upper to the lower level, the Heaviside function ensures that the transmitted wavepacket has (absolute) momentum at least $2\delta$, whereas when passing from the lower to upper level it is trivially 1, indicating no restriction on the transmitted momentum. The analogous restriction that a classical particle can only be transmitted to the upper level if it has sufficient kinetic energy is accounted for by the $\hat{\psi}^\pm(\eta^-\mp)$ term.

We now discuss how, in appropriate limits, the formula essentially reduces to a LZ transition for each point in momentum space. We make a number of independent approximations:

1. $x_c = 0$.
   
   For a single avoided crossing we may do this without loss of generality by shifting the space variable.

2. $\tau_r = 0$.
This is the case, for example, when the potential is symmetric around the avoided crossing.

3. \( \delta \) is small.

This produces two simplifications to the formula using that \( \eta\bar{\eta} \approx p \pm 2\delta/p \):

- The prefactor simplifies to \( \frac{\eta^2 + p}{2\eta\bar{\eta}} \approx p/|p| = \text{sign}(p) \);
- The factor in the exponential simplifies to \( |p - \eta\bar{\eta}| \approx 2\delta/|p| \).

Note that the small parameter in these expansions is actually \( \delta/p_0 \), and so we expect these approximations to be more accurate for either small \( \delta \) or large incoming momentum.

4. Second order expansion of \( \rho \).

It is well known [39] that a naïve second order expansion of \( \rho \) is incorrect as the analytic continuation of \( \rho \) must vanish like a square root at its complex zeros. We therefore approximate \( \rho \) via

\[
\rho(x) \approx \sqrt{\delta^2 + g(x - x_c)}
\]

with \( g \) a smooth function with \( g(0) = g'(0) = 0 \). Performing a second order expansion of \( g \) then gives

\[
\rho(x) \approx \sqrt{\delta^2 + \frac{1}{2} g''(0)(x - x_c)^2}.
\]

In this case both \( x_{c\pm} \) and \( \tau_c \) can be computed analytically to give

\[
\tau_c \approx \frac{i \pi \delta^2}{2\alpha},
\]

where \( \alpha^2 = \frac{1}{2} g''(0) \). To connect purely to \( \rho \), we note that \( \frac{1}{2} g''(0) = \delta \rho''(x_c) \) and hence

\[
\tau_c \approx \frac{i \pi \delta^{3/2}}{2\sqrt{\rho''(x_c)}}.
\]

Finally, in order to connect to the LZ formulas, an explicit computation gives that

\[
\rho''(x) = \frac{X'(x)^2 + Z'(x)^2 + X(x)X''(x) + Z(x)Z''(x)}{\rho(x)} - \frac{(X(x)X'(x) + Z(x)Z'(x))^2}{\rho(x)^3}.
\]

As before \( \rho'(x_c) = (X(x_c)X'(x_c) + Z(x_c)Z'(x_c))/\rho(x_c) = 0 \) and \( \rho(x_c) = \delta \). Hence, we have that

\[
\rho''(x_c) = \frac{X'(x_c)^2 + Z'(x_c)^2 + X(x_c)X''(x_c) + Z(x_c)Z''(x_c)}{\delta}
\]

and so

\[
\tau_c \approx \frac{i \pi \delta^2}{2\sqrt{X'(x_c)^2 + Z'(x_c)^2 + X(x_c)X''(x_c) + Z(x_c)Z''(x_c)}}.
\]

Suppose now that we make all four approximations. Then (C.4) becomes

\[
\hat{\psi}^\pm(p) = \text{sign}(p) \Theta(p^2 \mp 4\delta) \exp \left( -\frac{\pi \delta^2}{2|p|\sqrt{X'(x_c)^2 + Z'(x_c)^2 + X(x_c)X''(x_c) + Z(x_c)Z''(x_c)}} \right) \hat{\psi}^\pm(\eta\bar{\eta}).
\]

(C.5)

It is now clear that the exponential factor corresponds precisely to the adiabatic LZ transition.
probability in (C.3), with the additional factor of $1/2$ accounting for the fact that we are determining the size of the transmitted wavepacket rather than the transition probability, which is proportional to the square of the wavepacket. The Heaviside function is also included indirectly in surface hopping models, which explicitly exclude classically-forbidden transitions.

Note that if we are only interested in the transition probability then the first two approximations are irrelevant as they only affect the phase. However, when dealing with multiple transitions these terms are crucial in understanding interference effects. In Section C.7 we will investigate the effects of these approximations in some example systems.

After approximations (1)–(4) have been made, the resulting formula (C.5) can be thought of as a generalisation of surface hopping that retains phase information. This can be seen by noting that the formula decouples in momentum space. Thus, if we replace the classical transport of individual particles, the ensemble of which represents the initial wavepacket, with quantum evolution of the initial wavepacket, and then replace particle hopping with hopping of momentum components of the wavepacket, then we have a clear analogue of the surface hopping methods. One promising avenue of further work is to investigate the use of the formula transmission probability (instead of the LZ one) in surface hopping algorithms. In contrast, we can recover the surface hopping methodology (but retaining phase information) by dividing the wavepacket into small pieces (the surface hopping particles), evolving them classically on the initial level (e.g. using Hagedorn’s wavepacket approach[36], [46], [47]) until they reach an avoided crossing, and then applying the formula either with the full transition probability, or the LZ approximation, and reconstructing the wavepacket on the other level.

C.6 The algorithm

The general algorithm is similar to that presented in previous work, but here we describe its extension to multiple transitions and different levels of approximation, which ultimately lead to an analogue of the Landau-Zener formula, but applied to wavepackets, rather than simply as a transition probability. The transmitted wavepacket is computed via the following algorithm:

1. **Initial Condition:** The initial wavepacket should be specified on either the upper or lower adiabatic level, well away from any of the avoided crossings. Note that, in such regions, the adiabatic, superadiabatic, and diabatic levels are very close, so one may instead specify the wavepacket on a single diabatic level. If the initial wavepacket is given close to an avoided crossing, for example as the result of a laser excitation, then it must be evolved away (into the scattering regime) on the corresponding adiabatic level under the BO approximation.

2. **One-Level Dynamics:** The initial wavepacket is now evolved under the BO approximation until the final, specified time, or until another termination condition is satisfied (such as the wavepacket reaching a minimum distance from an avoided crossing). This can be done using any one-level scheme that provides sufficient accuracy, such as Strang splitting, Hagedorn wavepackets [36], [46], [47], or MCTDH [48]. An additional one-level computation is required for the other adiabatic potential surface, but that level is initially unoccupied.

3. **Detection of Avoided Crossings:** Here an avoided crossing is defined as a (local) minimum of the gap $\rho$. Whenever the centre of mass of the wavepacket reaches such a minimum, apply
the formula as described in the next step. Such local minima may be determined \textit{a priori}, for example when the potentials are given analytically, or on-the-fly by monitoring $\rho$.

4. **Application of the Formula:** Apply the formula (C.4) to the wavepacket at the avoided crossing and add the resulting wavepacket to the lower level. Note that the formula implicitly requires the potentials to be extended into the complex plane in order to compute $\tau$. However, as described in the following Section, this requirement may be bypassed by using an analogue of the Landau-Zener formula, at a cost to accuracy which is investigated for some examples in Section C.7.

5. **Computation of Observables:** At any time step the wavepackets on the two levels may be used to compute observables, such as mean position, momentum and the level populations, including those which require phase information such as inter-level observables. Note, however (as discussed in Section C.5.1), that these will only agree with the corresponding quantities computed for the adiabatic populations well away from any avoided crossings. An extreme example of this is that, before the wavepacket on the initial level reaches the avoided crossing, the other level is completely unoccupied; see Figure C.8.

In the following Section we will investigate the accuracy of this algorithm. One restriction for its application to multiple crossings is that the transmitted wavepacket must be small, or, more precisely, the wavepacket remaining on the original surface must not change significantly when compared to its evolution on a single adiabatic surface. This is due to the perturbative nature of the derivation, which assumes that the original wavepacket is unchanged during a transition.

**C.7 Numerics**

**C.7.1 Jahn-Teller**

We consider first a simple example in order to demonstrate the effects of the approximations in Section C.5.3. We choose

$$V(x) = \begin{pmatrix} x & \delta \\ \delta & -x \end{pmatrix}$$

where we have $X = \delta$, $Z = x$, $\rho = \sqrt{x^2 + \delta^2}$. There is a single avoided crossing at $x_c = 0$, with gap $2\delta$. It is clear that $x_{zz} = i\delta$ and a straightforward calculation shows that $\tau_{xz} = i\delta^2 \pi/2$. Note, therefore, that assumptions (1), (2) and (4) of Section C.5.3 hold exactly. Furthermore, since $X(x_c)X''(x_c) + Z(x_c)Z''(x_c) = 0$, the diabatic and adiabatic LZ transition probabilities given in (C.2) and (C.3) are identical in this case. This simple model allows us to investigate the effects of approximation (3), \textit{i.e.} the difference between the full formula (C.4) and the LZ approximation for a range of values of $\delta$. From the arguments in Section C.5.3, we expect the two results to agree to high accuracy when $\delta$ is small, and hence the transition is large, but we expect the full formula result to be more accurate in the regime we are interested (relatively large $\delta$ and small transitions).

We choose to specify the wavepacket at the avoided crossing, and determine the initial condition by evolving it backwards in time away from the crossing on a single adiabatic surface. This ensures that the wavepacket is semiclassical \textit{(i.e.} of width order $\sqrt{\epsilon}$) when it reaches the avoided crossing.
As noted above, due to the linearity of the Schrödinger equation, if this were not the case then we could apply a slicing procedure to obtain similarly accurate results. In particular, we choose

\[ \hat{\psi}(p) = \frac{1}{(\pi\epsilon)^{1/4}} \exp \left( -\frac{\epsilon}{\epsilon} p_0 x_0 - \frac{1}{2\epsilon} (p - p_0)^2 - \frac{i}{\epsilon} x_0(p - p_0) \right) \] (C.6)

where, along with \( \delta \), the free parameters are \( \epsilon \) and \( p_0 \). For this example we fix \( \epsilon = 1/50 \), which is similar to the value chosen in surface hopping works e.g. [28], [30], [34] (and approximately correct for real-world systems e.g. [45]) and \( p_0 = 8 \). We could, in principle, vary these parameters, and we will do so in later examples. We note that due to the nature of the potential, in order to start sufficiently far away from the avoided crossing (such that the adiabatic and superadiabatic representations agree) the initial potential energy must be reasonably large, leading to a minimum value of \( p_0 \) at the avoiding crossing. See Figure C.3 for the adiabatic potentials.

Here we evolve backwards to a start time of \( 40/p_0 \) with timestep \( 1/(1000p_0) \) and then forwards through the avoided crossing for time \( 80/p_0 \) with the same timestep. We perform the numerics with a spatial grid with \( 2^{15} \) points and endpoints \( \pm 60 \).

In Figure C.2 we show the relative error in the transmitted wavepacket and the transmitted mass. This clearly demonstrates that, for small \( \delta \) (and large transmitted mass), both our formula (C.4) and the LZ-like version (C.5) give very good results. However, as \( \delta \) increases, the simplified version becomes increasingly inaccurate.

### C.7.2 Simple avoided crossing

We now consider a simple example, which will both allow us to systematically investigate the accuracy of our method for different parameter regimes, as well as providing a benchmark for the accuracy of a single transition; this is, at least heuristically, a lower bound for the accuracy for multiple transitions. We choose

\[ V(x) = \begin{pmatrix} \frac{1}{2} \tanh(x) & \delta \\ \delta & -\frac{1}{2} \tanh(x) \end{pmatrix} \]
Figure C.3: The adiabatic potentials for [clockwise from top left] the Jahn-Teller, Simple, Quadratic and Dual Potentials.
Figure C.4: The relative error between the ‘exact’ numerical solution and the application of the algorithm using formula (C.4). Each subplot shows the result for a different value of $p_0$ for a range of $\delta$ values. Different colour curves {green, purple, yellow, red, blue} correspond to $\epsilon = \{1/10, 1/20, 1/30, 1/40, 1/50\}$, respectively. Note that, apart from the largest value $\epsilon = 1/10$, the errors are very similar.

where we have $X = \delta$, $Z = \frac{1}{2} \tanh(x)$, $\rho = \sqrt{\frac{1}{4} \tanh(x)^2 + \delta^2}$. See Figure C.3 for the adiabatic potentials with $\delta = 1/2$.

As in the previous example, in order to control the (mean) momentum of the wavepacket when it reaches the crossing, we specify the wavepacket in momentum space at the avoided crossing and then evolve it backwards in time on a single adiabatic surface to obtain an initial wavepacket for the computations. In particular, we take a Gaussian wavepacket as given in (C.6) for a range of values of $\epsilon$ and $p_0$. We compute the results for a single transition of the avoided crossing, both using the full formula (C.4) and the approximate one (C.5), which corresponds to using the LZ transition probability. As can be seen from Figure C.4, the relative error is typically of the order of a few percent, with increasing accuracy as $\delta$ and/or $p_0$ increase. The deviation of the green curve, which corresponds to $\epsilon = 1/10$ is a result of the asymptotic nature of the formula. The odd behaviour of the blue curve for $p_0 = 3$, $\epsilon = 1/50$ and $\delta \approx 1$ is a result of parts of the wavepacket becoming ‘trapped’ near the avoided crossing, which violates the assumption of a single transition.

Figures C.5 and C.6 demonstrate the effects of using the algorithm with the approximate formula (C.5). As can be seen from Figure C.5, for moderate values of $\delta$, the results become very poor. However, as expected, Figure C.6 shows that, for small $\delta$, the results are very similar to using the full formula (C.4).
Figure C.5: As Figure C.4 but using formula (C.5). Note that the results for all but the smallest values of $\delta$ are significantly worse than those in Figure C.4.
For completeness, we give the numerical details: The spatial grid uses $2^{14}$ points with limits $\pm 40$. We use a time step of $1/(100p_0)$ and obtain the initial wavepacket by evolving the wavepacket backwards from the crossing for time $20/p_0$. The system is then evolved forwards for time $40/p_0$. We note that halving the time step and doubling the number of grid points does not significantly affect the results.

As a further test of the accuracy of the algorithm we perform the same calculation as for the Gaussian wavepackets in the previous example, but with a wavepacket on the upper level at the crossing given by

$$\hat{\psi}(p) = \sum_{j=1}^{3} w_i \hat{\psi}(x_{0,i}, p_{0,i}, p),$$

where $\hat{\psi}$ is a Gaussian as given by (C.6). We choose $\epsilon = 1/50$, $w = [0.7, 1, 0.9]$, $p_0 = [4.6, 5, 5.3]$ and $x_0 = [0.1, 0, -0.05]$. However, we note that the results are robust under these choices for a wide range of values. We show the resulting transmitted wavepacket in Figure C.7 which for convenience of displaying the phase, we have evolved backwards to the avoided crossing on the lower level. Note that the relative error in this case is 0.0057. In particular, Figure C.7 demonstrates that higher-momentum wavepackets are more likely to make the transition.

We note here that the results for wavepackets starting on the lower level are very similar, and we will investigate such a situation in the following Section.

Finally, we consider if the algorithm is applicable to full crossings (with $\delta = 0$). In such a case, the approximations made in Section C.5.3 lead to the conclusion that the transmitted wavepacket
C.7.3 Multiple transitions of a single crossing

We now demonstrate the algorithm when the wavepacket makes multiple transitions of a single avoided crossing. Here we add a quadratic confining potential, which causes the wavepacket to oscillate backwards and forwards through the avoided crossing:

\[ V(x) = \alpha x^2 + \left( \frac{1}{2} \tanh(x) \frac{\delta}{\delta} - \frac{1}{2} \tanh(x) \right). \]

where we have \( X = \delta, \ Z = \frac{1}{2} \tanh(x), \ \rho = \sqrt{\frac{1}{4} \tanh(x)^2 + \delta^2}, \) and \( d(x) = \alpha x^2 \). We choose \( \alpha = 0.05 \), which gives a relatively weak confining quadratic potential. We use the same grid and
time step as for the simple case in Section C.7.2 but here evolve back to $t = -5$ and forwards to $t = 30$, which gives 3 complete transitions of the avoided crossing. Here we start with a wavepacket of the form (C.6) on the lower level with $x_0 = 0$ and $p_0 = 5$. Again we choose $\epsilon = 1/50$. See Figure C.3 for the adiabatic potentials.

As can be seen in Figure C.8, the 'exact' dynamics require extreme numerical cancellations at each transition in order to produce the true wavepacket. Although not shown in the Figure, the maximum transmitted mass is 0.0028, which is around 200 times larger than the final mass. Note that the results of both formulas are of a similar accuracy to the results for a single crossing, with relative errors 0.0123 and 3.637 for (C.4) and (C.5), respectively. In particular, the agreement between the 'exact' and formula (C.4) results is excellent whilst, in this case, (C.5) significantly underestimates the size of the transmitted wavepackets.

Whist, in principle, we would expect the results of using (C.5) to improve when $\delta$ decreases (i.e. when the transmitted wavepacket is larger) this adds a complication to the algorithm: When the transmitted wavepacket is large, this significantly affects the wavepacket on the original level, which is used explicitly in the formula for the next transmitted wavepacket. Due to the perturbative nature of the derivation of the formula (C.4) (see e.g. [42], [43]), the wavepacket on the original level is not treated explicitly, and so we do not have access to this unless it can be assumed that it is largely unaffected by the transition. A necessary requirement for this, due to mass conservation, is that the transmitted wavepacket is small.

### C.7.4 Dual avoided crossings

As we have seen, for multiple transitions at avoided crossings, the algorithm described in Section C.6 works as expected, determining the correct phase of the wavepackets, and therefore also the correct interference effects. However, for transitions at separate avoided crossings there is an extra difficulty that arises from the definition of the diabatic and adiabatic potentials. As can be seen from Figure C.9, in an example with two identical avoided crossings at $\pm x_c$, the diabatic eigenfunctions are even. Hence, treating the two crossings independently, the dynamics through the second crossing could be computed by flipping the surfaces in space (which gives the diabatic surfaces associated with the first crossing) and reversing the momentum of the wavepacket. From (C.4), we see that reversing the momentum introduces a sign change in the transmitted wavepacket, which must be taken into account when computing the total transmitted wavepacket. Note that this argument generalises to the case where there are multiple non-identical crossings; the case here was chosen for clarity.

Here we choose potentials

$$V(x) = \begin{pmatrix} \frac{1}{2} \left( \tanh(x - 5) + \tanh(x + 5) + 1 \right) & \frac{\delta}{2} \\ \frac{\delta}{2} & -\frac{1}{2} \left( \tanh(x - 5) + \tanh(x + 5) + 1 \right) \end{pmatrix}$$

where we have $X = \delta$ and $Z = \frac{1}{2} \left( \tanh(x - 5) + \tanh(x + 5) + 1 \right)$. We choose $\epsilon = 1/50$, $\delta = 1/2$ and an initial Gaussian condition using (C.6) with $x_0 = 0$ and $p_0 = 0$. We use the same numerical scheme as in Section C.7.2, first evolving backwards for $t = 5$ and then forwards for $t = 10$. See Figure C.3 for the adiabatic potentials.

As can be seen from Figure C.10, the results using (C.4) are once again very good (with a relative
Figure C.8: Mass of transmitted wavepacket on the upper adiabatic level over time for the ‘exact’ dynamics [black, dotted] and using the algorithm with formulas (C.4) [red, solid] and (C.5) [blue, dashed]. The centre of mass of the wavepacket on the lower level reaches the avoided crossing three times, at approximately $t = 5, 15, 25$, as indicated by the jumps in the formula masses.
Figure C.9: Components of the two diabatic eigenvectors $\Phi_1$ and $\Phi_2$ in red and blue, respectively. Solid and dashed lines show the two components, denoted by $\Phi_j^\pm$. Note that $\Phi_1^+ = \Phi_2^-$ and $\Phi_2^+ = -\Phi_1^-$. The avoided crossings are at $x \approx \pm 5$.

error of 0.0295), whilst those using the approximate formula (C.5) are much poorer (relative error 2.193). Note that if we do not include the additional phase correction described above then the results using (C.4) are also very poor.

C.8 Conclusions and open problems

We have presented a general scheme for the computation of wavepackets transmitted during multiple transitions through avoided crossings (at least when the transmitted wavepacket is small), which is also applicable to single transitions through full crossings. In fact, since, in the latter case, almost the entire wavepacket is transmitted, the scheme should also give accurate results for multiple transitions of full crossings.

The principal advantage of our algorithm is that it produces the full quantum wavepacket, including its phase, in particular allowing the investigation interference effects during multiple transitions. This is in contrast to standard surface-hopping algorithms that lose all phase information.

Open problems, which will be the subject of future works, are (i) Approximation of the wavepacket that remains on the original level when the transmitted wavepacket is not small, which would allow the study of multiple transitions of general crossings; (ii) Extension to higher dimensions. This can be done via a slicing algorithm; preliminary results for model systems are
Figure C.10: Top left: The final wavepacket on the upper level. Bottom left: The final transmitted wavepackets on the lower level using (C.4) [solid] and (C.5) [dashed]. Bottom right: The associated errors when compared to the ‘exact’ numerical solution. Top right: The phase error, which is very small in both cases apart from when the amplitude of the wavepacket is very small.

presented in [49]; (iii) Implementation of our more accurate transition rate in surface hopping models, which should extend their range of validity to systems when the transmitted wavepacket is significantly smaller than those which can be accurately captured by existing schemes.
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Appendix D

Non-adiabatic transitions in multiple dimensions

We consider non-adiabatic transitions in multiple dimensions, which occur when the Born-Oppenheimer approximation breaks down. We present a general, multi-dimensional algorithm which can be used to accurately and efficiently compute the transmitted wavepacket at an avoided crossing. The algorithm requires only one-level Born-Oppenheimer dynamics and local knowledge of the potential surfaces. Crucially, in contrast to many standard methods in the literature, we compute the whole wavepacket, including its phase, rather than simply the transition probability. We demonstrate the excellent agreement with full quantum dynamics for a range of examples in two dimensions. We also demonstrate surprisingly good agreement for a system with a full conical intersection.

D.1 Introduction

Many computations in quantum molecular dynamics rely on the Born-Oppenheimer Approximation (BOA) [1], which utilises the small ratio $\varepsilon^2$ of electronic and reduced nuclear masses to replace the electronic degrees of freedom with Born-Oppenheimer potential surfaces. When these surfaces are well separated, the BOA further reduces computational complexity by decoupling the dynamics to individual surfaces.

However, there are many physical examples (see e.g. [2],[3],[4] and [5]) where the surfaces are not well separated (known as an avoided crossing) or even have a full intersection. In these regions the BOA breaks down, and the coupled dynamics must be considered; when a wavepacket travels over a region where the surfaces are separated by a small but non-vanishing amount, a chemically crucial portion of the wavepacket can move to a different energy level via a non-adiabatic transition. The existence of the small parameter $\varepsilon$ introduces several challenges when attempting to numerically approximate the dynamics. First, and independently of the existence of an avoided or full crossing, the wavepacket oscillates with frequency $1/\varepsilon$ and hence a very fine computational grid is required. Furthermore, in the region of an avoided crossing, the dynamics produce rapid oscillations and, in turn, cancellations in the wavepacket; the transmitted wavepacket very close to the crossing is $\mathcal{O}(\varepsilon)$, but in the scattering regime the transmission is exponentially small. It is therefore necessary to travel far from the avoided crossing (in position space) with a small time-
step to accurately calculate the phase, size and shape of the transmitted wavepacket. In order
to calculate the exponentially small wavepacket, one must ensure that the absolute errors in a
given numerical scheme are also exponentially small, or they will swamp the true result. Finally,
the number of gridpoints in the domain increases exponentially as the dimension of the system
increases. Thus standard numerical algorithms quickly become computationally intractable.

Many efforts have been made to avoid computational expense by approximating the transmit-
ted wavepacket while avoiding the coupled dynamics. Surface hopping algorithms discussed in
[6]–[18] approximate the transition using classical dynamics, where the Landau-Zener transition
rate [19], [20] is sometimes used to determine the size of the transmitted wavepacket. This method
has enjoyed some success, and has been applied to higher dimensional systems (in particular see
[16], [17]). However, the full transmitted quantum wavepacket is not always calculated; phase
information is lost, although surface hopping approaches have been considered which try to in-
corporate phase information [21]–[26]. Such information is crucial when considering systems with
interference effects, e.g. ones in which the initial wavepacket makes multiple transitions through an
avoided crossing. In contrast, in [27] and [28], a formula is derived to accurately approximate the
full transmitted wavepacket, in one dimension, using only decoupled dynamics. The formula has
been applied to a variety of examples with accurate results, including the transmitted wavepacket
due to photo-dissociation of sodium iodide [29].

In this paper we construct a method to apply the formula derived in [27] and [28] to higher
dimensional problems. We set up the problem, state assumptions, and the main result and al-
gorithm in Appendix D.2. Our derivation is motivated by the derivation of the formula in one
dimension [27], which we outline in Appendix D.3 and extend to d dimensions in Appendix D.4. In
Appendix D.5 we create a d-dimensional formula for systems in which near the avoided crossing,
when the derivatives of the adiabatic potential surfaces are slowly varying in all but the direction
in which the wavepacket is travelling. We then extend this result via a simple algorithm to obtain
a general d-dimensional formula. We provide some examples and results in Appendix D.6 and
note conclusions and future work in Appendix D.7. Additional information on code and some
instructive diagrams are available in appendix D.8 and appendix D.9 respectively.

D.2 Set-up and Main Results

We consider the evolution of a semiclassical wavepacket \( \psi : \mathbb{R}^d \rightarrow \mathbb{C}^2 \) at time \( t \), \( \psi = \begin{pmatrix} \psi_1(x,t) \\ \psi_2(x,t) \end{pmatrix} \),
governed by the equation:

\[
 i\varepsilon \partial_t \psi(x,t) = H\psi(x,t),
\]  

where \( \varepsilon^2 \) is the ratio between an electron and the reduced nuclear mass of the molecule, \( i.e. \varepsilon \ll 1 \) and \( H \) is a Hamiltonian operator. This system is derived after a standard rescaling of a full two
level Schrödinger equation involving the kinetic and potential terms between electrons and nuclei.
We use the \( \varepsilon \)-scaled Fourier transform to transform the wavepackets \( \psi_1, \psi_2 \) and operators such as
\( H \) into momentum space:

**Definition 19.** In \( d \) dimensions the wavepacket \( f : \mathbb{R}^d \rightarrow \mathbb{C} \) in scaled momentum space is given
using the $\varepsilon$-scaled Fourier transform

$$\hat{f}^\varepsilon(k) = \frac{1}{(2\pi \varepsilon)^{d/2}} \int_{\mathbb{R}^d} f(x) \exp \left( -\frac{i}{\varepsilon} k \cdot x \right) \, dx. \tag{D.2}$$

For any (sufficiently nice) function $f : \mathbb{R}^d \to \mathbb{C} \in L^2(\mathbb{R}^d)$, the $\varepsilon$-scaled Fourier transform $\hat{A}^\varepsilon$ of an operator $A$ is given by

$$\hat{A}^\varepsilon \hat{f}^\varepsilon(k,t) := \hat{A}f^\varepsilon(k,t) = \frac{1}{(2\pi \varepsilon)^{d/2}} \int_{\mathbb{R}^d} Af(x,t) \exp \left( -\frac{i}{\varepsilon} k \cdot x \right) \, dx. \tag{D.3}$$

We also define the Weyl quantization [30] in multiple dimensions, which is used throughout this work.

**Definition 20.** For a symbol $H(\varepsilon, p, q)$, given a test function $\psi$, we define the Weyl quantization of $H$ by

$$W_\varepsilon H \psi(x) = \frac{1}{(2\pi \varepsilon)^d} \int_{\mathbb{R}^d} d\xi \, dy H(\varepsilon, \xi, \frac{1}{2}(x+y)) e^{\frac{i}{\varepsilon}(\xi(x+y))} \psi(y). \tag{D.4}$$

The Hamiltonian in eq. (D.1) is given by [28]

$$H(x) = -\frac{\varepsilon^2}{2} \nabla_x^2 I + V(x) + d(x)I, \tag{D.5}$$

where

$$V(x) = \begin{pmatrix} Z(x) & X(x) \\ X(x) & -Z(x) \end{pmatrix} \tag{D.6}$$

and $d(x)$ is the part of the potential operator with non-zero trace. In general $V(x)$ can be given by a Hermitian matrix, but as noted in [31], any Hermitian $V(x)$ can be transformed into real symmetric form. This is known as the diabatic representation of the system. We define $V_1 = Z(x) + d(x)$ and $V_2 = -Z(x) + d(x)$ as the two diabatic potentials, with the diabatic coupling element as the off-diagonal element $V_{12} = X(x)$. It is useful to define $\theta(x) = \tan^{-1} \left( \frac{X(x)}{Z(x)} \right)$, so that we can write the polar decomposition of eq. (D.5):

$$\cos(\theta(x)) = \frac{Z(x)}{\sqrt{X(x)^2 + Z(x)^2}}, \quad \sin(\theta(x)) = \frac{X(x)}{\sqrt{X(x)^2 + Z(x)^2}}. \tag{D.7}$$

Then, defining $\rho(x) = \sqrt{X(x)^2 + Z(x)^2}$, gives

$$V(x) = \rho(x) \begin{pmatrix} \cos(\theta(x)) & \sin(\theta(x)) \\ \sin(\theta(x)) & -\cos(\theta(x)) \end{pmatrix}. \tag{D.8}$$

Consider the unitary matrix $U_0$ which diagonalises the potential operator $V(x)$:

$$U_0(x) = \begin{pmatrix} \cos(\frac{\theta(x)}{2}) & \sin(\frac{\theta(x)}{2}) \\ \sin(\frac{\theta(x)}{2}) & -\cos(\frac{\theta(x)}{2}) \end{pmatrix}. \tag{D.9}$$
If we define \( \psi_0(x, t) = \begin{pmatrix} \psi^+(x, t) \\ \psi^-(x, t) \end{pmatrix} = U_0(x) \psi(x, t) \), then we arrive at the adiabatic Schrödinger equation

\[
i \varepsilon \partial_t \psi_0(x, t) = H_0 \psi_0(x, t).
\] (D.10)

Here \( H_0 = U_0 H_0^{-1} \) is given by

\[
H_0(x) = -\frac{\varepsilon^2}{2} \nabla_x^2 I + \left( \rho(x) + d(x) + \varepsilon^2 \frac{\| \nabla_x \theta(x) \|^2}{8} - \frac{\varepsilon}{2} \frac{\nabla x \theta(x)}{8} \cdot (\varepsilon \nabla x) - \frac{\varepsilon}{4} \frac{\nabla^2 \theta(x)}{4} - \rho(x) + d(x) + \varepsilon^2 \frac{\| \nabla_x \theta(x) \|^2}{8} \right).
\] (D.11)

The adiabatic potential surfaces are given by the diagonal entries of the adiabatic potential matrix to leading order,

\[
V_U(x) = \rho(x) + d(x), \quad V_L(x) = -\rho(x) + d(x),
\] (D.12)

where \( V_U \) is the upper adiabatic potential surface, and \( V_L \) is the lower adiabatic potential surface. The off-diagonal entries of eq. (D.12) are coupling terms, which are negligible when the two adiabatic surfaces are well separated. An avoided crossing occurs when two adiabatic surfaces become close to one another, and the coupling terms have a non-negligible effect. Note that, as we are considering semiclassical wavepackets, derivatives are of order \( 1/\varepsilon \) and hence the leading order off-diagonal elements are of order \( \varepsilon \).

For a more precise definition of an avoided crossing, we direct the reader to [32] (although it should be noted that the precise meaning of avoided crossing does vary in the literature), but for the purposes of this paper we will work with a definition of an avoided crossing with respect to the wavepacket. We define the centre of mass of the wavepacket \( \psi^\pm \) at time \( t \) by

\[
x_{\text{COM}}(t) = \frac{\int_{\mathbb{R}^n} dx \mid \psi^\pm(x, t) \mid^2}{\int_{\mathbb{R}^n} dx \mid \psi^\pm(x, t) \mid^2},
\] (D.13)

and the centre of momentum of \( \psi^\pm \) as

\[
p_{\text{COM}}(t) = \frac{\int_{\mathbb{R}^n} dp \mid \psi^\pm(p, t) \mid^2}{\int_{\mathbb{R}^n} dp \mid \psi^\pm(p, t) \mid^2}.
\] (D.14)

**Definition 21.** Let \( V_U \) and \( V_L \) be the adiabatic surfaces defined in eq. (D.12) such that \( V_U(x) - V_L(x) = 2\rho(x) \). A wavepacket \( \psi^\pm \) on the upper/lower level is said to reach an avoided crossing at time \( t \) when \( \rho(x_{\text{COM}}(t)) \) reaches a local minimum of \( \rho \) along its trajectory. Furthermore, we say that the avoided crossing is tilted when, near the avoided crossing, the non-symmetric part \( d(x) \) of \( V_U \) and \( V_L \) can be written as \( d(x) = \lambda \cdot x + O(\|x\|^2) \), where \( \lambda \) is non-zero in the direction \( p_{\text{COM}}(t) \).

We note that, at an avoided crossing, the derivative couplings in eq. (D.11) are non-negligible, and it is in such regions that we expect the transitions between the adiabatic states to occur. In the following we consider only cases in which the avoided crossing is of dimension zero, either due to the nature of the potential energy surfaces, or the path of the wavepacket. In cases where the dimension is higher, for example, when the wavepacket travels along a ‘seam’ of avoided crossings, we expect the method to break down. For the case of ‘tilted’ crossings in 1D, we refer the reader
to [33] and note that we will soon make the assumption that $\|\lambda\|$ is small in the direction of $p_{\text{COM}}$, and thus not treat the ‘tilted’ case here.

We will assume that the initial wavepacket is purely on the upper level, $\psi^0(x) = (\psi^0_0(x))$ and, without loss of generality, that the centre of mass of the wavepacket in position space reaches an avoided crossing of height $2\delta$ at position $x_0$ at time $t_{ac}$, and is moving in the direction of $q_1$. The adiabatic representation approximates the wavepacket transmitted through an avoided crossing to leading order by the perturbative solution [34]

$$\psi^-_0(x, t) = -i\epsilon \int_{-\infty}^t e^{-\frac{i}{\epsilon} (t-s)H^- (x)} \kappa_1^- (x) \cdot (\epsilon \partial_x) e^{-\frac{i}{\epsilon} sH^+ (x)} \psi^0_0 (x) \, ds, \quad (D.15)$$

where

$$H^\pm (x) = -\frac{\epsilon^2}{2} \nabla_x^2 \pm \rho (x) + d(x), \quad \kappa^\pm_1 (x) = \pm \frac{\partial_x \theta (x)}{2}. \quad (D.16)$$

The perturbative solution in the adiabatic representation does not offer much explanation as to the properties of the transmitted wavepacket. For instance, the constructed wavepacket at first looks to be $O(\epsilon)$. However due to the adiabatic coupling operator $\kappa^\pm_1$, fast oscillations and cancellations between upper and lower transmissions occur near the avoided crossing, so that far from in position space the crossing the transmitted wavepacket is much smaller than the transition at the crossing point (fig. D.1). For this reason, the transmitted wavepacket is better approximated using the perturbative solution from the $n^{th}$ superadiabatic representation [27], for some optimal choice of $n$. The $n^{th}$ superadiabatic representation is produced by creating and applying unitary pseudodifferential operators $U_n$, such that the off-diagonal elements of the potential operator have prefactor $\epsilon^{n+1}$, and the diagonal elements are the same to leading order as in the adiabatic representation. Existence of such operators is discussed in [27]. The Hamiltonian $H_n$ in the $n^{th}$ superadiabatic

![Figure D.1: The total mass of wavepacket $\psi^- (x)$ on the lower potential surface against time $t$, for the system described in example 27 with parameters in eq. (D.64). The centre of mass of the wavepacket reaches the avoided crossing at $t = 2$.](image-url)
representation is given by

\[ H_n(x) = -\frac{\varepsilon^2}{2} \nabla_x^2 I + \left( \rho(x) + d(x) + \mathcal{O}(\varepsilon^2) \right) e^{n+1} K_{n+1}^- - \rho(x) + d(x) + \mathcal{O}(\varepsilon^2) \right), \]

(D.17)

for some pseudodifferential coupling operators \( K_{n+1}^\pm \), which are of order one. The perturbative solution in the \( n \)th superadiabatic representation is then given by

\[ \psi_n^-(x,t) = -i\varepsilon_n \int_{-\infty}^t e^{-\frac{i}{\varepsilon}(t-s)H^-(x)} K_{n+1}^-(x) e^{-\frac{i}{\varepsilon}sH^+(x)} \psi_0^+(x) ds, \]

(D.18)

Direct computation of the pseudodifferential operators \( K_{n+1} \) and \( U_n \) is recursive in \( n \) (see Appendix D.4), and leads to very complex operators, so we cannot produce a practical numerical scheme directly using superadiabatic representations. However we will use superadiabatic representations to construct a simple and accurate algorithm.

In [28], where a formula approximating the transmitted wavepacket in one dimension is constructed, five assumptions are made:

(A1) The avoided crossing is ‘flat’, i.e. \( ||\lambda|| \) in Definition 21 is small (in the direction of \( p_{\text{COM}}(t_{ac}) \)) compared to the energy gap, \( 2\delta \). This approximation can be removed in 1D [33], but the resulting algorithm is more complicated; we will pursue the multidimensional version of this in future work.

(A2) The momentum of the wavepacket near the avoided crossing is sufficiently large. Furthermore, by a coordinate rotation we can assume without loss of generality that the momentum is concentrated in the first dimension. This allows the quantum symbol of the coupling operator \( K_{n+1} \) to be approximated by its highest order polynomial term, as discussed in Appendix D.4.

(A3) The first order Taylor approximation of the adiabatic (Born-Oppenheimer) energy surfaces near \( x_0 \) leads to a dynamics that is a good approximation of the true dynamics near \( x_0 \), i.e. we can write the adiabatic propagators near the avoided crossing as

\[ H^\pm \approx -\frac{\varepsilon^2}{2} \nabla_x^2 \pm \delta + \lambda \cdot x, \]

(D.19)

(A4) The width of the wavepacket is \( \mathcal{O}(\varepsilon) \). For the 1D case, it has been shown [29] that, by the linearity of the Schrödinger equation, we can consider wider wavepackets through a slicing method. We expect this to also hold in higher dimensions.

(A5) The functions \( \rho \) and \( \theta \) are analytic in a strip containing the real axis.

In the multidimensional derivation we will make one additional assumption:

6. The adiabatic potential surfaces near the avoided crossing point vary slowly in all but the direction of \( p_{\text{COM}}(t_{ac}) \).

We are now ready to state the main result of this paper. Under the assumptions (A2) to 6, we approximate the transmitted wavepacket at the avoided crossing point using the formula:
\[ \tilde{\psi}^- (k, t) = e^{-\frac{i}{\hbar} \tilde{H}^- \cdot \nu(k_1) + k_1 \cdot \nu(k_1)} e^{-\frac{i}{\hbar} (k_1 - \nu(k_1)) \cdot (x_0 + \tau_2 \delta)} e^{-\frac{i}{\hbar} |k_1 - \nu(k_1)|} \times \chi_{k_1 \geq \delta} \phi^+ (\nu(k_1), k_2, \ldots, k_d), \]  

where \( \xi, \nu, \tau_c \) and \( \tau_r \) are the \( d \)-dimensional analogues of those quantities defined in one dimension in (D1) to (D4), and are discussed in Appendix D.4 and Appendix D.5. Here, as described precisely in Algorithm 22 below, \( \phi^+ \) is the wavepacket on the upper level at the avoided crossing.

We outline the method through which eq. (D.20) may be used to compute the transmitted wavepacket using only one-level dynamics via the following algorithm and 2D diagrams available in fig. D.10:

**Algorithm 22.**

(B1) Begin with an initial wave packet \( \psi_{0, +}(x) \) on the upper adiabatic energy surface, far from the crossing in position space, with momentum such that \( \rho(x_{\text{COM}}(t)) \) will attain a minimum value (fig. D.10a).

(B2) Evolve \( \psi_{0, +} \) on the upper level, i.e. under the BOA, until its centre of mass reaches a local minimum at time \( t_{ac} \). Define

\[ \phi^+(x) := e^{-\frac{i}{\hbar} t_{ac} H^+(x)} \psi_{0, +}(x). \]

(B3) Divide up the full \( d \)-dimensional space into \( d \)-dimensional strips parallel to \( p_{\text{COM}}(t_{ac}) \). The width of the strips in all directions perpendicular to \( p_{\text{COM}}(t_{ac}) \) should be of the order of the width of the transition region (along \( p_{\text{COM}}(t_{ac}) \)) in the optimal superadiabatic basis. In practice we restrict these strips to the region of space where the wavepacket has significant mass.

(B4) On each strip, replace the true potential energy matrix by an approximation that is flat perpendicular to the direction of \( p_{\text{COM}}(t_{ac}) \). In practice, we take the potential along \( p_{\text{COM}}(t_{ac}) \) in the middle of the strip and replicate it in the directions perpendicular to \( p_{\text{COM}}(t_{ac}) \). Note in particular that the new potential may be different for each strip.

(B5) Compute the transmitted wavepacket on the lower level for each strip by applying the formula eq. (D.20) along \( p_{\text{COM}} \) (fig. D.10c) and sum them together: \( \tilde{\psi}^- (k, t_{ac}) = \sum_{j=1}^{n} \tilde{\psi}^-_{j} (k, t_{ac}) \).

(B6) Evolve the transmitted wavepacket away from the avoided crossing on the lower level, say to time \( t_{ac} + s \), using the BOA (fig. D.10e): \( \tilde{\psi}^- (k, t_{ac} + s) = e^{-\frac{i}{\hbar} s \tilde{H}^-} \tilde{\psi}^- (k, t_{ac}) \).

To summarise, we have derived an algorithm for approximating the transmitted wavepacket for an avoided crossing in any dimension, which only requires one-level dynamics, and local information about the adiabatic electronic surfaces, i.e. \( \delta \) and \( \tau_c \). The dependence on the \( n \)-th superadiabatic representation is also removed due to cancellations in the derivation. This seems peculiar to the case where (A1) applies and is not expected to be true in general. A similar method can be used to determine transmitted wavepackets from lower to upper levels. While we note that when the dimension of the system is large, we still require a high dimensional discretization for simulation of the one-level dynamics. However, methods (e.g. [35]) which improve performance of one-level
dynamics can be applied to significantly reduce computational cost. In the following section, we derive algorithm 22 and provide numerical examples. We note that for a particular asymptotic limit in one dimension, error bounds have been constructed for this approximation [27], but for general $p_{\text{COM}}, \varepsilon$ only empirical estimates are available.

### D.3 Motivation: Approximating the transmitted wavepacket in one dimension

The formula is derived in one dimension using the superadiabatic perturbative solution eq. (D.18) by

(C1) Finding algebraic recursive differential equations to calculate the quantum symbol $\kappa_{n+1}^\pm$, where $K_{n+1}^\pm$ is the Weyl quantisation of $\kappa_{n+1}^\pm$.

(C2) Introducing by a change of variables $\tilde{\kappa}_{n+1}^\pm(q) = \kappa_{n+1}^\pm(q)$, where

$$\tau(q) = 2 \int_0^q \rho(r) \, dr,$$

(which is the natural scale discussed in [31]) then approximating $\tilde{\kappa}_{n+1}^\pm$ in an analogous way to the time-adiabatic case in [36].

(C3) Applying the Avron-Herbst formula [37] to $H_{\pm} \approx \frac{\varepsilon^2}{2} \partial_{q^2}^2 \pm \delta + \lambda x$ by using (A3).

(C4) Applying a stationary phase argument (with small $\lambda$) to evaluate the remaining integral.

Following this derivation leads to an approximation of the transmitted wavepacket in scaled momentum space, far from the avoided crossing in momentum space:

$$\hat{\psi}^-(k, t) = e^{-\frac{\varepsilon^2}{2} t H_{\mp}} e^{-\frac{\varepsilon}{2} (k - \nu(k))(x_0 + \tau_r)} e^{-\frac{\varepsilon}{\kappa} |k - \nu(k)|} \chi_{k^2 > 4\delta} \hat{\phi}^+(\nu(k)),$$

where

(D1) The indicator function $\chi_{k^2 > 4\delta}$ (which is one when $k^2 > 4\delta$ and zero otherwise) relates to (classical) energy conservation: kinetic energy from the potential energy difference between two levels must be gained by the wavepacket.

(D2) The dependence on the $n^{th}$ superadiabatic representation is removed during the formula derivation.

(D3) $\nu(k) = \text{sgn}(k) (\sqrt{k^2 - 4\delta})$, the initial momentum a classical particle would need to have momentum $k$ after falling down a potential energy difference of $2\delta$, i.e. the distance between the potential surfaces at the avoided crossing, which shifts the wavepacket in momentum space. This arises naturally; it is often enforced in surface hopping algorithms.

(D4) $\tau_{c\varepsilon} := \tau_r + i\tau_c = 2 \int_0^{q_{c\varepsilon}} \rho(q) \, dq$, where $q_{c\varepsilon} \in \mathbb{C}$ is the closest value to the local minimum of $\rho$ such that $\rho(q_{c\varepsilon}) = 0$, when $\rho$ is extended to the complex plane. The prefactor $e^{-\frac{\varepsilon}{\kappa} |\nu(k) - k|}$ determines the size of the transmitted wavepacket. In appendix C, we saw that under appropriate approximations of the momentum and potential surfaces, this prefactor is comparable.
to the Landau-Zener transition prefactor used in surface hopping algorithms such as in [17]. An additional change in phase occurs due to \( \tau_r \), which is present when the potential is not symmetric about the avoided crossing.

The constructed formula eq. (D.23) allows us to approximate the size and shape of the transmitted wave packet due to an avoided crossing, and avoid computing expensive coupled dynamics. The method for applying the algorithm is as follows:

**Algorithm 23** (1D version of Algorithm 22). (E1) Begin with an initial wave packet \( \psi^+_0 \) on the upper adiabatic energy surface, far from the crossing in position space, with momentum such that the wave packet will cross the minimum of \( \rho \) (fig. D.2a).

(E2) Evolve \( \psi^+_0 \) according to the BOA on the upper adiabatic level until the centre of mass is at the avoided crossing, at time \( t_{\text{ac}} \) (fig. D.2b),

\[
\phi^+(x) := e^{-\frac{i}{2}t_{\text{ac}}H^+(x)}\psi^0,+_{\text{ac}}(x), \tag{D.24}
\]

(E3) Apply the one dimensional formula to the \( \varepsilon \)-Fourier transform of the wave packet at the crossing (fig. D.2c):

\[
\hat{\psi}^{-\varepsilon}(k, t_{\text{ac}}) = \frac{\nu(k) + k}{2|\nu(k)|} e^{-\frac{i}{2}(k-\nu(k))(x_n + \frac{\zeta k}{2})} e^{-\frac{i}{2}k^2|k-\nu(k)|} \chi_{k^2 > 4\delta} \hat{\phi}^{-\varepsilon}(\nu(k)), \tag{D.25}
\]

(E4) Evolve the transmitted wave packet far away enough from the crossing in position space, say to time \( t_{\text{ac}} + s \), using the BOA (fig. D.2d): \( \hat{\psi}^{-\varepsilon}(x, t_{\text{ac}} + s) = e^{-\frac{i}{2}sH^{-\varepsilon}}\hat{\psi}^{-\varepsilon}(x, t_{\text{ac}}) \).

Applications of the one dimensional formula have been widely successful on a variety of examples. In addition to the sodium iodide example [29] already mentioned, tilted avoided crossings have been examined, and a formula developed which in contrast is dependent on \( n \).

Finally, the above derivation can also be modified for reverse transitions (from lower to upper surface). If we consider an initial wavepacket \( \psi^-_0 \) far from the avoided crossing in position space on the lower energy level, the above algorithm can be applied analogously, where to approximate the wavepacket transmitted to the upper level, eq. (D.25) is replaced by

\[
\hat{\psi}^{+\varepsilon}(k, t_{\text{ac}}) = \tilde{\nu}(k) + k \frac{\nu(k) + k}{2|\tilde{\nu}(k)|} e^{-\frac{i}{2}(k-\tilde{\nu}(k))(x_n + \frac{\zeta k}{2})} e^{-\frac{i}{2}k^2|k-\tilde{\nu}(k)|} \hat{\phi}^{-\varepsilon}(\tilde{\nu}(k), t_{\text{ac}}), \tag{D.26}
\]

where \( \tilde{\nu}(k) = \text{sgn}(k)\sqrt{k^2 + 4\delta} \) contributes a loss of momentum due to the potential energy difference between the two surfaces.

### D.4 Coupling operators in higher dimensions

The first step in deriving eq. (D.23) in [27] was to approximate the superadiabatic coupling operators \( K_{n+1}^\pm \). We now consider these operators in higher dimensions. We restrict the calculations here to two dimensions for clarity, but they can easily be adapted to \( d \) dimensions.

**Lemma 24.** In two dimensions, \( K_{n+1}^\pm \) is given by

\[
K_{n+1}^\pm(p, q) = -2\rho(q)(x_{n+1}(p, q) \pm y_{n+1}(p, q)), \tag{D.27}
\]
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where $x_{n+1}(p, q), y_{n+1}(p, q)$ are given by the following algebraic recursive differential equations (where we omit the arguments of symbols to ease notation):

\[ x_1 = z_1 = w_1 = 0, \quad y_1 = -\frac{i}{4\rho} (p \cdot \nabla_q \theta), \]

and

\[ y_n = 0, \quad n \text{ even}, \quad x_n = z_n = w_n = 0, \quad n \text{ odd}, \]

where $\rho = \rho(q)$. For $n$ odd, we have

\[ x_{n+1} = -\frac{1}{2\rho} \left[ \frac{1}{i} (p \cdot \nabla_q y_n) - 2 \sum_{j=1}^{n} \frac{1}{(2i)^j j!} \sum_{|\alpha|=j} \partial_p^\alpha (b_{\alpha} z_{n+1-j} - a_{\alpha} x_{n+1-j}) \right], \]
and for \( n \) even

\[
y_{n+1} = -\frac{1}{2\rho} \left[ \frac{1}{i} ((p \cdot \nabla_q x_n) - z_n (p \cdot \nabla_q \theta)) - 2 \sum_{j=1}^n \frac{1}{(2i)^j j!} \sum_{|\alpha|=j} \partial_p^\alpha (-a_\alpha y_{n+1-j} + b_\alpha w_{n+1-j}) \right],
\]

(D.31)

\[
\frac{1}{i} ((p \cdot \nabla_q z_n) - x_n (p \cdot \nabla_q \theta)) = \sum_{j=1}^n \frac{1}{(2i)^j j!} \sum_{|\alpha|=j} \partial_p^\alpha (b_\alpha y_{n+1-j} + a_\alpha w_{n+1-j}),
\]

(D.32)

\[
\frac{1}{i} (p \cdot \nabla_q w_n) = 2 \sum_{j=1}^n \frac{1}{(2i)^j j!} \sum_{|\alpha|=j} \partial_p^\alpha (a_\alpha z_{n+1-j} + b_\alpha x_{n+1-j}),
\]

(D.33)

where \( \alpha = (\alpha_1, \alpha_2) \), \( \partial_p^\alpha = \partial_{p_1}^{\alpha_1} \partial_{p_2}^{\alpha_2} \), and \( a_\alpha = a_\alpha(q), b_\alpha = b_\alpha(q) \) depend only on \( q \), and are given by the recursions

\[
a_0 = \rho(q), \quad b_0 = 0,
\]

\[
a_{(\alpha+1,\alpha_2)} = \partial_{q_1} a_{(\alpha_1,\alpha_2)} + (\partial_{q_2} \theta) b_{(\alpha_1,\alpha_2)}, \quad b_{(\alpha+1,\alpha_2)} = \partial_{q_1} b_{(\alpha_1,\alpha_2)} - (\partial_{q_2} \theta) a_{(\alpha_1,\alpha_2)},
\]

\[
a_{(\alpha,\alpha+1)} = \partial_{q_2} a_{(\alpha_1,\alpha_2)} + (\partial_{q_2} \theta) b_{(\alpha_1,\alpha_2)}, \quad b_{(\alpha,\alpha+1)} = \partial_{q_2} b_{(\alpha_1,\alpha_2)} - (\partial_{q_2} \theta) a_{(\alpha_1,\alpha_2)}.
\]

**Proof.** The method is a straightforward extension of [27, Sections 2 and 3], in particular we direct the reader to Proposition 3.3 (page 3654).

The result of Lemma 24 shows that \( x_n, y_n, z_n, w_n \) can be written as polynomials in \( p \) of order \( n \), as the recursive definitions involve finite products, derivatives and sums of the initial \( x_0, y_0, z_0, w_0 \), which are polynomials in \( p \). We therefore write

\[
x_n(p, q) = \sum_{m=0}^n \sum_{k=0}^m p_1^k p_2^{m-k} x_k^{m-k}(q),
\]

(D.34)

for some \( x_k^{m-k}(q) \), and similarly for \( y_n, z_n, w_n \). For a given \( j \), we write \( \alpha_j = (\alpha, j-\alpha) \) for each \( \alpha \leq j \).

Consider for example

\[
\partial_p^\alpha x_{n+1-j} = \sum_{m=0}^{n+1-j} \sum_{k=0}^m (\partial_{p_1}^{\alpha_1} \partial_{p_2}^{\alpha_2}) (\partial_{p_1}^{j-k} \partial_{p_2}^{m-k}) x_k^{m-k}(q),
\]

where by a direct calculation

\[
\partial_p^\alpha p_1^k p_2^{m-k} = \begin{cases} k! \frac{(m-k)!}{(m-k-j+\alpha)!} p_1^{k-\alpha} p_2^{m-k-j+\alpha}, & k \geq \alpha \text{ and } m \geq j, \\ 0, & \text{otherwise}. \end{cases}
\]

(D.35)

Therefore

\[
\partial_p^\alpha x_{n+1-j} = \sum_{m=\alpha}^{n+1-j} \sum_{k=\alpha}^m \frac{k!}{(k-\alpha)!} \frac{(m-k)!}{(m-k-j+\alpha)!} p_1^{k-\alpha} p_2^{m-k-j+\alpha} x_k^{m-k}(q),
\]
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Further, when differential recursive equations. We have (omitting arguments of symbols for ease of notation): The coefficients

\[ A(p, q) := \sum_{j=1}^{n} \frac{1}{(2j)!} \sum_{\alpha=0}^{j} a_{\alpha} \partial_{p_{1}}^{\alpha} \partial_{p_{2}}^{\alpha-j} x_{n+1-j}(p, q) \]  

(D.36)

can be rewritten as

\[ \sum_{j=1}^{n} \frac{1}{(2j)!} \sum_{\alpha=0}^{j} a_{\alpha} \sum_{m=j}^{n+1-j} \sum_{k=\alpha}^{m} k! \frac{(m-k)!}{(k-\alpha)!} \frac{(m-k-j+\alpha)!}{(m-k-j+\alpha-k)!} p_{1}^{k-\alpha} p_{2}^{m-k-j+\alpha-k} m_{j+1}(q). \]

We now want to extract \( p_{1} \) and \( p_{2} \) from the final two summations, so that we can compare coefficients on either side of the results of lemma 24 to construct recursive equations for \( x_{n}^{A,B} \) for \( A + B < n \). Consider terms where \( j > \frac{n+1}{2} \). By the limits of the third summation, we find that \( m > \frac{n+1}{2} \), and that \( m < \frac{n+1}{2} \), a contradiction. Therefore we restrict the limits of first summation.

Defining \( b = k - \alpha \), and \( c = m - j \), we find

\[ A = \sum_{j=1}^{n} \sum_{\alpha=0}^{j} \sum_{c=0}^{n+1-2j} \sum_{b=0}^{\alpha} a_{\alpha}(b + \alpha)!((c + j) - (b + \alpha))! \frac{1}{(2j)!j!(c-b)!} p_{1}^{b} p_{2}^{c} x_{n+1-j}(q). \]

We now want to switch the order of summation. We note that, for an arbitrary \( B \),

\[ \sum_{j=1}^{n+1} \sum_{c=0}^{\frac{n+1-j}{2}} \sum_{b=0}^{\frac{n+1-j}{2}} B_{c,j} = \sum_{c=0}^{n+1} \sum_{j=1}^{\frac{n+1-c}{2}} B_{n+1-c,j}, \]

which can be shown directly (note that the terms where \( c = 0 \), \( c = 1 \) are zero). Using this, we finally have that

\[ A = \sum_{c=0}^{n+1} \sum_{b=0}^{n+1-c} p_{1}^{b} p_{2}^{n+1-c-b} \times \sum_{j=1}^{\frac{n-j}{2}} a_{\alpha}(b + \alpha)!((n + 1 - c + j - b - \alpha)! \frac{1}{(2j)!j!} \frac{1}{(n + 1 - c - b)!} x_{n+1-j}(q). \]  

(D.37)

Importantly, \( p_{1} \) and \( p_{2} \) have been extracted from two of the summations. Note that eq. (D.37) reduces to the 1D result in [27] for \( p_{2} \) and \( p_{1} \), by taking \( b = 0 \) and \( \alpha = 0 \), or \( j - \alpha = 0 \) and \( n + 1 - c - b = 0 \) respectively. We then obtain the following result.

**Proposition 25.** The coefficients \( x_{n}^{A,B}(q) \) to \( w_{n}^{A,B}(q) \) are determined by the following algebraic-differential recursive equations. We have (omitting arguments of symbols for ease of notation):

\[ x_{1}^{A,B} = z_{1}^{A,B} = w_{1}^{A,B} = 0, \quad A + B \in \{0, 1\}, \]  

(D.38)

\[ y_{1}^{0} = y_{1}^{1} = 0, \quad y_{1}^{0} = -i \frac{\partial}{\partial q_{1}}, \quad y_{1}^{0} = -i \frac{\partial}{\partial q_{1}}. \]  

(D.39)

Further, when \( n \) is odd,
\[ x_{n+1}^{A,B} = -\frac{1}{2\rho} \left[ \frac{1}{i} (\partial_{q_1} y_n^{A-1,B} + \partial_{q_2} y_n^{A,B-1}) - 2 \sum_{j=1}^{\lfloor (A+B)/2 \rfloor} \sum_{\alpha=0}^{j} \frac{1}{(2i)^j j!} \times \left( \frac{(A + \alpha)! (B + j - \alpha)!}{A! B!} \left( b_{\alpha,j} z_{n+1-j}^{A+A+B+j-\alpha} - a_{\alpha,j} x_{n+1-j}^{A+A+B+j-\alpha} \right) \right) \right] \right], \tag{D.40}

When \( n \) is even, we have

\[ y_{n+1}^{A,B} = -\frac{1}{2\rho} \left[ \frac{1}{i} (\partial_{q_1} x_n^{A-1,B} + \partial_{q_2} x_n^{A,B-1}) - (z_n^{A-1,B} \partial_{q_1} \theta + z_n^{A,B-1} \partial_{q_2} \theta)) - 2 \sum_{j=1}^{\lfloor (A+B)/2 \rfloor} \sum_{\alpha=0}^{j} \frac{1}{(2i)^j j!} \times \left( \frac{(A + \alpha)! (B + j - \alpha)!}{A! B!} \left( -a_{\alpha,j} y_{n+1-j}^{A+A,B+j-\alpha} + b_{\alpha,j} w_{n+1-j}^{A+A,B+j-\alpha} \right) \right) \right], \tag{D.41}

0 = \frac{1}{i} (\partial_{q_1} z_n^{A-1,B} + \partial_{q_2} z_n^{A,B-1}) - (z_n^{A-1,B} \partial_{q_1} \theta + z_n^{A,B-1} \partial_{q_2} \theta) - 2 \sum_{j=1}^{\lfloor (A+B)/2 \rfloor} \sum_{\alpha=0}^{j} \frac{1}{(2i)^j j!} \times \left( \frac{(A + \alpha)! (B + j - \alpha)!}{A! B!} \left( b_{\alpha,j} y_{n+1-j}^{A+A,B+j-\alpha} + a_{\alpha,j} w_{n+1-j}^{A+A,B+j-\alpha} \right) \right), \tag{D.42}

0 = \frac{1}{i} (\partial_{q_1} w_n^{A-1,B} + \partial_{q_2} w_n^{A,B-1}) - 2 \sum_{j=1}^{\lfloor (A+B)/2 \rfloor} \sum_{\alpha=0}^{j} \frac{1}{(2i)^j j!} \times \left( \frac{(A + \alpha)! (B + j - \alpha)!}{A! B!} \left( a_{\alpha,j} z_{n+1-j}^{A+A,B+j-\alpha} + b_{\alpha,j} x_{n+1-j}^{A+A,B+j-\alpha} \right) \right). \tag{D.43}

Proof. We substitute eq. (D.34) into the results of lemma 24 and compare coefficients in powers of \( p_1, p_2 \) on either side, using eq. (D.37). \( \square \)

As with the coefficients \( x_n \) and \( y_n \) in eq. (D.27), \( \kappa_{n+1}^{\pm} \) has polynomial form:

\[ \kappa_{n+1}^{\pm}(p,q) = \sum_{m=0}^{n} \sum_{j=0}^{m} p_1^{m-j} p_2^{j} \kappa_{n+1}^{j, m-j}^{(P, Q)}(q). \tag{D.44} \]

Here we apply assumption \( (A2) \): \( \kappa_{n+1}^{\pm} \approx p_1^{n} \kappa_{n+1}^{(n,0)}^{(P, Q)}(q) \). In the one dimensional case this has been shown to be accurate for sufficiently large \( p \), but in practice holds for much smaller values. By directly constructing the Weyl quantisation of \( p_1^{n} \kappa_{n+1}^{(n,0)}^{(P, Q)}(q) \) as in [27, pg. 3570], we see that the effect of the coupling operator is negligible outside a small region near the avoided crossing, determined by the small parameter \( \varepsilon \) which shows that it is reasonable to take the leading term in \( \kappa_{n+1}^{\pm} \). The 2D algebraic differential recursive equations then reduce to the one dimensional case in
To ease notation, redefine $x_{n+1} = x_{n+1}^{n+1,0}$, and similar for $y_n, z_n$. It is unclear what the analogue of eq. (D.22), introduced initially in [38] for the time-adiabatic case, would be for multidimensional systems. We introduce the natural scaling in the first dimension

$$\tau(q) = 2 \int_0^{q_1} \rho(r,q_2) \, dr.$$ (D.46)

Defining $\tilde{f}(\tau(q)) = f(q)$ the recursive relations eq. (D.45) then become

$$\tilde{x}_0^{n+1} = \tilde{x}_0^n + 1, \quad \tilde{y}_n^{n+1} = i((\tilde{x}_n^n)'' + \tilde{\theta}'\tilde{z}_n^n), \quad 0 = (\tilde{z}_n^n)'' + \tilde{\theta}'\tilde{x}_n^n,$$ (D.47)

where $\tilde{\theta}' = \frac{d}{d\tau(q_1,q_2)} \tilde{\theta}$. These recursive equations also occur in [36], where they are solved in one dimension, under the assumption that

$$\frac{d}{d\tau} \tilde{\theta} = \frac{i\gamma}{\tau - \tau^{cz}} - \frac{i\gamma}{\tau - \tau^{cz}} + \tilde{\theta}', \quad (D.48)$$

where $\tau^{cz}$ is a first order complex singularity of $\tilde{\theta}$, and $\tilde{\theta}'$ has no singularities closer to the real axis than $\tau^{cz}$. If the avoided crossing occurs at 0, we can write $\rho^2(q) = \delta^2 + g(q)^2$, for some analytic function $g$ such that $g(0) \approx 0$, and $g^2$ is quadratic in the neighbourhood of $q = 0$. Therefore a Stokes line (i.e. a curve with Im$(\rho) = 0$) crosses the real axis perpendicularly [39], and following this line leads to a pair of complex conjugate points $q^{cz}, \bar{q}^{cz}$ which are complex zeros of $\rho$. Defining $\tau^{cz} = \tau(q^{cz})$, it is shown in [38] that first order complex singularities of the adiabatic coupling function arise at these complex zeros. This derivation is still valid in our case, for each $q_2$. The recursive algebraic differential equations solved in [36] then give us $\kappa_n$ to leading order:

$$\kappa_n(q) \approx \kappa_{n,0}(q) := \frac{i}{n} \rho(q)(n-1)! \left( \frac{i}{(\tau(q) - \tau^{cz}(q_2))^{n}} - \frac{i}{(\tau(q) - \tau^{cz}(q_2))^{n}} \right).$$ (D.49)

It is clear that the results of this section can be extended to higher dimensions, by assuming the direction of travel of the wavepacket is in the first dimension. We will now use this observation to design an algorithm for multi-dimensional transitions using only the 1D transition formula.

### D.5 Multi-dimensional formula derivation

The derivation of a multidimensional formula, under the assumptions above, follows similarly to the one dimensional case. We want to approximate the pseudodifferential operator $K_n$, which is given by the Weyl quantisation of $\kappa_n$. The polynomial form of $\kappa_n$ allows us to simplify the Weyl quantisation as follows.
Proposition 26. Let $\kappa(p, q) = g(q) \prod_{i=1}^{d} P_{i}^{A_{i}}$, for $A_{i} \in \mathbb{N}$. Then

$$
(W_{\kappa} \psi)^{\epsilon}(k) = \frac{1}{(2\pi\epsilon)^{d/2}} \int_{\mathbb{R}^{d}} \tilde{g}^{\epsilon}(k - \eta) \prod_{i=1}^{d} \left( \frac{k_i + \eta_i}{2} \right)^{A_{i}} \psi(\eta) \, d\eta.
$$

(D.50)

Proof. The proof is a multi-dimensional extension of [28, Lemma 4.1]. Firstly, using that $\psi(y) = (2\pi\epsilon)^{-d/2} \int_{\mathbb{R}^{d}} d\eta \tilde{g}^{\epsilon}(\eta) \exp(i(\eta \cdot y)/\epsilon)$,

$$(W_{\kappa} \psi)(x) = \frac{2^{d}}{(2\pi\epsilon)^{d}} \int_{\mathbb{R}^{d}} d\xi \, dy \left( \prod_{i=1}^{d} \xi_{i}^{A_{i}} \right) g(y) e^{i(x \cdot y)}/(2\epsilon) \psi(y),
$$

$$= \frac{1}{(2\pi\epsilon)^{d}} \int_{\mathbb{R}^{d}} d\xi \, d\eta \left( \prod_{i=1}^{d} \xi_{i}^{A_{i}} \right) g(y) e^{i(x \cdot y)}/(2\epsilon) \psi(\eta),
$$

Now define $\tilde{y}_i = (x_i + y_i)/2$, $i = 1, \ldots, d$. Then

$$(W_{\kappa} \psi)(x) = \frac{2^{d}}{(2\pi\epsilon)^{d}} \int_{\mathbb{R}^{d}} d\xi \, d\eta \left( \prod_{i=1}^{d} \xi_{i}^{A_{i}} \right) g(\tilde{y}) e^{i(x \cdot \xi - \eta)} \psi(\eta),
$$

$$= \frac{2^{d}}{(2\pi\epsilon)^{d}} \int_{\mathbb{R}^{d}} d\xi \, d\eta \left( \prod_{i=1}^{d} \xi_{i}^{A_{i}} \right) e^{i(x \cdot \xi - \eta)} \psi(\eta) \tilde{g}^{\epsilon}(\eta).$$

We perform a second change of variables $\tilde{\xi}_i = 2\xi_i$ and find

$$(W_{\kappa} \psi)(x) = \frac{1}{(2\pi\epsilon)^{d}} \int_{\mathbb{R}^{d}} d\tilde{\xi} \, d\eta \left( \prod_{i=1}^{d} \frac{\tilde{\xi}_{i}^{A_{i}}}{2} \right) e^{i\left(x \cdot (\tilde{\xi} - \eta)\right)} \tilde{g}^{\epsilon}(\eta) \tilde{g}^{\epsilon}(\tilde{\xi} - 2\eta).$$

We apply the scaled Fourier transform to both sides of this equation:

$$(W_{\kappa} \psi)^{\epsilon}(k) = \frac{1}{(2\pi\epsilon)^{d}} \int_{\mathbb{R}^{d}} d\tilde{\xi} \, d\eta \, dx \left( \prod_{i=1}^{d} \left( \frac{\tilde{\xi}_{i}^{A_{i}}}{2} \right) \right) e^{i\left(x \cdot (\tilde{\xi} - \eta - k)\right)} \tilde{g}^{\epsilon}(\eta) \tilde{g}^{\epsilon}(\tilde{\xi} - 2\eta).$$

Using that $(2\pi\epsilon)^{-d} \int d\mathbf{x} \exp(i\mathbf{a} \cdot \mathbf{x})/\epsilon) = \delta(\mathbf{a})$ allows us to directly compute the $x$ integral, giving eq. (D.50).

Next we linearise the dynamics near the avoided crossing. By (A3), to leading order the uncoupled propagators in eq. (D.16) can be approximated by

$$H_{1}^{\pm} = -\frac{e^{2}}{2} \nabla_{\mathbf{x}}^{2} \pm \delta + \lambda \cdot \mathbf{x}.
$$

(D.51)

Then, by the fundamental theorem of calculus,

$$e^{\pm iH_{1}^{\pm}} - e^{\pm iH_{-}^{\pm}} = \left\{ \int_{0}^{\infty} e^{\pm iH_{1}^{\pm} r} \left[ \frac{\mathbf{i}}{\epsilon} (H_{1}^{\pm} - H_{-}^{\pm}) \right] e^{-\frac{\mathbf{i}}{\epsilon} H_{-}^{\pm} r} \, dr \right\} e^{\pm iH_{1}^{\pm}}.
$$

(D.52)

Since $H_{1}^{\pm} - H_{-}^{\pm}$ is quadratic near zero, the integrand in eq. (D.52) is of order 1 in an $\sqrt{\epsilon}$-neighbourhood of zero. Outside of this region the coupling function provides a negligible result, as seen in the one dimensional case [27]. We also use the $d$ dimensional Avron-Herbst formula [37].
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Therefore the Fourier transform in other dimensions produces a Dirac function,

\[ e^{-\frac{i}{2}sH^t_{\pm}} = e^{-\frac{i}{2}k^2\varepsilon^2} - \frac{1}{ds}((|k|^2 + 2\delta)s - \lambda k)s^2). \]  

(D.53)

Then

\[ \psi_n^c(k, t) \approx -i e^n e^{-\frac{i}{2}H^t_{-\varepsilon}} \int_{-\infty}^{t} e^{-\frac{i}{2}k^2\varepsilon^2} e^{\lambda(\delta \cdot \theta)} e^{-\frac{i}{2}s((|k|^2 + 2\delta)s - \lambda k)s^2)K_{n+1}} \]

\[ \times e^{-\frac{i}{2}s\lambda^2\varepsilon^2} e^{\lambda(\delta \cdot \theta)} e^{-\frac{i}{2}s((|k|^2 + 2\delta)s - \lambda k)s^2)\phi^c(k) ds}. \]  

(D.54)

Using proposition 26 for the coupling function shows that

\[ \psi_n^c(k, t) \approx -i e^n (2\pi\varepsilon)^{d/2} e^{-\frac{i}{2}H^t_{-\varepsilon}} \int_{-\infty}^{t} e^{-\frac{i}{2}k^2\varepsilon^2} e^{\lambda(\delta \cdot \theta)} e^{-\frac{i}{2}s((|k|^2 + 2\delta)s - \lambda k)s^2)K_{n+1}} \]

\[ \times \int_{\mathbb{R}^d} d\eta \left\{ \sum_{n+1}(\lambda \delta \cdot \theta) \right\} \left\{ \prod_{i=1}^{d} \left( \frac{k + \delta \cdot \theta}{2} \right)^{A_i} \right\} \]

\[ \times e^{-\frac{i}{2}k^2\varepsilon^2} e^{\lambda(\delta \cdot \theta)} e^{-\frac{i}{2}s((|k|^2 + 2\delta)s - \lambda k)s^2)\phi^c(\eta). \]

where \( A = (A_1 \ldots A_d). \) The operator \( e^{\lambda(\delta \cdot \theta)} \) is a shift operator, so \( e^{\lambda(\delta \cdot \theta)} f(k) = f(k + \lambda s). \) Instead of applying the shift operator to the right, we use the fact that the integral is invariant under the transform \( \eta \rightarrow \eta - \lambda s \) to apply it to the left: in this case \( f(\eta)e^{\lambda(\delta \cdot \theta)} = f(\eta - \lambda s). \) The following transformations take place in the integrand:

\[ \kappa_{n+1}(k - \eta) \rightarrow \kappa_{n+1}(k - \eta), \quad k + \eta \rightarrow k - \eta + 2\lambda s, \]

\[ e^{-\frac{i}{2}s((|k|^2 + 2\delta)s - (\lambda k)s^2)} \rightarrow e^{-\frac{i}{2}s((|k|^2 + 2\delta)s - (\lambda k)s^2)}. \]

Rearranging gives

\[ \psi_n^c(k, t) \approx -i e^n (2\pi\varepsilon)^{d/2} e^{-\frac{i}{2}H^t_{-\varepsilon}} \int_{-\infty}^{t} \int_{\mathbb{R}^d} d\eta \left\{ \sum_{n+1}(\lambda \delta \cdot \theta) \right\} \left\{ \prod_{i=1}^{d} \left( \frac{k + \delta \cdot \theta}{2} \right)^{A_i} \right\} \]

\[ \times \phi^c(\eta) \exp \left\{ i \left[ \frac{1}{2}\left( |k|^2 - |\eta|^2 - 4\delta)s - (\lambda \cdot (k - \eta)s^2 \right) \right] \right\}. \]  

(D.55)

We approximate \( \kappa_{n+1} \) with eq. (D.49), then calculate the scaled Fourier transform:

\[ \kappa_{n}(k) = \frac{1}{(2\pi\varepsilon)^{d/2}} \int_{\mathbb{R}^d} e^{-(i/\varepsilon)k \cdot \delta q} \kappa_{n}(q) dq, \]

\[ \approx \frac{(n - 1)!}{(2\pi\varepsilon)^{d/2}} \int_{\mathbb{R}^d} \rho(q) \left[ \frac{i}{(\tau(q) - \tau^c(q^{d-1})))^n} - \frac{i}{(\tau(q) - \tau^c(q^{d-1})))^n} \right] e^{-(i/\varepsilon)k \cdot \delta q} dq, \]

where \( q^{d-1} = (q_2, \ldots, q_d). \) Using 6 \( \rho(q) \approx \rho(q_1) \) and consequently \( \tau(q) = \tau(q_1), \) \( \tau^c(q^{d-1}) = \tau^c. \) Therefore the Fourier transform in other dimensions produces a Dirac function, \( \frac{1}{\sqrt{2\pi\varepsilon}} \int_{-\infty}^{\infty} e^{-i/\varepsilon x} dx = \sqrt{2\pi\varepsilon} \delta(k). \) As \( \tau(q) \approx \tau(q_1), \) we only need to consider the one dimensional case. This is discussed.
in [27]. A simple extension to d dimensions therefore shows that

\[ \tilde{u}_{n,0}^\varepsilon (k) = \frac{i}{\sqrt{2\pi \varepsilon}} \left( \frac{k_1}{2\delta \varepsilon} \right)^{n-1} e^{-i\frac{\lambda \varepsilon}{2\delta \varepsilon}} e^{-\frac{\delta \varepsilon}{2\pi \varepsilon} (d-1)} \delta(k_2, \ldots, k_d). \]  

We insert eq. (D.56) into eq. (D.55), and rearrange to find

\[ \tilde{\psi}_n^\varepsilon (k, t) = \frac{1}{4\pi \varepsilon} e^{-\frac{\varepsilon}{2\delta \varepsilon}} \int_0^\infty ds \int_\mathbb{R} d\eta_1 \left( \frac{k_1^2 - \eta_1^2}{4\delta} \right)^n \left( 1 - \frac{2\lambda}{k_1 + \eta_1} \right)^{n+1} \]

\[ \times e^{-\frac{i\varepsilon \tau(k_1-\eta_1)}{2\delta \varepsilon}} e^{-\frac{\tau \varepsilon (k_1-\eta_1)}{2\pi \varepsilon}} \times \left\{ \prod_{d=1}^{d-1} d\eta_2 \ldots d\eta_d \tilde{\phi}^\varepsilon \left( \eta_1, k_2, \ldots, k_d \right) e^{\frac{i}{\varepsilon} \left( ||k||^2 - ||\eta||^2 s - \lambda (||k||^2 - ||\eta||^2) - \lambda (k_1-\eta_1)s^2 \right)}. \]

By the identity \( f(x) = \int_{-\infty}^{\infty} \delta(x-a)f(a) da \), the integral in the dimensions 2, \ldots, d can be evaluated to find

\[ \tilde{\psi}_n^\varepsilon (k, t) = \frac{1}{4\pi \varepsilon} e^{-\frac{\varepsilon}{2\delta \varepsilon}} \int_0^\infty ds \int_\mathbb{R} d\eta_1 \left( \frac{k_1^2 - \eta_1^2}{4\delta} \right)^n \left( 1 - \frac{2\lambda}{k_1 + \eta_1} \right)^{n+1} \]

\[ \times e^{-\frac{i\varepsilon \tau(k_1-\eta_1)}{2\delta \varepsilon}} e^{-\frac{\tau \varepsilon (k_1-\eta_1)}{2\pi \varepsilon}} \times \tilde{\phi}^\varepsilon \left( \eta_1, k_2, \ldots, k_d \right) e^{\frac{i}{\varepsilon} \left( ||k||^2 - ||\eta||^2 s - \lambda (||k||^2 - ||\eta||^2) - \lambda (k_1-\eta_1)s^2 \right)}. \]

By (A1), \( \lambda_1 \) is small and so can be neglected, so that

\[ \tilde{\psi}_n^\varepsilon (k, t) = \frac{1}{4\pi \varepsilon} e^{-\frac{\varepsilon}{2\delta \varepsilon}} \int_0^\infty ds \int_\mathbb{R} d\eta_1 \left( \frac{k_1^2 - \eta_1^2}{4\delta} \right)^n e^{-\frac{i\varepsilon \tau(k_1-\eta_1)}{2\delta \varepsilon}} e^{-\frac{\tau \varepsilon (k_1-\eta_1)}{2\pi \varepsilon}} \times \tilde{\phi}^\varepsilon \left( \eta_1, k_2, \ldots, k_d \right) e^{\frac{i}{\varepsilon} \left( ||k||^2 - ||\eta||^2 s - \lambda (||k||^2 - ||\eta||^2) \right). \]

From here we can follow the derivation in [27] and obtain an extension of its main result to d dimensions, given by eq. (D.20). In this derivation, cancellations in the integral remove all dependence on \( n \). Therefore for implementation of eq. (D.20) we do not need to calculate the pseudodifferential operators \( K^\pm_{n+1} \), or in fact find the optimal choice for \( n \), but have utilised superadiabatic representations in its construction.

As justification for the proposed algorithm we note that we evolve the wavepacket on the new potential energy surface, restricted to each strip. As such, we discard any part of the wavepacket that leaves the strip and ignore any additional parts entering from other strips. Since the Schrödinger equation is linear, this introduces two types of error, due to: (i) the modification of the potential in each strip, and (ii) the wavepacket broadening out of the selected strip, or into it from the outside. Both errors are small, the first because the strip is quite narrow (so the potential is approximately constant), the second because the time that we actually evolve for is small (of the order of the crossing region in the optimal superadiabatic basis).

In practice, for the examples in Appendix D.6, we compute the BOA dynamics on a uniform 2-dimensional grid. Once the centre of mass of the wavepacket reaches the avoided crossing, we interpolate the wavepacket onto a grid with the new \( p_1 \) direction parallel to that of \( p_{\text{COM}} \). Instead of treating strips of the appropriate width, we simply apply the formula eq. (D.20) along each of the 1D lines parallel to \( p_1 \) (or \( p_{\text{COM}} \)); this reduces to applying the 1D formula. For small \( \varepsilon \), this is
essentially equivalent to the algorithm above as the approximate potentials of neighbouring lines are very similar and the evolution time in the optimal superadiabatic basis is very short.

D.6 Numerical results

We perform the algorithm on a selection of examples, and compare it to the two level ‘exact’ computation, where the Strang splitting method is used. For all examples we consider two wavepackets given in momentum space by:

$$
\tilde{\psi}_0^\varepsilon(p) = \frac{1}{N_\psi} \exp \left( -\frac{||p - p_0||^2}{2\varepsilon} \right) \exp \left( -i \frac{(p - p_0) \cdot x_0}{\varepsilon} \right), 
$$

(D.58)

$$
\tilde{\varphi}_\varepsilon(p) = \frac{1}{N_\varphi} \exp \left( -\frac{||p - p_0||^6}{2\varepsilon} \right) \exp \left( -i \frac{(p - p_0) \cdot x_0}{\varepsilon} \right), 
$$

(D.59)

where \(N_\alpha\) are normalisation constants. To ensure that the wavepacket has sufficient momentum to travel through the avoided crossing, we choose to define the wavepackets at the avoided crossing point, then evolve backwards in time away from the avoided crossing using one level dynamics, before evolving forwards and applying the formula. In practice the initial wavepacket can be given in any initial location, provided it is far enough from the avoided crossing to be unaffected by coupling effects.

To compare the formula results to exact calculations we use the \(L^2\)-relative error:

$$
Er_{rel}(\psi_1, \psi_2) = \max \left( \frac{||\psi_1 \pm \psi_2||}{||\psi_1||}, \frac{||\psi_1 \pm \psi_2||}{||\psi_2||} \right),
$$

(D.60)

Where \(\cdot||\) is the standard \(L^2\)-norm. For comparison to other algorithms which do not calculate phase, it is also beneficial to consider the relative absolute error

$$
Er_{abs}(\psi_1, \psi_2) = \max \left( \frac{||\psi_1 - |\psi_2||}{||\psi_1||}, \frac{||\psi_1 - |\psi_2||}{||\psi_2||} \right),
$$

(D.61)

or the relative mass error

$$
Er_{mass}(\psi_1, \psi_2) = \max \left( \frac{||\psi_1||}{||\psi_2||}, \frac{||\psi_2||}{||\psi_1||} \right) - 1.
$$

(D.62)

Example 27. Consider the diabatic potential matrix

$$
V(x) = \begin{pmatrix}
tanh(x_1) & \delta \\
\delta & -\tanh(x_1)
\end{pmatrix}.
$$

(D.63)

This is a direct extension of a one dimensional problem, and as there is no dependence in \(x_2\), the assumptions made in the derivation in Appendix D.5 are exactly valid, if the direction of the wavepacket is independent of \(p_2\). The lower surface is given by \(V_L = -V_U\). The upper adiabatic surface is shown in fig. D.3a. We take parameters

$$
\{\varepsilon, \delta, p_0, x_0\} = \left\{ \frac{1}{30}, \frac{1}{2}, (6, 1), (0, 0) \right\}.
$$

(D.64)
Figure D.3: Contour plot of the upper adiabatic potential surfaces for example 27 (left) and example 28 (right). In these examples, $V_U = -V_L$.

Using a mesh of $2^{13} \times 2^{13}$ points on the domain $[-20, 20]^2$, starting at time 0, we evolve the wavepacket back to time -2 with time-step $1/(50||p_0||)$, then evolve forwards to time 2, applying the algorithm, and compare to the exact calculation. For the Gaussian wavepacket $\psi$, $E_{r_{\text{rel}}} = 0.0151$, $E_{r_{\text{abs}}} = 0.0151$, and $E_{r_{\text{mass}}} = 0.0016$. For non-Gaussian $\phi$, $E_{r_{\text{rel}}} = 0.0389$, $E_{r_{\text{abs}}} = 0.0387$, and $E_{r_{\text{mass}}} = 0.0023$. The result of the formula and corresponding error are shown in figs. D.4 and D.5.

Figure D.4: Results for example 27, when using parameters in eq. (D.64) with initial wavepacket of form eq. (D.58). Left: exact calculation (solid line) versus formula result (dashed line). Contours for the formula result are at the same values as the neighbouring exact contours. Right: relative error.

**Example 28.** We consider the diabatic potential matrix described in [23]

$$V(x) = \left( \begin{array}{cc} \frac{x_1}{\sqrt{x_1^2 + \delta^2}} & \frac{x_2 + \delta^2}{x_1} \\ \sqrt{x_1^2 + \delta^2} & -x_1 \end{array} \right),$$

which is a modified Jahn-Teller diabatic potential, where the conical intersection is replaced with
Figure D.5: As in fig. D.4, but with initial wavepacket eq. (D.59).

an avoided crossing with gap $2\delta$. The upper adiabatic surface is shown in fig. D.3b. We use parameters

$$\{\varepsilon, \delta, p_0, x_0\} = \left\{ \frac{1}{30}, 0.5, (5, 2), (0, 0) \right\}, \quad (D.66)$$

a mesh of $2^{13} \times 2^{13}$ points on the domain $[-40, 40]^2$, we start at time 0, and evolve backwards with time-step $1/(50\|p_0\|)$ to time $-20/\|p_0\|^2$, then forwards to $20/\|p_0\|^2$, we find $E_{r_{\text{rel}}} = 0.0351, E_{r_{\text{abs}}} = 0.0304$, and $E_{r_{\text{mass}}} = 0.0029$ using Gaussian initial wavepacket $\psi_0$, and $E_{r_{\text{rel}}} = 0.0679, E_{r_{\text{abs}}} = 0.0616$, and $E_{r_{\text{mass}}} = 0.0033$ for non-Gaussian initial wavepacket $\phi$. Figures D.6 and D.7 display the result of the formula compared to the exact calculation. We now use the

Figure D.6: Results for example 28, when using parameters in eq. (D.66) with initial wavepackets of form eq. (D.58). Results are presented as in fig. D.4.

parameters

$$\{\varepsilon, \delta, p_0, x_0\} = \left\{ \frac{1}{30}, 0, (5, 0), (0, 0.5) \right\}. \quad (D.67)$$
In addition, we included the sign of $x_2$ in the off-diagonal elements of $V(x)$, which then gives the standard Jahn-Teller Hamiltonian. However, let us stress that non-adiabatic transitions must be exactly the same for the Hamiltonian with and without the sign included. The reason is that by that choice, we have just chosen a different diabatic representation, but the (unique) adiabatic representation remains the same. It is an advantage of our method, which only uses the adiabatic energy surfaces, that it is insensitive to such a change. The Jahn-Teller Hamiltonian has a conical intersection. We have chosen momentum such that the centre of mass of the wavepacket does not cross the intersection. We evolve back to $-25/\|p_0\|^2$ with a time-step of $1/(50\|p_0\|)$, then evolve forwards to $25/\|p_0\|^2$ using the algorithm, and compare with the exact calculation. Then $E_{\text{rel}} = 0.0638, E_{\text{abs}} = 0.0550,$ and $E_{\text{mass}} = 0.0309$ for initial wavepacket of form $\psi_0$ and $E_{\text{rel}} = 0.1511, E_{\text{abs}} = 0.0850,$ and $E_{\text{mass}} = 0.0604$ for $\phi$, the transmitted wavepacket and error is given in fig. D.6. Although the relative error is large in this final calculation, the absolute error and mass error shows that the algorithm has performed well, given that it is not designed for systems where $\delta$ is small or vanishing. fig. D.9 also shows that the shape of the wavepacket is still well approximated qualitatively.

We note that the relative and absolute error in example 28 differ, while in example 27 they are the same. We believe this is due to a change in phase when $\rho$ is not flat in $q_2$, so the error due to the modification of the potential surface for each strip is larger.

**D.7 Conclusions and future work**

In this paper we have constructed an algorithm which can be used to approximate the transmitted wavepacket in non-adiabatic transitions in multiple dimensions, by constructing a formula based on the one dimensional result in [28], and appealing to the linearity of the Schrödinger equation to decompose the dynamics onto strips with potentials that are constant in all but one direction. Presented examples in two dimensions show similar accuracy to one dimensional analogues, and are accurate in the phase, which is beyond the capability of standard surface hopping models.

Correctly approximating the phase of the wavepacket becomes important when more than one
transition takes place. In future work we will consider multiple transitions in two dimensions using the algorithm. This will involve taking into account the effect of geometric phase [40] due to multiple avoided crossings, as well as constructing an approximation of the wavepacket which remains on the upper level after a transition has taken place. We also will compare the results of the algorithm considered in this paper with other algorithms designed to approximate non-adiabatic transitions, e.g. [41].

D.8 Details on code

Here we put some information about the code provided as supplementary material, available in the QMD section of the thesis code, available upon request: please email t.hurst@sms.ed.ac.uk for more information. The code provided compares exact calculations (using a Strang splitting method) with results produced by the algorithm algorithm 22, in one and two dimensions, for one avoided crossing. The code is separated into seven primary folders: [Wavepackets.] This folder contains functions to construct eqs. (D.58) and (D.59), for given parameters.
This folder contains the potentials used in examples 27 and 28.

All calculations needed to construct the formula result in 1D and 2D are in this folder. For 2D calculations, if the direction of momentum of the wavepacket depends on the second dimension, it is necessary to use the Rotated functions, which slightly increase computation time due to interpolations.

This folder contains scripts to produce the results of examples in this paper.

This folder includes all calculations needed for one and two-level dynamics with the Schrödinger equation using a Strang Splitting method, which is detailed below. The function DetectAvoidedCrossing finds the first local minimum of the potential surface and applies the formula at this point. The function ExactTwoLevelWithFormula can be used to evolve the exact and formula results simultaneously, for comparison.

These functions can be used to compute the formula result using makeFormula, the exact result using makeExact, or both using ExactvsFormula, for a given wavepacket.

This folder contains auxiliary functions used for the handling of structs and variables in the code, for plotting and creating .avi animations, for saving results of computations and $\varepsilon$-Fourier transforms.

The code allows the user to choose different parameters for the examples, where to compare the exact and formula result, and whether to plot the dynamics. If parameters are not given, defaults are selected. After computations are calculated once the results are saved in ..\Data. If the same parameters are used again the data can then be loaded instead of recomputed.

We now detail some of the numerical methods used in the computations.

### D.8.1 The scaled Fourier transform

We make use to the MATLAB fast Fourier transform $\text{fftn}$ in $d$ dimensions, to apply the scaled $d$-dimensional Fourier transform. The $d$ dimensional $\varepsilon$-Fourier transform is given by

$$
\hat{f}(p) = \frac{1}{(2\pi\varepsilon)^d/2} \int_{\mathbb{R}^d} f(x) \exp \left( -\frac{i}{\varepsilon} p \cdot x \right) dx. \quad (D.68)
$$

The Matlab function $\text{fftn}$ for a function $f$ in $d$ dimensions at $N = (N_1, \ldots, N_d) \in \mathbb{N}^d$ spacial points, with values $f(j)$, at point $j$, is defined for momentum point $k$ with values $F(k)$, where

$$
F(k) = \sum_{j_1=1}^{N_1} \cdots \sum_{j_d=1}^{N_d} f(j_1, \ldots, j_d) \exp \left( -\frac{2\pi i}{N_1} (j_1 - 1)(k_1 - 1) \right) \cdots \\
\cdots \times \exp \left( -\frac{2\pi i}{N_d} (j_d - 1)(k_d - 1) \right), \quad (D.69)
$$

(there we have used $j - 1, k - 1$, as counting in MATLAB starts at 1) which is the discrete approximation to the integral

$$
\hat{f}(p) = \int_{\mathbb{R}^d} f(x) \exp(-2\pi i p \cdot x) dx. \quad (D.70)
$$
We compute on a bounded domain $\mathcal{D} \subseteq \mathbb{R}^d$. In each dimension $m$ we are therefore considering an interval $[x_m^S, x_m^E]$. We discretize each interval using $N_m$ points, where

$$x_m(1) = x_m^S, \quad x_m(N_m) = x_m^E,$$

$$dx_m = \frac{x_m(N_m) - x_m(1)}{N_m - 1},$$

$$x_m(j_m) = x_m(1) + (j_m - 1) dx_m, \quad j_m = 1, \ldots, N_m.$$

The corresponding momentum dimension is discretized with

$$p_m(k_m + 1) = p_m(k_m - 1 - N_m/2) dp_m, \quad k_m = 1, \ldots, N_m,$$

$$dp_m = \frac{2\pi \varepsilon}{N_m dx_m}.$$  \hfill (D.71)

So that $p(k) = (p_1(k_1), \ldots, p_d(k_d))$, $x(j) = (x_1(k_1), \ldots, x_d(k_d))$. We approximate the integral in eq. (D.68) by

$$\hat{f}_\varepsilon(p(k)) = \int_{\mathbb{R}^n} f(x) \exp \left( -i \varepsilon p(k) \cdot x \right) dx,$$

$$\approx dx_1 \ldots dx_n \sum_{j_1=1}^{N_1} \cdots \sum_{j_d=1}^{N_d} f(x(j)) \exp \left( -i \varepsilon p(k) \cdot x(j) \right).$$

Now consider the exponent

$$-i \varepsilon p_m(k_m) x_m(j_m).$$  \hfill (D.73)

For ease of notation, we suppress the dimension. Inserting identities

$$-i \varepsilon p(k) x(j) = -i \varepsilon (k - 1 - N/2) dp(x(1) + (j - 1) dx),$$

$$= -\frac{2\pi i}{N} (k - 1)(j - 1) + \frac{i \pi}{dx} (x(j) - x(1)) - i \varepsilon x(1) p(k).$$

The first term is the exponent in the \texttt{fftn}, and the third term is independent of $j$, so the exponent can be taken out of the summand. In conclusion we find

$$\hat{f}_\varepsilon(p(k)) \approx \frac{dx_1 \ldots dx_n}{(2\pi \varepsilon)^{d/2}} \exp \left( -i \varepsilon (1 \cdot p(k)) \right) F \left[ \exp \left( i \pi \sum_{m=1}^{d} \frac{x_m(1) - x_m(1)}{dx_m} \right) f(\cdot) \right](k),$$

\hfill (D.74)

where $1 = (1, \ldots, 1)$. Similarly, we can used the inverse fast Fourier transform \texttt{ifftn} to apply the inverse $\varepsilon$-Fourier transform. The inverse Fourier transform for a function $F$ defined at $N$ momentum points with values $F(k)$, is defined by a function $f$ at $N$ spatial points with values $f(j)$ given by

$$f(j) = \hat{F}(F)(j) = \frac{1}{N_1 N_2 \ldots N_d} \sum_{k_1=1}^{N_1} \cdots \sum_{k_d=1}^{N_d} F(k_1, \ldots, k_d) \exp \left( \frac{2\pi i}{N_1} (j_1 - 1)(k_1 - 1) \right) \ldots$$
\begin{equation}
\cdots \times \exp \left( -\frac{2\pi i}{N_d} (jd - 1)(kd - 1) \right).
\end{equation}

Then by a similar calculation, the discretization of the inverse \( \varepsilon \)-Fourier transform can be written using the inverse Fourier transform

\begin{equation}
f(x(j)) = \frac{N_1 \ldots N_d dp_1 \ldots dp_d}{(2\pi \varepsilon)^{\frac{d}{2}}} \exp \left( \sum_{m=1}^{d} \frac{x_m(j_m) - x_m(1)}{dx_m} \right) \tilde{F} \left[ \exp \left( i \varepsilon \mathbf{x}(1) \cdot \mathbf{p}(\cdot) \right) F(\cdot) \right](j).
\end{equation}

\section{D.8.2 The Strang splitting method}

We use the Strang splitting method to compute the exact dynamics of non-adiabatic transitions. The Schrödinger equation in the diabatic representation is given by:

\begin{equation}
i \varepsilon \partial_t \psi(x, t) = H \psi(x, t),
\end{equation}

\begin{equation}
= \left\{ -\frac{\varepsilon^2}{2} \nabla^2 + V(x) \right\} \psi(x, t).
\end{equation}

The solution for eq. (D.77) can be formally represented as

\begin{equation}
\psi(x, t) = \exp \left( -\frac{i \varepsilon}{\varepsilon} \left( -\frac{\varepsilon^2}{2} \nabla^2 + V(x) \right) t \right) \psi_0(x),
\end{equation}

for some initial condition \( \psi_0(x) \). The position and momentum operators in the exponent satisfy the Campbell-Baker-Hausdorff theorem \[42\]: for operators \( A, B, C \):

\begin{equation}
\exp(A) \exp(B) \exp(C) = \exp \left( A + B + C + \frac{1}{2} [A, B] + \frac{1}{2} [A, C] + \frac{1}{2} [B, C] \right.
\end{equation}

\begin{equation}
+ \left. \frac{1}{2} [[A, B], A + B + C] + \ldots \right).
\end{equation}

If we take \( A = C = \frac{i \varepsilon \Delta t}{4} \nabla^2, B = -\frac{i \Delta t}{\varepsilon} V(x) \), then by eq. (D.79),

\begin{equation}
\exp \left( \frac{i \varepsilon \Delta t}{4} I \nabla^2 \right) \exp \left( -\frac{i \Delta t}{\varepsilon} V(x) \right) \exp \left( i \frac{\varepsilon}{4} I \nabla^2 \Delta t \right) = \exp \left( -\frac{i}{\varepsilon} \Delta t H + O(\Delta t^2) \right).
\end{equation}

This approximation is second order. We use eq. (D.80) via a Strang splitting method for exact one level and two level calculations. We start with initial condition \( \psi(x, 0) \) in the diabatic representation, and perform the dynamics on the interval \([0, t]\), which is discretized into \( n \) steps of length \( \Delta t = t/n \). We then:

1. Perform the \( \varepsilon \)-Fourier transform on the initial condition, \( \psi(x, 0) \rightarrow \hat{\psi}(k, 0) \),
2. Apply the kinetic energy operator with a half time step, in momentum space

\begin{equation}
\hat{\psi}(k, 0) \rightarrow \exp \left( \frac{i \varepsilon \Delta t}{4} I \|k\|^2 \right) \hat{\psi}(k, 0) := \hat{\psi}_{1}(k),
\end{equation}

3. Perform the inverse scaled Fourier transform \( \hat{\psi}_{1}(k) \rightarrow \psi_{1}(x) \),
4. Apply the potential operator with a full time step $\psi_1(x) \rightarrow \exp \left(-i\frac{\Delta t}{\varepsilon} V(x)\right) \psi_1(x) := \psi_2(x)$,

5. Perform the scaled Fourier transform, $\psi_2(x) \rightarrow \hat{\psi}_2(k)$,

6. Apply the kinetic energy operator with a full time step, in momentum space $\hat{\psi}_2(x, \Delta t) \rightarrow \exp \left(-i\frac{\varepsilon}{2} k^2 \Delta t\right) \hat{\psi}_2(x, \Delta t) := \hat{\psi}_1(x, \Delta t)$,

7. Perform the inverse scaled Fourier transform $\hat{\psi}_1(k) \rightarrow \psi_1(x)$,

8. Repeat steps (4-7) $n - 1$ times,

9. Repeat steps (1-3), to return $\psi(x, n\Delta t) = \psi(x, t)$.

By simply applying a full kinetic timestep instead of half twice, we reduce the number of computations needed.

### D.9 Diagrams for the 2D algorithm

Figs. D.10a to D.10e are to help explain the algorithm discussed in appendix D.5, for approximating the transmitted wavepacket using the derived formula eq. (D.20), using example 28 with wavepacket eq. (D.59) and parameters eq. (D.66).

### References


Figure D.10: Application of the algorithm, with the system described in example 28. Large coloured ovals are contours of the potential surface being considered, dense blue contours are the wavepackets. The strip which is considered in fig. D.10c is that along the green line in fig. D.10b. In fig. D.10c, blue lines are the wavepacket in position space, and red lines are in momentum space. In each contour plot, the direction and magnitude of the wavepacket’s momentum is represented by a red arrow.
Appendix E

Algorithms for semi-supervised learning on point clouds

Given a data set and a subset of labels the problem of semi-supervised learning on point clouds is to extend the labels to the entire data set. In this paper we extend the labels by minimising the constrained discrete $p$-Dirichlet energy. Under suitable conditions the discrete problem can be connected, in the large data limit, with the minimiser of a weighted continuum $p$-Dirichlet energy with the same constraints. We take advantage of this connection by designing numerical schemes that first estimate the density of the data and then apply PDE methods, such as pseudo-spectral methods, to solve the corresponding Euler-Lagrange equation. We prove that our scheme is consistent in the large data limit for two methods of density estimation: kernel density estimation and spline kernel density estimation.

E.1 Introduction

In many machine learning problems, such as classification or labelling, one often aims to exploit the usually large quantities of data in order to capture its geometry. Frequently in applications labels for some of the data are available but often in low quantities because of the cost of labelling points. In the semi-supervised learning setting we are given a data set $x_i \in \mathbb{R}^d$, $i = 1, \ldots, n$ sampled from an unknown probability measure $\mu$, and a small subset of labelled pairs $(x_i, y_i)$, $i = 1, \ldots, N$ where $y_i \in \mathbb{R}$ and we work in the regime $N \ll n$. Here, the labels $y_i$ for the first $N$ data points are known and we aim to estimate the labels $\{y_i\}_{i=N+1}^n$ for the remaining data points $\{x_i\}_{i=N+1}^n$.

One method to assign these labels is to minimise an objective function, which penalises smoothness of assigned labels, under the constraint that known labels are preserved. A common choice of such an objective function is the graph $p$-Dirichlet energy [1], [2], which allows one to define a discrete version of a Dirichlet energy. More precisely, we consider the graph $(\Omega_n, W)$ of nodes $\Omega_n = \{x_i\}_{i=1}^n$ and edge weights $W = (W_{ij})_{i,j=1}^n$ where $W_{ij}$ is the edge weight between data points $x_i$ and $x_j$ (by convention we say there is no edge between $x_i$ and $x_j$ if $W_{ij} = 0$). We use the random geometric graph model with length scale $\varepsilon_n$ for defining the edge weights. Approximately, the parameter $\varepsilon_n$ determines the range at which two nodes become connected; the explicit construction is given in the following section. The objective functional is defined as the difference
between labels weighted by edge weights:

\[ E_{n,\text{con}}^{(p)}(f) = \begin{cases} \frac{1}{\varepsilon_n} \sum_{i,j=1}^{n} W_{ij} |f(x_i) - f(x_j)|^p, & \text{if } f(x_i) = y_i \text{ for all } i = 1, \ldots, N, \\ +\infty, & \text{else.} \end{cases} \]

(E.1)

Computing the minimiser of the graph \( p \)-Dirichlet energy becomes computationally expensive when considering a large number of data points. However, it has been shown in [3] that under an admissible scaling regime in \( \varepsilon_n \) (and when \( p > d \)), minimisers of (E.1) converge to minimisers of the continuum \( p \)-Dirichlet energy:

\[ E_{\infty,\text{con}}^{(p)}(f; \rho) = \begin{cases} \sigma_n \int_{\Omega} |\nabla f(x)|^p \rho^2(x) \, dx, & \text{if } f \in W^{1,p}(\Omega) \text{ and } f(x_i) = y_i \text{ for } i = 1, \ldots, N, \\ +\infty, & \text{else} \end{cases} \]

(E.2)

where \( \rho \) is the density of the data points, and \( \sigma_n \) is some constant depending only on a weight function \( \eta \) (satisfying Definition 29). This result shows that the minimiser of the continuum \( p \)-Dirichlet energy is an accurate estimate of the minimiser of the graph \( p \)-Dirichlet energy when considering a large amount of data. However, the dependency of the continuum \( p \)-Dirichlet energy on the underlying data density poses a new problem as it is unrealistic to assume that we know the density of the data. The objective of this paper is to develop the framework for a new numerical method for finding minimisers of \( E_n^{(p)} \) based on its connection to the continuum variational problem of minimising \( E_{\infty,\text{con}}^{(p)} \). In particular, it is our aim to develop a numerical scheme that is efficient for large \( n \gg 1 \) datasets. We refer to the work by Flores Rios, Calder and Lerman [4] for algorithms based on the discrete problem.

We note that an associated non-local continuum \( p \)-Dirichlet energy is also of interest:

\[ F_{\varepsilon_n,\text{con}}^{(p)}(f; \rho) = \begin{cases} \frac{1}{\varepsilon^p} \int_{\Omega} \int_{\Omega} \eta_{\varepsilon_n}(|x - z|)|f(x) - f(z)|^p \times \rho(x) \rho(z) \, dx \, dz, & \text{if } f \in W^{1,p}(\Omega) \text{ and } f(x_i) = y_i, i = 1, \ldots, N, \\ +\infty, & \text{else} \end{cases} \]

for example, \( F_{\varepsilon_n,\text{con}}^{(p)}(f; \rho) \) was considered in [3] as an intermediary functional to provide convergence between \( E_n^{(p)}(f) \) and \( E_{\infty,\text{con}}^{(p)} \). We also develop a numerical method for computing minimisers of the above functional that are efficient for large \( n \).

In our approach we, rather than minimise (E.1), aim instead to minimise (E.2). Since the density \( \rho \) is unknown we are required to estimate it from the data \( \Omega_n \). Density estimation is a well-studied problem in statistics dating back, at least, to Fix and Hodges in 1951 [5] and Akaike in 1954 [6]. The first method we consider here to estimate the density is kernel density estimation [7], [8]. The idea behind kernel density estimation is to replace the empirical measure \( \mu_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i} \), where \( x_i \) iid \( \mu \), with a smooth approximation; in particular, \( \mu_n(A) = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i}(A) \approx \int_A \frac{1}{\sqrt{n}} \sum_{i=1}^{n} K_h(x - x_i) \, dx \). Formally, for \( n \) large enough \( \mu_n \approx \mu \) and then one expects \( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} K_h(x - x_i) \) to approximate the density \( \rho \) of \( \mu \). Analysing this approximation has been the interest of many statisticians, see for example [9]–[15]. Our methods are an adaptation of the results by Giné and Guillon [11]. We refer to [16] for an overview on kernel density estimation.
The second type of density estimation we consider is a regularised version of the kernel density estimate. Our method is to use the kernel density estimate to estimate the value of the density at knot points (that we are free to choose), we then use smoothing splines to produce an estimate of the density. We call this method the \textit{spline kernel density estimate}. Although we are unaware of previous work using splines to estimate the density of distributions the idea of introducing regularisation in density estimation is not new, see for example [17].

The advantage of using splines is that they introduce additional smoothness into our estimate of the density which allows for better approximations of the density and, due to the volume of results in the literature, are theoretically well understood. Furthermore, we can take advantage of fast computational methods for solving the spline smoothing problem. We refer to [18] for an overview and mention a few select references here. Convergence in norm of special splines under various settings have been studied in [19]–[27], and general splines in [28]–[33]. Similarly weak (pointwise) convergence of special splines has been studied in [34]–[38] and general splines in [39].

Due to its interest in machine learning the convergence of variational problem (E.1) to (E.2) has attracted much interest. For example, pointwise convergence results have been used to motivate the choice of $p > d$ [40]–[49]; however, pointwise convergence is not enough, in general, to imply variational convergence (convergence of minimisers). Spectral convergence [43], [50]–[54] (and error bounds [55], [56]) shows convergence of minimisers only when $p = 2$. The framework to analyse the discrete-to-variational was developed by García-Trillos and Slepčev [57] and later applied to the constrained problem to show variational convergence when $p > d$ and $\varepsilon_n$ satisfies an upper bound [3]. Using PDE methods Calder [4] studies the large data limits of two closely related problems. The first is Lipschitz learning (which corresponds to choosing $p = \infty$) [58], and the second is the game theoretic $p$-Dirichlet energy [59].

In this paper we show that minimisers of the continuum $p$-Dirichlet energy, in which the density is estimated from the data, converge to a minimiser of the continuum $p$-Dirichlet energy in the large data limit. After setting up notation and listing the main results in Section E.2, we do this in two parts. The first part, in Section E.3, gives sufficient conditions for the convergence of $\rho_n \to \rho$ to imply the convergence of minimisers of $E_{\infty, \text{con}}^{(p)}(\cdot; \rho_n)$ to minimisers of $E_{\infty, \text{con}}^{(p)}(\cdot; \rho)$, and for minimisers of $F_{\varepsilon_n, \text{con}}^{(p)}(\cdot; \rho_n)$ to converge to minimisers of $E_{\infty, \text{con}}^{(p)}(\cdot; \rho)$. This complements the results of [3] which prove convergence of minimisers of $E_{\infty, \text{con}}^{(p)}(\cdot; \rho)$ to minimisers of $E_{\infty, \text{con}}^{(p)}(\cdot; \rho)$ via the intermediary functional $F_{\varepsilon_n, \text{con}}^{(p)}(\cdot; \rho)$ (see Figure E.1 for a summary). Then, in the second part, we provide two examples of density estimation schemes, the kernel density estimate and the spline kernel density estimate, that satisfy the conditions in the previous section (see Section E.4). Numerical illustration of the results in two dimensions are provided in Section E.5 and we conclude in Section E.6.
E.2 Setting and main results

E.2.1 Notation

We consider functions on an open, bounded and connected domain $\Omega \subseteq \mathbb{R}^d$ with Lipschitz boundary. Given a positive Radon measure $\mu \in \mathcal{M}_+(\Omega)$ (where usually $\mu$ is a probability measure) we let $L^p(\mu)$ denote the space of functions for which the $p^{th}$ power of the absolute value is integrable with respect to $\mu$ and the usual norm $\|f\|_{L^p(\mu)}$. When $\mu = \mathcal{L}|\Omega$, the Lebesgue measure on $\Omega$ we write, with a small abuse of notation, $L^p(\Omega)$ instead of $L^p(\mathcal{L}|\Omega)$. Sobolev spaces, denoted by $W^{m,p}(\Omega)$, are the space of functions where the $p^{th}$ power of the absolute value of the first $m$ (weak) derivatives are integrable with respect to the Lebesgue measure. When $p = 2$ we also write $W^{m,2} = H^m$. The norm $\|f\|_{W^{m,p}(\Omega)}$ on $W^{m,p}$ is defined in the usual way. We use $C^{0,\alpha}$ to define the Hölder space with norm $\|f\|_{C^{0,\alpha}(\Omega)}$.

Throughout we assume we have a data set $\Omega_n = \{x_i\}_{i=1}^n$ where $x_i \overset{\text{iid}}{\sim} \mu$ and $\mu \in \mathcal{P}(\Omega)$. Given such a data set we define the empirical measure by

$$\mu_n(x) = \frac{1}{n} \sum_{i=1}^n \delta(x - x_i),$$

where $\delta(x)$ is the Dirac function.

We write $\Omega' \subset \subset \Omega$ to mean that $\Omega'$ is a compact subset of $\Omega$ and $d_H$ is the Hausdorff distance between sets in $\mathbb{R}^d$.

E.2.2 Dirichlet energies: setup

The following definition is used to construct the weights of the graph given data $\Omega_n = \{x_i\}_{i=1}^n$.

**Definition 29.** A function $\eta : [0, +\infty) \to [0, +\infty)$ is a weight function if it is a decreasing function with $\lim_{r \to +\infty} \eta(r) = 0$, and is positive and continuous at $r = 0$.

We prescribe weights between the points $x_i$ and $x_j$ using a weight function $\eta$: for a fixed $\varepsilon > 0$, the weight between two points $x_i$ and $x_j$ is defined by

$$W_{ij} = \eta_{\varepsilon}(|x_i - x_j|),$$

where

$$\eta_{\varepsilon}(r) = \begin{cases} \varepsilon, & r < \varepsilon, \\ \varepsilon_n, & r = \varepsilon_n, \\ 0, & r > \varepsilon_n. \end{cases}$$
Hence, one needs only to estimate the support of the data, not the density and so Lipschitz learning in the semi-supervised setting) that the large data limit of is irrelevant. More precisely, it is known (see [42] for pointwise limits and [58] for variational limits distribution appears in the continuum limit only through it’s support; in particular, the intensity to build numerical methods by estimating the density of data. For Lipschitz learning the data fact, it is easy to show that the variational limit as \(p\) is a weighted total variation (and takes a slightly different form to the class of energies given below). The proof, however, generalises to any \(p\in [1,\infty)\).

**Definition 30.** Let \(p \in (1,\infty)\), \(\Omega_n = \{x_i\}_{i=1}^n \subset \mathbb{R}^d\) and define \(\mu_n\) to be the empirical measure and \(W_{ij}\) as in (E.3) where \(\eta\) is a weight function. We define the **discrete \(p\)-Dirichlet energy** by

\[
\mathcal{E}_n^{(p)} : L^p(\mu_n) \rightarrow [0,\infty)
\]

\[
\mathcal{E}_n^{(p)}(f) = \frac{1}{\varepsilon \eta_n^d} \sum_{i,j=1}^n W_{ij}|f(x_i) - f(x_j)|^p.
\]

When the data generating distribution \(\mu\) has density \(\rho\) (with respect to the Lebesgue measure) then the large data limit, in the sense of \(\Gamma\)-convergence, is given by the continuum \(p\)-Dirichlet energy \(\mathcal{E}_\infty^{(p)}\) defined below. Indeed, when \(p = 1\) it was shown in [57] that \(\Gamma\)-\(\lim_{n \to \infty} \mathcal{E}_n^{(1)} = \mathcal{E}_\infty^{(1)}(\cdot;\rho)\) where \(\mathcal{E}_\infty^{(1)}(\cdot;\rho)\) is a weighted total variation (and takes a slightly different form to the class of energies given below). The proof, however, generalises to any \(p\in [1,\infty)\).

**Definition 31.** Let \(p \in (1,\infty)\), \(\Omega \subset \mathbb{R}^d\) be an open, bounded and connected domain with Lipschitz boundary, and \(\rho \in L^\infty(\Omega)\) be a non-negative function. Let \(\eta\) be a weight function and assume that

\[
\sigma_\eta := \int_{\mathbb{R}^d} \eta(|x|)|x \cdot e_1|^p \, dx < +\infty,
\]

where \(e_1 = (1,0,\ldots,0)\). We define the **continuum \(p\)-Dirichlet energy with respect to \(\rho\)** by

\[
\mathcal{E}_\infty^{(p)}(\cdot;\rho) : L^p(\Omega) \rightarrow [0,\infty],
\]

\[
\mathcal{E}_\infty^{(p)}(f;\rho) = \begin{cases} 
\sigma_\eta \int_\Omega |\nabla f(x)|^p \rho^2(x) \, dx & \text{if } f \in W^{1,p}(\Omega), \\
+\infty & \text{else}
\end{cases}
\]

The parameter \(p\) controls the amount of regularity. The results of this paper concern a finite choice of \(p\) since for \(p = +\infty\) the Dirichlet energy loses sensitivity to the density of the data. In fact, it is easy to show that the variational limit as \(p \to +\infty\) (with \(n\) fixed and after renormalising with respect to \(p\)) is the Lipschitz learning problem:

\[
\mathcal{E}_n^{(\infty)}(f) = \max_{i,j \in \{1,\ldots,n\}} W_{ij}|f(x_i) - f(x_j)|,
\]

see for example [60] for the computation with a similar objective. The objective of this paper is to build numerical methods by estimating the density of data. For Lipschitz learning the data distribution appears in the continuum limit only through it’s support; in particular, the intensity is irrelevant. More precisely, it is known (see [42] for pointwise limits and [58] for variational limits in the semi-supervised setting) that the large data limit of \(\mathcal{E}_n^{(\infty)}\) is

\[
\mathcal{E}_\infty^{(\infty)}(f) = \sup_{x \in \Omega} |\nabla f(x)|.
\]

Hence, one needs only to estimate the support of the data, not the density and so Lipschitz learning
falls outside the scope of our method.

We work in the semi-supervised setting; that is, we assume that we have labels $y_i$, $i = 1, \ldots, N$ for the first $N$ data points where $N$ is fixed. To estimate labels at the remaining $n - N$ data points we use the Dirichlet energies to define a notion of regularity. More precisely, we minimise the Dirichlet energies subject to agreeing with the training data:

$$\text{minimise } E_n(p)(f) \quad \text{subject to } \quad f(x_i) = y_i \quad \forall i = 1, \ldots, N. \quad (E.6)$$

Analogously for the continuum Dirichlet energy. It will be convenient to define the constrained energies as follows.

**Definition 32.** Under the setting and notation of Definition 30, and given labels $y_i$ for $i = 1, \ldots, N$ we define the **constrained discrete $p$-Dirichlet energy** $E_n^{(p), \text{con}} : L^p(\mu_n) \to [0, +\infty]$ by eq. (E.1).

**Definition 33.** In addition to the setting and notation of Definition 31 assume that $p > d$. Then given labels $y_i$ for $i = 1, \ldots, N$ we define the **constrained continuum $p$-Dirichlet energy with respect to $\rho$** $E_\infty^{(p), \text{con}} : L^p(\Omega) \to [0, +\infty]$ by eq. (E.2)

Note that we require $p > d$ in order for the constrained continuum $p$-Dirichlet energy to be well defined. More precisely, for any $f$ with $E_\infty^{(p)}(f; \rho) < +\infty$ we necessarily have that $f \in W^{1,p}(\Omega)$ and hence by Sobolev embedding (Morrey’s inequality) $f$ can be identified with a continuous function, and therefore pointwise evaluation $f(x_i)$ can be defined. For $p \leq d$ the constrained Dirichlet energy can no longer be defined in the continuum setting.

We also define the non-local continuum approximation $F^{(p)}_{\varepsilon_n}$ of $E_n^{(p)}$. This has been used as an intermediary functional in the discrete-to-continuum analysis of the $p$-Dirichlet energies, for example [3], [57] (as mentioned in Section E.1), but is also of interest in its own right.

**Definition 34.** Let $p \in (1, +\infty)$, $\Omega \subset \mathbb{R}^d$ be an open, bounded and connected domain with Lipschitz boundary, and $\rho \in L^\infty(\Omega)$ be a non-negative function. Let $\eta$ be a weight function and then, we define the **non-local continuum $p$-Dirichlet energy with respect to $\rho$** by

$$F^{(p)}_{\varepsilon_n}(\cdot; \rho) : L^p(\Omega) \to [0, +\infty),$$

$$F^{(p)}_{\varepsilon_n}(f; \rho) = \frac{1}{\varepsilon^p} \int_\Omega \int_\Omega \eta_{\varepsilon_n}(|x - z|)|f(x) - f(z)|^p \rho(x)\rho(z) \, dx \, dz.$$

We note that we are no longer able to impose pointwise constraints on $F^{(p)}_{\varepsilon_n}$. Although $F^{(p)}_{\varepsilon_n}$ is approximating a Sobolev semi-norm (when $\varepsilon$ is small) we are still working on an $L^p$ space with no continuity implied, and therefore one cannot impose pointwise constraints. We overcome this by instead imposing the constraints on small balls around $x_i$, $i = 1, \ldots, N$. For our analysis we require that the balls have radius at least $\varepsilon$ which leads us to define the constrained non-local continuum model as follows.

**Definition 35.** Under the setting and notation of Definition 34, and given labels $y_i$ for $i = 1, \ldots, N$ we define the **constrained non-local continuum $p$-Dirichlet energy with respect to $\rho$** by

$$F^{(p)}_{\varepsilon, \text{con}} : L^p(\Omega) \to [0, +\infty],$$

256
\[ F_{\varepsilon,\con}(f;\rho) = \begin{cases} F_{\varepsilon_n}(f;\rho), & \text{if } f(x) = y_i \text{ for } i = 1, \ldots, N, \text{ and } x \in B(x_i, \varepsilon), \\ +\infty, & \text{else}. \end{cases} \]

In the above definition we make the assumption that \( B(x_i, \varepsilon) \cap B(x_j, \varepsilon) = \emptyset \) for all \( i, j = 1, \ldots, N \). This is clearly satisfied for \( \varepsilon \) sufficiently small.

### E.2.3 Large data asymptotics for Dirichlet energies

For the results given in this section we make the following assumptions:

(A1) \( \Omega \subset \mathbb{R}^d \) is an open, connected, bounded domain with Lipschitz boundary, with associated probability measure \( \mu \in \mathcal{P}(\Omega) \).

(A2) The probability measure \( \mu \) has continuous density \( \rho \in L^\infty(\Omega) \).

(A3) The density \( \rho \) is bounded above and below by strictly positive constants.

(A4) For \( i = 1, \ldots, N \), the points \( x_i \in \Omega \) are labelled with values \( y_i \in \mathbb{R} \).

(A5) For \( n \geq i > N \), the points \( x_i \in \Omega \) are i.i.d. samples of \( \mu \).

(A6) \( \eta : [0, \infty) \to [0, \infty) \) is a weight function, and weights \( W_{ij} \) are defined by (E.3) for \( i, j = 1, \ldots, n \) and \( \varepsilon = \varepsilon_n \).

(A7) The integral \( \sigma_\eta \) as defined in (E.4) is finite.

(A8) The smoothing parameter takes a value larger than the dimension of the data, \( p > d \).

Under assumptions (A1) to (A8), and the following scaling on \( \varepsilon_n = \varepsilon \),

\[
\left( \frac{1}{n} \right)^{\frac{p}{d}} \gg \varepsilon_n \gg \begin{cases} \left( \frac{\log(n)}{n} \right)^{\frac{p}{d}} & \text{if } d \geq 3 \\ \left( \frac{\log(n)}{\sqrt{n}} \right)^{\frac{p}{d}} & \text{if } d = 2 \end{cases} \tag{E.7}
\]

minimisers of (E.1) converge to minimisers of (E.2) \([3]\). Furthermore, when \( p < d \), minimisers of (E.1) converge to minimisers of (E.5) (i.e. constants), and so the constraints are lost as \( n \to \infty \). This result allows us to approximate minimisers of (E.1) by its continuum analogue, (E.2). However, in general we may not know the density \( \rho \). To make use of the continuum formulation for finite data, it is therefore necessary to estimate the density \( \rho \) using the information available; the data points \( x_i, i = 1, \ldots, n \). This is the focus of the first main result of this paper.

For this result, we include the following assumption on the estimate of \( \rho \):

(A9) The density estimate \( \rho_n : \Omega \to \mathbb{R} \in L^\infty(\Omega) \), satisfies \( \sup_{n \in \mathbb{N}} \|\rho_n\|_{L^\infty(\mathbb{R}^d)} < +\infty \) and \( \rho_n \to \rho \) in \( L^\infty_{\text{loc}}(\Omega) \), i.e., for all \( \Omega' \subset \subset \Omega \)

\[
\sup_{x \in \Omega'} |\rho_n(x) - \rho(x)| \to 0.
\]

Under the above assumptions we can prove the convergence of minimisers of \( E_{\varepsilon,\con}(\cdot;\rho_n) \) to a minimiser of \( E_{\varepsilon,\con}(\cdot;\rho) \). A sequence \( f_n \) is a sequence of almost minimisers if there exists \( \delta_n \to 0^+ \)
such that

$$
\min_{f \in W^{1,p}} \mathcal{E}_{\infty, \text{con}}^{(p)}(f; \rho_n) \geq \mathcal{E}_{\infty, \text{con}}^{(p)}(f_n; \rho) - \delta_n.
$$

**Theorem 36** (Convergence of minimisers of the local model). Assume $\Omega, \mu, \eta, p, \rho, \rho_n$ and $\{x_i\}_{i=1}^n$ satisfy Assumptions (A1)-(A9). Then, (i) minimisers of $\mathcal{E}_{\infty, \text{con}}^{(p)}(\cdot; \rho_n)$ are precompact in $L^p_{\text{loc}}(\Omega)$,

$$
(\text{ii}) \min_{f \in W^{1,p}} \mathcal{E}_{\infty, \text{con}}^{(p)}(\cdot; \rho) = \lim_{n \to \infty} \min_{f \in W^{1,p}} \mathcal{E}_{\infty, \text{con}}^{(p)}(\cdot; \rho_n),
$$

and (iii) any converging sequence of almost minimisers of $\mathcal{E}_{\infty, \text{con}}^{(p)}(\cdot; \rho_n)$ converges in $L^\infty_{\text{loc}}(\Omega)$ to a minimiser of $\mathcal{E}_{\infty, \text{con}}^{(p)}(\cdot; \rho)$.

Furthermore, we show an analogous non-local result.

**Theorem 37** (Convergence of minimisers of the non-local model). Assume $\Omega, \mu, \eta, p, \rho, \rho_n$ and $\{x_i\}_{i=1}^n$ satisfy Assumptions (A1)-(A9). Then, (i) minimisers of $\mathcal{F}_{\infty, \text{con}}^{(p)}(\cdot; \rho_n)$ are precompact in $L^p_{\text{loc}}(\Omega)$,

$$
(\text{ii}) \min_{f \in W^{1,p}} \mathcal{E}_{\infty, \text{con}}^{(p)}(\cdot; \rho) = \lim_{n \to \infty} \min_{f \in W^{1,p}} \mathcal{E}_{\infty, \text{con}}^{(p)}(\cdot; \rho_n),
$$

and (iii) any converging sequence of minimisers of $\mathcal{F}_{\infty, \text{con}}^{(p)}(\cdot; \rho_n)$ converges in $L^\infty_{\text{loc}}(\Omega)$ to a minimiser of $\mathcal{E}_{\infty, \text{con}}^{(p)}(\cdot; \rho)$.

The proof of both theorems is given in Section E.3. In Sections E.2.4 and E.2.5 we give two examples on how to construct density estimates that satisfy Assumption (A9) (with probability one).

### E.2.4 Density estimates: set up

Both of the convergence results from the previous section rely on having a density estimate which converge locally uniformly with probability one. We consider two examples of density estimates with this convergence property: the kernel density estimate (KDE) and the closely related spline kernel density estimate (SKDE).

**Kernel Density Estimate** Recall the empirical measure $\mu_n = \frac{1}{n} \sum_{i=1}^n \delta(\cdot - x_i)$. The kernel density estimate (KDE) can be viewed as a continuous approximation to the empirical measure, where each Dirac function is approximated by a function with particular properties, known as a kernel function; which is a function integrating to unity, i.e. $\int_{\mathbb{R}^d} K(x) = 1$. A popular choice is the Gaussian kernel function

$$
K(x) = \frac{1}{(2\pi)^{d/2}} \exp\left(-\frac{||x||^2}{2}\right).
$$

Other popular choices include the uniform and Epanechnikov kernels. In general kernel functions do not have to be symmetric or positive, we refer to [61], [62] for more examples of kernel functions. In our numerical experiments in Section E.5 we choose the Gaussian kernel.

We define the kernel density estimate as follows.
Definition 38. Given $x_i \subset \Omega$ for $i = 1, \ldots, n$ and a bandwidth $h > 0$, the Kernel density estimate $\rho_{n,h} : \Omega \rightarrow \mathbb{R}$ is defined by

$$\rho_{n,h}(x) = \frac{1}{n} \sum_{i=1}^{n} K_h(x - x_i) .$$

(E.8)

where $K_h(x) = \frac{1}{h^d} K(x/h)$ and $K : \mathbb{R}^d \rightarrow \mathbb{R}$ integrates to unity.

We note that, with additional notational complexity one can generalise the bandwidth to a positive semidefinite matrix $H$, i.e.

$$\rho_{n,H}(x) = \frac{1}{n} \sum_{i=1}^{n} K_H(x - x_i)$$

where $K_H(x) = \frac{1}{|H|} K(H^{-1}x)$. In the sequel we treat the special case where $H = hI_d$.

When $h \rightarrow 0$ we regain the empirical measure $\mu_n$, i.e. $\lim_{h \rightarrow 0^+} \int_A d\rho_{n,h}(x) = \mu_n(A)$ for all open sets $A$. We shall see that to guarantee convergence to the continuous density $\rho$, we will require a lower bound on the rate at which $h \rightarrow 0$. We state the convergence result in the next subsection.

Spline kernel density estimate To find the minimiser of $E(\rho)_{\infty, con}(\cdot; \rho_n)$ we use a gradient flow which involves the density estimate $\rho_n$ and its derivative. It is therefore of interest to have a smooth approximation of $\rho$. Our strategy is to regularise the kernel density estimate.

One way to do this is to solve the variational problem:

$$\text{minimise } \|u - \rho_{n,h}\|_2^2_{L^2(\Omega)} + \lambda \|\nabla^m u\|_2^2_{L^2(\Omega)} \text{ over } u \in H^m(\Omega).$$

Drawing inspiration from the spline smoothing community we approximate the first term by

$$\|u - \rho_{n,h}\|_2^2_{L^2(\Omega)} \approx \frac{1}{T} \sum_{i=1}^{T} |u(t_i) - \rho_{n,h}(t_i)|^2$$

where $\{t_i\}_{i=1}^{T}$ are called knot points (which we are free to choose). We therefore consider the variational problem:

$$S_{\lambda,T}(f) := \arg\min_{u \in H^m(\Omega)} \left\{ \frac{1}{T} \sum_{i=1}^{T} (u(t_i) - f_i)^2 + \lambda \|\nabla^m u\|_2^2_{L^2(\Omega)} \right\} .$$

(E.9)

We define the projection operator

$$P_T : H^m(\Omega) \rightarrow \mathbb{R}^T, \quad P_T(f) = f(t_i)$$

(E.10)

which is well-defined whenever $m > d/2$.

Definition 39. Given a set of knot points $\{t_i\}_{i=1}^{T} \subset \Omega$ and the kernel density estimate $\rho_{n,h}$ we define the spline kernel density estimate (SKDE) by

$$\rho_{n,h,\lambda,T} = S_{\lambda,T}(P_T(\rho_{n,h}))$$

(E.11)
where $S_{\lambda,T}$ is defined by (E.9) and $P_T$ is defined by (E.10).

In the following subsection we give $L^\infty$ convergence rates with probability 1 for the SKDE (in fact these results are a corollary of almost sure convergence results in $H^m$ which when $m > d/2$ imply uniform convergence via Sobolev embeddings - we refer to Section E.4 for details).

We give a numerical comparison of the KDE and the SKDE in Section E.5. Moreover, we use the KDE and SKDE estimates to construct numerical methods to calculate the minimisers of (E.2) with $\rho_n = \rho_{n,h}$ and $\rho_n = \rho_{n,h,\lambda,T}$, and provide examples showing rates of convergence and computational efficiency.

### E.2.5 Large data asymptotics for density estimation

We first discuss the almost sure locally uniform convergence of the kernel density estimate. This result follows almost immediately from known results in the literature. In particular, it is known from [11] that the $L^\infty$ norm between the KDE and its expected value converges with a certain rate to 0. From here it is not difficult to show that the KDE converges locally uniformly to its true value.

The conditions we use to prove the convergence of the KDE estimate are the following.

(B1) $\Omega \subset \mathbb{R}^d$ is an open and bounded domain with Lipschitz boundary, with associated probability measure $\mu \in \mathcal{P}(\Omega)$.

(B2) The probability measure $\mu$ has a bounded density $\rho$.

(B3) For $i = 1, \ldots, n$, the points $\mathbf{x}_i \in \Omega$ are i.i.d. samples of $\mu$.

(B4) $K : \mathbb{R}^d \to \mathbb{R}$ satisfies $\int_{\mathbb{R}^d} K(\mathbf{x}) \, d\mathbf{x} = 1$, has compact support in $B(0, M)$ for some $M > 0$ and can be written $K = \phi \circ \xi$ where $\phi$ is a bounded function of bounded variation and $\xi$ is a polynomial.

(B5) $h = h_n$ satisfies

$$h_n \to 0^+, \quad \frac{nh_n^d}{|\log(h_n)|} \to \infty, \quad \frac{|\log(h_n)|}{\log \log(n)} \to \infty, \quad \text{and} \quad h_n \leq ch_{2n}$$

for some $c > 0$.

(B6) $K$ satisfies the integrability condition $\int_{\mathbb{R}^d} |K(\mathbf{x})||\mathbf{x}| \, d\mathbf{x} < +\infty$.

(B7) $\rho$ is continuous on $\Omega$.

Assumptions (B1)-(B5) are the same as those used in [11] to prove the almost sure convergence of the bias:

$$\text{Bias}(\rho_{n,h}) = \sup_{\mathbf{x} \in \Omega} |\mathbb{E}[\rho_{n,h}(\mathbf{x})] - \rho_{n,h}(\mathbf{x})|$$

to zero. We use Assumptions (B6)-(B7) to show that $\mathbb{E}[\rho_{n,h}] \to \rho$ locally uniformly with probability one.

In fact the assumption that $K = \phi \circ \xi$ where $\phi$ is bounded and of bounded variation and $\xi$ is a polynomial can be relaxed. Our result is a simple application of [11, Theorem 2.3] which uses a
class of kernels that satisfy a technical condition that is sufficient to bound the Vapnik-Červonenkis (VC) dimension of functions of the form \( K(\frac{x}{h}) \) for \( x \in \mathbb{R}^d \) and \( h > 0 \). As the authors remark, the technical assumption is satisfied for functions of the form \( K = \phi \circ \xi \) and since this includes the kernels we are interested in, e.g. Gaussian kernels, we satisfy ourselves with this less general case that can be stated more easily.

We state the converge result for the KDE here, the proof is given in Section E.4.1.

**Theorem 40.** Assume \( \Omega, \mu, \rho, K, h_n \) and \( \{x_i\}_{i=1}^n \) satisfy Assumptions (B1)-(B7). Define \( \rho_{n,h} \) as in Definition 38. Then, with probability one, for all \( \Omega' \subset \subset \Omega \) we have

\[
\lim_{n \to \infty} \| \rho_{n,h} - \rho \|_{L^\infty(\Omega')} = 0.
\]

We now turn our attention to the spline kernel density estimate. To prove convergence we will need some additional assumptions which we state now.

(B8) The number of derivatives penalised is greater than half the dimension of the data, \( m > d/2 \).

(B9) Let \( d_H(T) = d_H(\{t_i\}_{i=1}^T, \Omega) \), where \( d_H \) is the Hausdorff distance, and

\[
\text{Sep}(T) = \min \{|t_i - t_j| : i \neq j, i, j \in \{1, \ldots, T\}\}
\]

then \( T_n \) and \( h_n \) satisfy

\[
d_H(T_n) \to 0 \quad \text{and} \quad d_H(T_n) = O(\text{Sep}(T_n))
\]

(B10) \( \lambda_n \to 0^+ \) satisfies

\[
\lambda_n T_n d_H(T_n)^d = O(1), \quad T_n \lambda_n^{\frac{2m+d}{2m}} \gg n^\theta \quad \text{and} \quad T_n \lambda_n^\frac{2m}{n} \geq 1
\]

for some \( \theta > 0 \).

(B11) \( \Omega \) satisfies the uniform cone condition: i.e. there exists \( r > 0 \) and \( \tau > 0 \) such that for any \( t \in \Omega \), there exists a unit vector \( \xi(t) \in \mathbb{R}^d \) such that the cone

\[
C(t, \xi(t), \tau, r) = \{ t + \lambda \eta : |\eta| = 1, \eta \cdot \xi(t) \geq \cos(\tau), 0 \leq \lambda \leq r \}
\]

is fully contained in \( \Omega \).

(B12) \( T_n \) and \( h_n \) satisfy \( \text{Sep}(T_n) \geq 2Mh_n \) where \( M \) is given in Assumption (B4).

(B13) \( \rho \) is Lipschitz continuous on \( \Omega \) and \( \rho \in H^m(\Omega) \).

These conditions are necessary to apply the spline smoothing results of [63] and [27]; in particular Assumptions (B1), (B8)-(B11) are needed for the \( H^k \) convergence of splines in [27] and Assumptions (B12)-(B13) are used to match our setting here to their setting. We note that if we distribute the knot points uniformly over \( \Omega \) then \( d_H(T_n) \sim \frac{1}{T_n^d} \) and \( \text{Sep}(T_n) \sim \frac{1}{T_n^d} \) which satisfy Assumption (B9). Assumption (B10) is satisfied for any \( \lambda_n \to 0^+ \) with \( \lambda_n T_n^{\frac{2m+d}{2m}} \gg n^\theta \) for some
Remark 45. We note that as $f_n \in \Omega$, i.e. (Morrey’s Theorem) the compactness of minimisers.

Theorem 41. Assume $\Omega, \mu, \rho, K, h_n, T_n, \lambda_n, m, \{ \mathbf{t}_i \}_{i=1}^{T_n}$ and $\{ \mathbf{x} \}_{i=1}^{n}$ satisfy Assumptions (B1)-(B13). We define $\rho_n, h_n, \lambda_n, T_n$ as in Definition 39. Then, with probability one, for all $\Omega' \subset \subset \Omega$ we have

$$\|\rho_n, h_n, \lambda_n, T_n - \rho\|_{L^\infty(\Omega')} \to 0.$$

E.3 Convergence of minimisers

To show that minimisers of $E_{\text{con}}^{(p)}(\cdot; \rho_n)$ and $F_{\text{con}}^{(p)}(\cdot; \rho_n)$, where $\rho_n \to \rho$, converge to minimisers of $E_{\text{con}}^{(p)}(\cdot; \rho_n)$ we require a notion of convergence for functionals. For variational convergence the correct notion is $\Gamma$-convergence that we recall now.

Definition 42. Let $(\mathcal{X}, d)$ be a metric space. Let $F_n : \mathcal{X} \to \mathbb{R}$ for each $n \in \mathbb{N}$. We say that $(F_n)_{n \in \mathbb{N}}$ $\Gamma$-converges to $F : \mathcal{X} \to \mathbb{R}$ and write $\Gamma$-$\lim_{n \to +\infty} F_n = F$ if

1. (liminf inequality) for every $x \in \mathcal{X}$ and every $(x_n)_{n \in \mathbb{N}}$ such that $x_n \to x$ in $\mathcal{X}$,

$$F(x) \leq \liminf_{n \to +\infty} F_n(x_n);$$

2. (existence of recovery sequences) for every $x \in \mathcal{X}$, there exists some sequence $(x_n)_{n \in \mathbb{N}}$ such that $x_n \to x$ in $\mathcal{X}$ and

$$F(x) \geq \limsup_{n \to +\infty} F_n(x_n).$$

The following result then provides conditions for convergence of minimisers, the proof can be found in, for example, [64], [65].

Theorem 43. Let $(\mathcal{X}, d)$ be a metric space and $F_n : \mathcal{X} \to [0, +\infty]$ be a sequence of functionals. Let $x_n$ be a minimising sequence for $F_n$. If the set $\{x_n\}_{n=1}^{\infty}$ is precompact and $F_\infty = \Gamma$-$\lim_{n \to +\infty} F_n$ where $F_\infty : \mathcal{X} \to [0, +\infty]$ is not identically $+\infty$ then

$$\min_{\mathcal{X}} F_\infty = \lim_{n \to +\infty} \inf_{\mathcal{X}} F_n.$$ 

Furthermore any cluster point of $\{x_n\}_{n=1}^{\infty}$ is a minimiser of $F_\infty$.

The following lemma will be useful when considering our cases of $\Gamma$-convergence, and compactness of minimisers.

Lemma 44 (Morrey’s Theorem). Let $\Omega \subset \mathbb{R}^d$ be an extension domain for $W^{1,p}(\Omega)$ with finite measure (i.e. there exist a bounded linear operator $E : W^{1,p}(\Omega) \to W^{1,p}(\mathbb{R}^d)$ such that $Ef|_{\Omega} = f$ on $\Omega$ for every $f \in W^{1,p}(\Omega)$). Let $\{f_n\}_{n \in \mathbb{N}} \subset W^{1,p}(\Omega)$ be a uniformly bounded sequence. Then, if $p > d$ there exist a subsequence $\{f_{n_k}\}_{k \in \mathbb{N}}$ of $\{f_n\}_{n \in \mathbb{N}}$ and a function $f \in C^{0,\alpha}(\Omega)$ such that $f_{n_k} \to f$ as $k \to \infty$ in $C^{0,\alpha}(\Omega)$, for any $0 < \alpha < 1 - \frac{d}{p}$.

Remark 45. We note that as $C^{0,\alpha}(\Omega) \subset L^\infty(\Omega)$, compactness in $L^\infty(\Omega)$ follows.

To show compactness of minimisers, we require a slightly modified Poincaré inequality.
Lemma 46 (Poincaré Inequality). Let $p > d$ and $\Omega \subset \mathbb{R}^d$ be a connected extension domain for $W^{1,p}(\Omega)$ with finite measure. For $f \in W^{1,p}(\Omega)$, let
\[
\tilde{f} = \frac{1}{N} \sum_{i=1}^{N} f(x_i)
\]
for a fixed set $\{x_i\}_{i=1}^{N} \subset \Omega$. Then, there exists a constant $C$ such that for all $f \in W^{1,p}(\Omega)$,
\[
\|f - \tilde{f}\|_{L^p(\Omega)} \leq C \|
abla f\|_{L^p(\Omega)}
\]
Proof. The proof is very similar to the proof of the Poincaré inequality found in [66, Theorem 12.23], we just check that one can take the average value of $f$ over finitely many points. Assume for a contradiction that there exists a sequence $f_n \in W^{1,p}(\Omega)$ such that
\[
\|f_n - \tilde{f}_n\|_{L^p(\Omega)} \geq n \|
abla f_n\|_{L^p(\Omega)} > 0.
\]
Define a centralised, normalised sequence $v_n = \frac{f_n - \tilde{f}_n}{\|f_n - \tilde{f}_n\|_{L^p(\Omega)}}$, then $v_n \in W^{1,p}(\Omega)$, $\|v_n\|_{L^p(\Omega)} = 1$, $\bar{v}_n = 0$, and
\[
\|
abla v_n\|_{L^p(\Omega)} = \left\| \nabla \left( \frac{f_n - \tilde{f}_n}{\|f_n - \tilde{f}_n\|_{L^p(\Omega)}} \right) \right\|_{L^p(\Omega)} = \frac{\|\nabla f_n\|_{L^p(\Omega)}}{\|f_n - \tilde{f}_n\|_{L^p(\Omega)}} \leq \frac{1}{n}.
\]
Thus by Lemma 44, there exists a subsequence $\{v_{n_k}\}_{k \in \mathbb{N}}$ such that $v_{n_k} \to v$ in $L^\infty(\Omega)$. Further, we must have $\|v\|_{L^p(\Omega)} = 1$ and $\bar{v} = 0$.

Now consider a differentiable, compactly supported function $\varphi: \Omega \to \mathbb{R}$. Then for each derivative of $\varphi$ (using the Lebesgue dominated convergence theorem, integration by parts and Hölder’s inequality)
\[
\left| \int_{\Omega} v \frac{\partial \varphi}{\partial x_i} \, dx \right| = \lim_{k \to \infty} \left| \int_{\Omega} v_{n_k} \frac{\partial \varphi}{\partial x_i} \, dx \right| = \lim_{k \to \infty} \left| \int_{\Omega} \varphi \frac{\partial v_{n_k}}{\partial x_i} \, dx \right| \leq \|\varphi\|_{L^{p'}(\Omega)} \left\| \frac{\partial v_{n_k}}{\partial x_i} \right\|_{L^p(\Omega)} = 0.
\]
Then $\|\nabla v\|_{L^p(\Omega)} = 0$ so $v$ is constant, and as $\bar{v} = 0$ we must have that $v = 0$ which contradicts $\|v\|_{L^p(\Omega)} = 1$. Hence the required result holds. \qed

E.3.1 Convergence of the local model

We now state the compactness property for $\mathcal{E}_{\infty,\text{con}}^{(p)}(\cdot; \rho_n)$. Compactness of minimisers is a corollary.

Proposition 47. Assume that $\Omega, \mu, \eta, p, \rho_n$ and $\{x_i\}_{i=1}^{n}$ satisfy Assumptions (A1)-(A9). Then, any sequence $\{f_n\}_{n \in \mathbb{N}}$ satisfying $\sup_{n \in \mathbb{N}} \mathcal{E}_{\infty,\text{con}}^{(p)}(f_n; \rho_n) < +\infty$ is bounded in $W^{1,p}(\Omega)$ and precom-
pact in $C^{0,\alpha}(\Omega')$ for any $\Omega' \subset \subset \Omega$ and any $0 < \alpha < 1 - \frac{d}{p}$.

**Proof.** We show that $\{f_n\}_{n \in \mathbb{N}}$ is uniformly bounded in $W^{1,p}(\Omega')$. Compactness in $C^{0,\alpha}(\Omega')$ then follows from Lemma 44.

First, consider $\|\nabla f_n\|_{L^p(\Omega')}$. We note for sufficiently large $n$ that $\rho_n$ is strictly positive for a.e. $x \in \Omega'$, moreover by (A3) and (A9),

$$\rho_n(x) \geq \frac{\rho(x)}{\sqrt{2}} \geq \frac{\min_{x \in \Omega} \rho(x)}{\sqrt{2}},$$

for a.e. $x \in \Omega'$ and $n$ sufficiently large. Hence,

$$\mathcal{E}_{\infty,con}^{(p)}(f_n; \rho_n) \geq \mathcal{E}_{\infty,con}^{(p)}(f; \rho) = \sigma_n \int_{\Omega} |\nabla f_n(x)|^p \rho_n^2(x) \, dx \geq \frac{\sigma_n}{2} \min_{x \in \Omega} (\rho^2(x)) \|\nabla f_n\|_{L^p(\Omega')}^p.$$

Therefore $\sup_{n \in \mathbb{N}} \|\nabla f_n\|_{L^p(\Omega')} < +\infty$.

We are left to show $\sup_{n \in \mathbb{N}} \|f_n\|_{L^p(\Omega')} < +\infty$. By Minkowski’s inequality and Lemma 46:

$$\|f_n\|_{L^p(\Omega')} \leq \|f_n - f\|_{L^p(\Omega')} + |f| \sqrt{\text{Vol}(\Omega') \leq C \left( \|\nabla f_n\|_{L^p(\Omega')} + \frac{1}{N} \sum_{i=1}^N \bar{y}_i \right)}.$$

Since, by the previous argument, we can bound $\|\nabla f_n\|_{L^p(\Omega')}$ independently of $n$ we have that $\{f_n\}_{n \in \mathbb{N}}$ is bounded in $L^p(\Omega')$ as required.

An immediate corollary of the previous result is that minimisers of $\mathcal{E}_{\infty,con}^{(p)}(\cdot; \rho_n)$ are bounded.

**Corollary 48.** Assume that $\Omega, \mu, \eta, p, \rho_n$ and $\{x_i\}_{i=1}^n$ satisfy Assumptions (A1)-(A9). Then, minimisers of $\mathcal{E}_{\infty,con}^{(p)}(\cdot; \rho_n)$ are bounded in $W^{1,p}(\Omega')$ and precompact in $C^{0,\alpha}(\Omega')$ for any $\Omega' \subset \subset \Omega$ and any $\alpha \in (0, 1 - \frac{d}{p})$.

**Proof.** Choose any $f^i$ that smoothly interpolates between constraints, i.e. $\|f^i\|_{W^{1,p}(\Omega)} < +\infty$ and $f^i(x_1) = y_i$ for all $i = 1, \ldots, N$. Let $f_n$ be a minimiser of $\mathcal{E}_{\infty,con}^{(p)}(\cdot; \rho_n)$. Clearly $\mathcal{E}_{\infty,con}^{(p)}(f_n; \rho_n) \leq \mathcal{E}_{\infty,con}^{(p)}(f^i; \rho_n) \leq \sigma_n \|\rho_n\|_{L^p(\Omega')}^2 \|\nabla f^i\|_{L^p(\Omega')}$. In particular $\sup_{n \in \mathbb{N}} \mathcal{E}_{\infty,con}^{(p)}(f_n; \rho_n) < +\infty$, hence the result follows from Proposition 47.

We now consider $\Gamma$-convergence for $\mathcal{E}_{\infty,con}^{(p)}(\cdot; \rho_n)$.

**Lemma 49.** Assume that $\Omega, \mu, \eta, p, \rho_n$ and $\{x_i\}_{i=1}^n$ satisfy Assumptions (A1)-(A9). Then, $\mathcal{E}_{\infty,con}^{(p)}(\cdot; \rho_n)$ $\Gamma$-converges to $\mathcal{E}_{\infty,con}^{(p)}(\cdot; \rho)$.

**Proof.** Let $\Omega' \subset \subset \Omega$. We note that for each $n$ there exists $\delta_n$ such that for a.e. $x \in \Omega'$,

$$\rho(x) \left(1 - \frac{\delta_n}{\inf_{x \in \Omega} \rho(x)}\right) \leq \rho_n(x) \leq \rho(x) \left(1 + \frac{\delta_n}{\inf_{x \in \Omega} \rho(x)}\right) \quad \text{(E.12)}$$

where $\delta_n \to 0$ as $n \to +\infty$. This implies that

$$\left(1 - \frac{\delta_n}{\inf_{x} \rho(x)}\right)^2 \mathcal{E}_{\infty}^{(p)}(f; \rho|_{\Omega'}) \leq \mathcal{E}_{\infty}^{(p)}(f; \rho_n|_{\Omega'}) \leq \left(1 + \frac{\delta_n}{\inf_{x} \rho(x)}\right)^2 \mathcal{E}_{\infty}^{(p)}(f; \rho|_{\Omega'}) \quad \text{(E.13)}$$

Note that $\mathcal{E}_{\infty}^{(p)}(f; \rho) = \sigma_n \|\rho \nabla f\|_{L^p(\Omega)}$. This identity and (E.13) will be used to prove the two conditions for $\Gamma$-convergence.
Assume that Proposition 50.

We start with the compactness result.

**Lemma 49.**

Taking \( \Omega \)

Hence,

in (E.13):

For a given \((\text{Recovery sequence.})\) 

Assume that \([\Omega, \mu, \eta, p, \rho_n] \) satisfy Assumptions (A1)-(A9). Then, any sequence \(\{f_n\}_{n \in \mathbb{N}}\) satisfying \(\sup_{n \in \mathbb{N}} \mathcal{J}^p_{\infty, \text{con}}(f_n; \rho_n) < +\infty\) is precompact in \(L^p(\Omega')\) for any

**E.3.2 Convergence of the non-local model**

We start with the compactness result.

**Proposition 50.** Assume that \(\Omega, \mu, \eta, p, \rho_n\) and \(\{\mathbf{x}_i\}_{i=1}^n\) satisfy Assumptions (A1)-(A9). Then, any sequence \(\{f_n\}_{n \in \mathbb{N}}\) satisfying \(\sup_{n \in \mathbb{N}} \mathcal{J}^p_{\infty, \text{con}}(f_n; \rho_n) < +\infty\) is precompact in \(L^p(\Omega')\) for any
$\Omega' \subset \Omega$. Furthermore, if $f$ is a cluster point of \{fn\}n∈N in Lp(Ω) then $f \in C^{0,\alpha}(\Omega')$ for any $0 < \alpha < 1 - \frac{d}{p}$ and $f(x_i) = y_i$ for all $i = 1, \ldots, N$.

Proof. By [3, Lemma 4.3] there exists a mollifier $J$ such that $J$ has compact support in $B(0,1)$, $J \leq C\eta$ for some $C$, and

$$\mathcal{F}_{\varepsilon_n}^{(p)}(f_n; \rho_n) \geq C\varepsilon_n^{(}\mathcal{F}_{\varepsilon_n}^{(p)}(J_{\varepsilon_n} \ast f_n; 1_{\Omega}; \rho_n) \tag{E.17}$$

for any $\Omega' \subset \Omega$ with dist(Ω', ∂Ω) > $\varepsilon_n$, where $1_{\Omega'}$ is an indicator function over $\Omega'$. We have that supn∈N $\mathcal{E}_{\rho_n}^{(p)}(f_n; 1_{\Omega'}; \rho_n) < +\infty$ where $f_n = J_{\varepsilon_n} \ast f_n$. Since, for all $i = 1, \ldots, N$,

$$\tilde{f}_n(x_i) = \int_{B(0,\varepsilon_n)} J_{\varepsilon_n}(z) f_n(x_i - z) \, dz = y_i \int_{B(0,\varepsilon_n)} J_{\varepsilon_n}(z) \, dz = y_i \tag{E.18}$$

then $\mathcal{E}_{\rho_n}^{(p)}(\tilde{f}_n; 1_{\Omega'}; \rho_n) = \mathcal{E}_{\rho_n}^{(p)}(\tilde{f}_n; 1_{\Omega'}; \rho_n)$. By Proposition 47, \{\tilde{f}_n\}n∈N is bounded in $W^{1,p}(\Omega')$ and precompact in $C^{0,\alpha}(\Omega')$. Let $f_{nk} \rightharpoonup f$ in $C^{0,\alpha}(\Omega')$ as $k \to +\infty$. We claim that $f_{nk} \to f$ in $L^p(\Omega')$.

It is enough to show that $\|f_{nk} - \tilde{f}_n\|_{L^p(\Omega')} \to 0$. By Jensen’s inequality we have

$$\|f_{nk} - \tilde{f}_n\|_{L^p(\Omega')}^p = \int_{\Omega'} \left| f_{nk}(x) - \int_{B(0,\varepsilon_n)} J_{\varepsilon_n}(x-z) f_{nk}(z) \, dz \right|^p \, dx \leq \int_{\Omega'} \int_{B(0,\varepsilon_n)} J_{\varepsilon_n}(x-z) |f_{nk}(x) - f_{nk}(z)|^p \, dz \, dx \leq \frac{C\varepsilon_n^p}{\inf_{x \in \Omega} \rho_n^p(x)} \mathcal{F}_{\varepsilon_n}^{(p)}(f_{nk}; \rho_n) \to 0$$

It follows that \{fn\}n∈N is compact in $L^p(\Omega')$. 

As in the previous section the above compactness property can be applied to minimisers.

Corollary 51. Assume that Ω, μ, η, p, ρ and \{nx\}n=1 satisfy Assumptions (A1)-(A9). Then, minimisers of $\mathcal{F}_{\varepsilon_n}^{(p)}(\cdot; \rho_n)$ are precompact in $L^p(\Omega')$, for any $\Omega' \subset \Omega$. Furthermore if $f$ is a cluster point of \{fn\}n∈N in $L^p(\Omega')$ then $f \in C^{0,\alpha}(\Omega')$ for any $0 < \alpha < 1 - \frac{d}{p}$ and $f(x_i) = y_i$ for all $i = 1, \ldots, N$.

Proof. Let $R > 0$ satisfy mini,j∈{1,\ldots,N} |xi - xj| ≥ 3R. Choose any $f^i \in C^\infty(\Omega')$ that smoothly interpolates between constraints on balls of radius $R$ around each $x_i$ (for $i = 1, \ldots, N$), i.e. $\|f^i\|_{W^{1,p}(\Omega')} < +\infty$ and $f^i(x) = y_i$, for $x \in B(x_i, R)$, $i = 1, \ldots, N$. We assume $\varepsilon_n < R$ and let $L$ be the Lipschitz constant for $f^i$.

Let $f_n$ be a sequence of minimisers of $\mathcal{F}_{\varepsilon_n}^{(p)}$. Then,

$$\mathcal{F}_{\varepsilon_n}^{(p)}(f_n; \rho_n) \leq \mathcal{F}_{\varepsilon_n}^{(p)}(f^i; \rho_n) \leq \frac{L\|\rho_n\|_{L^\infty(\Omega)}^2}{\varepsilon_n^p} \int_{\Omega} \int_{\Omega} \eta_{\varepsilon_n}(|x-z|)|x-z|^p \, dx \, dz = L\|\rho_n\|_{L^\infty(\Omega)}^2 \text{Vol}(\Omega) \int_{\Omega} \eta(|x|)|x|^p \, dx = d\sigma_\eta L\|\rho_n\|_{L^\infty(\Omega)}^2 \text{Vol}(\Omega).$$

So, supn∈N $\mathcal{F}_{\varepsilon_n}^{(p)}(f_n; \rho_n) < +\infty$, hence the result follows from Proposition 50. 

□
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We now prove \( \Gamma \)-convergence.

**Lemma 52.** Assume that \( \Omega, \mu, \eta, p, \rho_n \) and \( \{x_i\}_{i=1}^n \) satisfy Assumptions (A1)-(A9). Then, \( \mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(\cdot; \rho_n) \) \( \Gamma \)-converges to \( \mathcal{E}_{\varepsilon, \text{con}}^{(p)}(\cdot; \rho) \).

**Proof.** We recall (E.12) and therefore for there exists a sequence \( \gamma_n \to 0 \) such that

\[
(1 - \gamma_n)^2 \mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(f; \rho(\Omega)) \leq \mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(f; \rho_n(\Omega)) \leq (1 + \gamma_n)^2 \mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(f; \rho(\Omega)) \tag{E.19}
\]

for all \( f \in L^p(\Omega) \).

**Liminf inequality.** Assume \( f_n \to f \) in \( L^p(\Omega) \) and \( \liminf_{n \to \infty} \mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(f_n; \rho_n) < \infty \) else the result is trivial. By recourse to a subsequence (relabelled) we assume that

\[
\liminf_{n \to \infty} \mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(f_n; \rho_n) = \lim_{n \to \infty} \mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(f_n; \rho_n).
\]

By the compactness property (Proposition 50) we have that \( f(x_i) = y_i \) for all \( i = 1, \ldots, N \). Now,

\[
\liminf_{n \to \infty} \mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(f_n; \rho_n) \geq \liminf_{n \to \infty} \mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(f_n; \rho_n) \geq \liminf_{n \to \infty} \mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(f_n; \rho_n) \geq \mathcal{E}_{\varepsilon_n}^{(p)}(f; \rho(\Omega)) \]

by [3, Lemma 4.6] and (E.19). By Fatou’s lemma \( \liminf_{n \to \infty} \mathcal{E}_{\varepsilon_n}^{(p)}(f; \rho(\Omega)) \geq \mathcal{E}_{\varepsilon_n}^{(p)}(f; \rho) \), hence

\[
\liminf_{n \to \infty} \mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(f_n; \rho_n) \geq \mathcal{E}_{\varepsilon_n}^{(p)}(f; \rho).
\]

Since the constraints are satisfied then \( \mathcal{E}_{\varepsilon_n}^{(p)}(f; \rho) = \mathcal{E}_{\varepsilon_n, \text{con}}^{(p)}(f; \rho) \).

**Recovery sequence.** We prove the recover sequence in three parts.

**Part 1:** Assume \( f \in W^{1,p}(\Omega) \) is Lipschitz continuous with \( \mathcal{E}_{\varepsilon_n, \text{con}}^{(p)}(f; \rho) < \infty \) and \( \eta \) has compact support in \( B(0, M) \). We define

\[
f_n(x) = \begin{cases} 
y_i & \text{if } |x - x_i| < \varepsilon_n \text{ for } i = 1, \ldots, N \\
f(x) & \text{else.}
\end{cases}
\]

Then as \( f_n \) and \( f \) agree away from the constraints,

\[
\|f_n - f\|_{L^p(\Omega)}^p = \int_{\Omega} |f_n(x) - f(x)|^p \, dx, \\
= \int_{\cup_{i=1}^N B(x_i, \varepsilon_n)} |y_i - f(x)|^p \, dx, \\
\leq \text{Lip}(f)^p \sum_{i=1}^N \int_{B(x_i, \varepsilon_n)} |x_i - x|^p \, dx \\
\leq \text{Lip}(f)^p N \varepsilon_n^p \text{Vol}(B(0, \varepsilon_n)) \\
\leq C \varepsilon_n^{p+d}.
\]

Hence, \( f_n \to f \) in \( L^p(\Omega) \).
We recall the following: for all \( \xi > 0 \) there exists a constant \( C_\xi > 0 \) such that, for any \( a, b \in \mathbb{R}^d \),

\[
|a|^p - |b|^p \leq \xi |b|^p + C_\xi |a - b|^p.
\]

So, for a fixed \( \xi > 0 \),

\[
\mathcal{F}_{\varepsilon_n}^{(p)}(f_n; \rho) - \mathcal{F}_{\varepsilon_n}^{(p)}(f; \rho)
\]

\[
= \frac{1}{\varepsilon_n^p} \int_\Omega \int_\Omega \eta_n(|x - z|) \left( |f_n(x) - f_n(z)|^p - |f(x) - f(z)|^p \right) \rho(x) \rho(z) \, dx \, dz
\]

\[
\leq \frac{\xi}{\varepsilon_n^p} \int_\Omega \int_\Omega \eta_n(|x - z|) |f(x) - f(z)|^p \rho(x) \rho(z) \, dx \, dz
\]

\[
+ \frac{C_\xi}{\varepsilon_n^p} \int_\Omega \int_\Omega \eta_n(|x - z|) |f_n(x) - f_n(z) - f(x) + f(z)|^p \rho(x) \rho(z) \, dx \, dz
\]

\[
\leq \xi \mathcal{F}_{\varepsilon_n}^{(p)}(f; \rho) + \frac{2pC_\xi \|\rho\|_{L^\infty(\Omega)}^2}{\varepsilon_n^p} \int_\Omega \int_\Omega \eta_n(|x - z|) |f_n(x) - f(x)|^p \, dx \, dz
\]

\[
+ \xi \frac{\|\rho\|_{L^\infty(\Omega)}^2}{\varepsilon_n^p} \int_{\mathbb{R}^d} \eta(|x|) \|f_n - f\|_{L^p(\Omega)}^p
\]

\[
\leq \xi \mathcal{F}_{\varepsilon_n}^{(p)}(f; \rho) + \tilde{C}_\xi \varepsilon_n^d.
\]

Hence, \( \mathcal{F}_{\varepsilon_n}^{(p)}(f_n; \rho_n) \leq (1 + \xi) \mathcal{F}_{\varepsilon_n}^{(p)}(f; \rho) + O(\varepsilon_n^d) \).

Applying the above to (E.19) we have,

\[
\mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(f_n; \rho_n) \leq \mathcal{F}_{\varepsilon_n}^{(p)}(f_n; \rho) + \frac{2}{\varepsilon_n^p} \int_\Omega \int_\Omega \eta_n(|x - z|) |f(x) - f(z)|^p \rho_n(x) \rho_n(z) \, dx \, dz
\]

\[
\leq (1 + \xi) \mathcal{F}_{\varepsilon_n}^{(p)}(f; \rho) + O(\varepsilon_n^d)
\]

\[
+ \frac{2\|\rho_n\|_{L^\infty(\Omega')}^2 \text{Lip}(f)}{\varepsilon_n^p} \int_{\text{dist}(z, \partial\Omega) \leq d_H(\Omega, \Omega')} \int_{\Omega \Delta \Omega'} \eta_n(|x - z|) |x - z|^p \, dx \, dz
\]

\[
\leq (1 + \xi) \mathcal{F}_{\varepsilon_n}^{(p)}(f; \rho) + O(\varepsilon_n^d)
\]

\[
+ 2d\sigma_q \text{Lip}(f) \text{Vol}(\{z : \text{dist}(z, \partial\Omega) \leq d_H(\Omega, \Omega') + M\varepsilon_n\}) \sup_{n \in \mathbb{N}} \|\rho_n\|_{L^\infty}^2.
\]

By [3, Lemma 4.6] we have \( \limsup_{n \to \infty} \mathcal{F}_{\varepsilon_n}^{(p)}(f; \rho) \leq \mathcal{E}_{\infty}^{(p)}(f; \rho) = \mathcal{E}_{\infty, \text{con}}^{(p)}(f; \rho) \). So taking \( n \to \infty \) followed by \( \xi \to 0 \) and \( \Omega' \to \Omega \) we have,

\[
\limsup_{n \to \infty} \mathcal{F}_{\varepsilon_n, \text{con}}^{(p)}(f_n; \rho_n) \leq \mathcal{E}_{\infty, \text{con}}^{(p)}(f; \rho).
\]

**Part 2:** We still assume that \( f \) is Lipschitz continuous but relax the compact support assumption on \( \eta \). Assume \( \eta \) satisfies the integrability condition in (A7). We define \( \mathcal{F}_{\varepsilon_n}^{(p)}(\cdot; \rho, \eta) \) to be the functional \( \mathcal{F}_{\varepsilon_n}^{(p)}(\cdot; \rho) \) with weight function \( \eta \). Then, we let \( \eta^M(t) = \eta(t)\mathbb{1}_{t \leq M} \). Now,

\[
\mathcal{F}_{\varepsilon_n}^{(p)}(f; \rho_n, \eta) = \mathcal{F}_{\varepsilon_n}^{(p)}(f; \rho_n, \eta^M) + \frac{1}{\varepsilon_n^p} \int_{|x - z| > M\varepsilon_n} \eta_n(|x - z|) |f(x) - f(z)|^p \rho_n(x) \rho_n(z) \, dx \, dz.
\]
We can apply part 1 to the first term on the right hand side. For the second term, for each \( z \in \Omega \),
\[
\frac{1}{\varepsilon_n} \int_{|x-z|>M\varepsilon_n} \eta_{\varepsilon_n}(|x-z|)|f(x) - f(z)|^p \rho_n(x) \, dx \leq \text{Lip}(f)\|\rho_n\|_{L^\infty} \int_{|w|\geq M} \eta(|w|)|w|^p \, dw.
\]
Hence, (using \( \eta^M \leq \eta \))
\[
\limsup_{n \to \infty} F_{\varepsilon_n}^{(p)}(f; \rho_n, \eta) \leq \mathcal{E}_{\infty}^{(p)}(f; \rho, \eta) + \text{Lip}(f) \sup_{n \in \mathbb{N}} \|\rho_n\|_{L^\infty}^2 \text{Vol}(\Omega) \int_{|w|\geq M} \eta(|w|)|w|^p \, dw.
\]
By the monotone convergence theorem, taking \( M \to \infty \) we have
\[
\limsup_{n \to \infty} F_{\varepsilon_n}^{(p)}(f; \rho_n, \eta) \leq \mathcal{E}_{\infty}^{(p)}(f; \rho, \eta)
\]
as required.

Part 3: Since Lipschitz functions are dense in \( W^{1,p} \) we can, as is usual in \( \Gamma \)-convergence arguments, conclude by a diagonalisation argument. \( \square \)

E.4 Convergence of density estimates

In the following two subsections we prove that the kernel density estimate, and the spline kernel density estimate, satisfy Assumption (A9).

E.4.1 Convergence of the kernel density estimate

Our result is an easy consequence of the following theorem due to [11, Theorem 2.3].

**Theorem 53.** Let \( K = \phi \circ \xi \) where \( \phi \) is a bounded function of bounded variation and \( \xi \) is a polynomial. Assume \( x_i \overset{iid}{\sim} \mu \) where \( \mu \in \mathcal{P}(\mathbb{R}^d) \) has a bounded density \( \rho \). Assume \( h_n \) satisfies
\[
h_n \to 0^+, \quad \frac{n h_n^d}{|\log(h_n)|} \to \infty, \quad \frac{|\log(h_n)|}{\log \log(n)} \to \infty, \quad \text{and} \quad h_n \leq c h_{2n}
\]
for some \( c > 0 \). Define \( \rho_{n,h} \) as in (E.8) and \( \bar{\rho}_h \) by
\[
\bar{\rho}_h(x) = \mathbb{E}_{\rho_n,h}(x) = \int_{\mathbb{R}^d} K_h(x-z) \, d\mu(z).
\]
Then there exists \( C > 0 \) such that, with probability one,
\[
\limsup_{n \to \infty} \sqrt{\frac{n h_n^d}{|\log(h_n)|}} \|\rho_{n,h} - \bar{\rho}_h\|_{L^\infty(\mathbb{R}^d)} = C.
\]
As remarked in Section E.2.5 [11] treats a more general class of kernels \( K \) and for example one could also include kernels of the form \( K = 1_{[-1,1]^d} \). We now prove Theorem 40.

**Proof of Theorem 40.** We extend \( \rho \) to the whole of \( \mathbb{R}^d \) by setting \( \rho(x) = 0 \) for all \( x \in \mathbb{R}^d \setminus \Omega \). Now, for any \( \Omega' \subset \subset \Omega \),
\[
\|\rho_{n,h} - \rho\|_{L^\infty(\Omega')} \leq \|\rho_{n,h} - \bar{\rho}_h\|_{L^\infty(\Omega')} + \|\bar{\rho}_h - \rho\|_{L^\infty(\Omega')}
\]
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the first term on the RHS goes to zero by Theorem 53. For the second term we define

\[ \tilde{\Omega} = \left\{ x \in \Omega : \inf_{z \in \Omega} |x - z| \leq \frac{1}{2} d_H(\Omega^\prime, \Omega) \right\} \]

where \( d_H \) is the Hausdorff distance, and choose \( \delta > 0 \). Since \( \rho \) is uniformly continuous on \( \tilde{\Omega} \) there exists \( R_\delta > 0 \) such that for all \( x, z \in \tilde{\Omega} \) with \( |x - z| < R_\delta \) we have \( |\rho(x) - \rho(z)| \leq \delta \). Let \( \operatorname{spt}(K) \subset B(0, M) \), and assume \( n \) is large enough so that

\[ h_n \leq \frac{1}{M} \min \left\{ \frac{1}{2} d_H(\Omega^\prime, \Omega), R_\delta \right\}. \]

Then, for any \( x \in \Omega^\prime \),

\[ |\bar{\rho}_{h_n}(x) - \rho(x)| = \left| \int_{\mathbb{R}^d} K_{h_n}(x - z) (\rho(z) - \rho(x)) \, dz \right| \]

\[ \leq \int_{\mathbb{R}^d} |K_{h_n}(x - z)||\rho(z) - \rho(x)| \, dz \]

\[ \leq \delta \|K\|_{L^1(\mathbb{R}^d)}. \]

Hence \( \lim_{n \to \infty} \|\bar{\rho}_{h_n} - \rho\|_{L^\infty(\Omega^\prime)} \leq \delta \|K\|_{L^1(\mathbb{R}^d)}. \) Since \( \delta > 0 \) is arbitrary we have shown \( \lim_{n \to \infty} \|\bar{\rho}_{h_n} - \rho\|_{L^\infty(\Omega^\prime)} = 0 \) as required. \( \square \)

The following result allows us to extend the convergence to sets \( \Omega_h \) where

\[ \Omega_h = \{ x \in \Omega : \operatorname{dist}(x, \partial \Omega) \geq h \} \]. \hspace{2cm} (E.20)

**Lemma 54.** If in addition to the assumptions in Theorem 40 we assume that \( \rho \) is Lipschitz continuous on \( \Omega \), then

\[ \lim_{n \to \infty} \|\rho_{n,h_n} - \rho\|_{L^\infty(\Omega_{Mh_n})} = 0 \]

where \( \Omega_h \) is defined by (E.20).

**Proof.** Analogously to the proof of Theorem 40 we have

\[ \|\rho_{n,h_n} - \rho\|_{L^\infty(\Omega_{Mh_n})} \leq \|\rho_{n,h_n} - \bar{\rho}_{h_n}\|_{L^\infty(\mathbb{R}^d)} + \|\bar{\rho}_{h_n} - \rho\|_{L^\infty(\Omega_{h_n})} \]

where the first term goes to zero by Theorem 53. The second term goes to zero uniformly by, for all \( x \in \Omega_{Mh_n} \),

\[ |\bar{\rho}_{h_n}(x) - \rho(x)| \leq \int_{\mathbb{R}^d} |K_{h_n}(x - z)||\rho(z) - \rho(x)| \, dz \]

\[ \leq \operatorname{Lip}(\rho) h_n \int_{\mathbb{R}^d} |K(w)||w| \, dw. \]

Hence \( \|\bar{\rho}_{h_n} - \rho\|_{L^\infty(\Omega_{h_n})} \to 0 \) as required. \( \square \)
E.4.2 Convergence of the spline kernel density estimate

Our method relies on the result of [27] (given below), where almost sure \( H^m \) error estimates were constructed for multivariate spline functions from data with uncorrelated, centred noise with results from [63]. Here we adapt the results to suit SKDE. By the linearity of the smoothing spline functional we can write

\[
\rho_{n,h,\lambda,T} = S_{\lambda,T}(\rho + v_{n,h} - \bar{v}_{n,h}) + S_{\lambda,T}(\bar{v}_{n,h})
\]

where

\[
v_{n,h} = \rho_{n,h} - \rho
\]

\[
\bar{v}_{n,h} = \mathbb{E}v_n = \int_{\Omega} K(x)(\rho(x) - \rho(n)) \, dx.
\]

By the triangle inequality, for \( \Omega' \subset \subset \Omega \),

\[
\|\rho_{n,h,\lambda,T} - \rho\|_{H^m(\Omega')} \leq \|S_{\lambda,T}(\rho + v_{n,h} - \bar{v}_{n,h}) - \rho\|_{H^m(\Omega')} + \|S_{\lambda,T}(\bar{v}_{n,h})\|_{H^m(\Omega')}.
\]

The first term on the right hand side can be bounded by following theorem found in [27, Theorem 4.1].

**Theorem 55.** In addition to Assumptions (B1),(B8)-(B11) on \( \Omega, T_n, m \) and \( \{t_i\}_{i=1}^{T_n} \), assume \( \delta_n \in \mathbb{R}^{T_n} \) are random variables satisfying \( \mathbb{E}\delta_n,i = 0 \), for all \( i, \delta_n,i \) is independent of \( \delta_n,j \) for all \( i \neq j \), and

\[
\forall r \in \mathbb{N}, \quad \exists C = C(r) \quad \text{such that} \quad \forall n \in \mathbb{N}, \forall i = 1, \ldots, T_n \quad \text{we have} \quad \mathbb{E}|\delta_n,i|^{2r} \leq C.
\]

Define \( S_{\lambda,T} \) by (E.11) and \( P_T \) by (E.10). Then, for \( f \in H^m(\Omega) \),

\[
\lim_{n \to \infty} \|S_{\lambda,n}(P_{T_n}(f) + \delta_n) - f\|_{H^m(\Omega)} = 0
\]

with probability one.

It is easy to check that for \( \delta_n = P_{T_n}\{v_{n,h_n} - \bar{v}_{n,h_n}\} \) that \( \delta_n,i \) are independent whenever \( \text{Sep}(T_n) \geq 2Mh_n \) where \( \text{spt}(K) \subset B(0, M) \). Moreover,

\[
\mathbb{E}|\delta_n,i|^{2r} \leq 2^{2r}\mathbb{E}\|\rho_{n,h_n} - \rho\|_{L^\infty(\Omega_{h_n})}^{2r}
\]

for \( \{t_i\}_{i=1}^{T_n} \subset \Omega_{Mh} \) and therefore, by Lemma 54, the RHS converges to zero. Hence, we can apply the above theorem to infer that \( \|S_{\lambda,n}(\rho + v_{n,h_n} - \bar{v}_{n,h_n}) - \rho\|_{H^m(\Omega')} \to 0 \) with probability one.

**Theorem 56.** Under the conditions of Theorem 41 with probability one, for all \( \Omega' \subset \subset \Omega \), we have

\[
\|\rho_{n,h_n}\lambda,T_n - \rho\|_{H^m(\Omega')} \to 0.
\]

**Proof.** By the preceding argument and Theorem 55 it is enough to show that \( \|S_{\lambda,n}(\bar{v}_{n,h_n})\|_{H^m(\Omega')} \to 0 \). Let \( \gamma_n = S_{\lambda,n}(\bar{v}_{n,h_n}) \) and \( \Gamma_n \) be the \( T_n \times T_n \) matrix satisfying

\[
\mathbf{z}^\top \Gamma_n \mathbf{z} = \min \left\{ \|\nabla^m u\|_{L^2(\Omega)}^2 : u \in H^m(\Omega), u(t_i) = z_i, \forall i = 1, \ldots, T_n \right\}.
\]
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One has, see [63, Section 5],
\[
\frac{1}{T_n} \sum_{i=1}^{T_n} |\gamma_n(t_i)|^2 \leq \frac{1}{T_n} \bar{p}_{n,h_n} A_n^2 \bar{p}_{n,h_n} \leq \frac{1}{T_n} \|\bar{p}_{n,h_n}\|_{L^{\infty}(\Omega_{Mhn})}^2 \text{tr}(A_n^2)
\]
\[
\|\nabla^m \gamma_n\|_{L^2(\Omega)} = \frac{1}{T_n \lambda_n} \bar{p}_{n,h_n} (A_n - A_n^2) \bar{p}_{n,h_n} \leq \frac{1}{T_n \lambda_n} \|\bar{p}_{n,h_n}\|_{L^{\infty}(\Omega_{n,hn})}^2 \text{tr}(A_n)
\]
where \(A_n = (\text{Id} + \lambda_n T_n \Gamma_n)^{-1}\). By [63, Theorem 5.3] there exists \(C_1 > 0, C_2 > 0\) and \(M > 0\) such that
\[
\alpha_i^{(n)} = 0 \quad \forall i = 1, \ldots, M \quad \text{and} \quad C_1 \alpha_i^{(n)} \leq \alpha_i^{(n)} \leq C_2 \alpha_i^{(n)} \quad \forall i = M + 1, \ldots, T_n
\]
where \(\alpha_i^{(n)}\) are the ordered eigenvalues of \(T_n \Gamma_n\). Hence,
\[
\text{tr}(A_n^2) = \sum_{i=1}^{T_n} \frac{1}{(\alpha_i^{(n)} \lambda_n + 1)^2} \leq M + \sum_{i=M+1}^{T_n} \frac{1}{(C_2 \alpha_i^{(n)} \lambda_n + 1)^2} \leq M + \int_M^{T_n} \frac{1}{(C_2 t^{\frac{2d}{m}} + 1)^2} \, dt \leq M + \frac{1}{(C_1 \lambda_n)^{\frac{2d}{m}}} \int_0^{\infty} \frac{1}{(s^{\frac{2d}{m}} + 1)^2} \, ds
\]
and similarly,
\[
\text{tr}(A_n) \leq M + \frac{1}{(C_1 \lambda_n)^{\frac{d}{m}}} \int_0^{\infty} \frac{1}{s^{\frac{d}{m}} + 1} \, ds.
\]
So,
\[
\frac{1}{T_n} \sum_{i=1}^{T_n} |\gamma_n(t_i)|^2 \leq \frac{\hat{C}}{T_n \lambda_n^{\frac{d}{m}}} \|\bar{p}_{n,h_n}\|_{L^{\infty}(\Omega_{Mhn})}^2 \\
\|\nabla^m \gamma_n\|_{L^2(\Omega)} \leq \frac{\hat{C}}{T_n \lambda_n^{\frac{d}{m}}} \|\bar{p}_{n,h_n}\|_{L^{\infty}(\Omega_{n,hn})}^2
\]
By [63, Theorem 3.4] we can bound
\[
\|\gamma_n\|_{H^m(\Omega')}^2 \leq C' \left( \frac{1}{T_n} \sum_{i=1}^{T_n} |\gamma_n(t_i)|^2 + \|\nabla^m \gamma_n\|_{L^2(\Omega')}^2 \right) \leq \frac{\hat{C}}{T_n \lambda_n^{\frac{2d}{m}}} \frac{\|\bar{p}_{n,h_n}\|_{L^{\infty}(\Omega_{Mhn})}^2}{T_n \lambda_n^{\frac{d}{m}}}
\]
Hence, \(\gamma_n \to 0\) in \(H^m(\Omega')\) as required.

The proof of Theorem 41 is now, due to Sobolev embeddings (in particular Morrey’s inequality), just a corollary of the above theorem since \(m > \frac{d}{2}\).
E.5 Numerical experiments

To provide evidence of the convergence results stated in this paper, we consider numerical examples of the KDE and SKDE, construct methods to determine the minimisers of different $p$-Dirichlet energies, and provide example computations and error estimates. We compare our results in terms of computation time with [4]. By approximating the densities and discretising on a coarser grid we introduce another source of error which could be significant for small data sizes, hence our method is not state-of-the-art in the small data regime. On the other hand, discrete based methods fairly quickly become computationally infeasible whereas the continuum limit based numerical method controls the computational cost allowing one to apply the method to very large datasets; this is the regime where our approach is state-of-the-art.

E.5.1 Setup

We consider the domain $\Omega = [0,1] \times [0,1]$, and sample from three different densities:

\[
\rho_1(x,y) = 1, \\
\rho_2(x,y) = \frac{1}{N_2}(xy + 0.2), \\
\rho_3(x,y) = \frac{1}{N_3}(\cos(6\pi((x - 0.5)^2 + (y - 0.2)^2))/3 + 0.5),
\]

where $N_2, N_3$ are normalisation constants. The densities are plotted in Figure E.2.

![Figure E.2: Three densities considered in the examples. Left: $\rho_1$, centre: $\rho_2$, right: $\rho_3$.](image)

For simplicity, we position 16 constraints uniformly across the domain, and labels are given using the formula:

\[
C(x,y) = 4\left(x - \frac{1}{2}\right)^2 + \left(y - \frac{1}{2}\right)^2.
\]

The constraints are presented graphically in Figure E.3.

Code is based on the pseudo-spectral code base 2DChebClass, [67]. The numerical methods used in this paper also rely on boundary patching methods. A version of 2DChebClass which includes boundary patching and $p$-Dirichlet minimisation is available upon request.
E.5.2 Density estimation

Numerical method

For the numerical results of the density estimate, we discretise the domain $\Omega$ uniformly with $D = 2^{10}$ evenly spaced grid points in each dimension and consider 

$$\tilde{\Omega}_D = \{(x_i, y_j), x_i = \frac{i}{D-1}, y_j = \frac{j}{D-1}, i, j = 0, \ldots, (D-1)\}.$$ 

We choose $D$ large, so that discretization errors are small. We sample from non-uniform densities using the MATLAB function `pinky` [68]. For the density estimates we consider two measures of error, given a density estimate $\rho_n$, we consider the $L^2$ error:

$$\|\rho_n - \rho\|_{L^2(\Omega')} = \int_{\Omega'} |\rho_n(x) - \rho(x)|^2 \, dx \approx \frac{1}{D^2} \sum_{i,j=0}^{D-1} \mathbb{1}_{(x_i, y_j) \in \Omega'} |\rho_n(x_i, y_j) - \rho(x_i, y_j)|^2,$$

and the $L^\infty$ error:

$$\|\rho_n - \rho\|_{L^\infty(\Omega')} = \sup_{x \in \Omega'} |\rho_n(x) - \rho(x)| \approx \sup_{(x,y) \in \tilde{\Omega}_D' \cap \Omega'} |\rho_n(x, y) - \rho(x, y)|.$$

As we are only interested in the local approximation to the density, we construct the $L^\infty$ and $L^2$ errors on $\Omega' = [0.01, 0.99] \times [0.01, 0.99]$. Kernel density estimates and smoothing splines are well studied, so we can utilise built-in functions in MATLAB in our calculations. We construct the KDE using the built-in function `mvksdensity` using Gaussian kernels (which are kernel functions of order 2). To construct the SKDE we use the built-in function `spaps`. For simplicity, we take the knots $\{t_i\}_{i=1}^T$ to be evenly spaced across the domain. An example of samples from $\rho_2$ and the associated KDE and SKDE is given in Figure E.4.

Results and discussion

We present the $L^\infty$ errors for the density and the derivative in Figure E.5 and Figure E.6. We take $T = 2^{12}$ and $\lambda = 10^{-6}$. For simplicity $T$ and $\lambda$ remain fixed in the experiments.

Figures E.5 and E.6 show that the SKDE does no worse that the KDE, and often performs better, in terms of $L^\infty$ error. Occasionally, we see that the $L^\infty$ error for the SKDE is greater.
than the KDE. This may be because of larger fluctuations in the derivatives, where the SKDE over-smooths the KDE. For all three densities, the KDE density error has an optimal choice of bandwidth $h$, as predicted by the theory.

Although in some cases the improved approximation due to smoothing splines is small, they also provide additional robustness in the choice of bandwidth $h$, with very little additional computation cost. We present the computation time for the KDE and SKDE in Figure E.7. The computation time for different densities is almost identical, and the inclusion of a smoothing spline approximation is negligible in cost. We note that the computational cost of kernel density estimation can also be significantly reduced using parallelisation.

E.5.3 $p$-Dirichlet energy minimisation

We wish to compare the accuracy and efficiency of different Dirichlet energies on different densities. In contrast to the discrete $p$-Dirichlet energies, the continuum $p$-Dirichlet energies are not prohibitively expensive when $n$ is large. However, when $d$ is large, standard numerical methods become computationally intractable as the number of discretization points increases exponentially in dimension. It is an area of future work to construct a numerical scheme which can find the minimiser of (E.2) when $d$ is large, perhaps under additional assumptions on the underlying probability density of the data. For now, we restrict our numerical investigation to problems with $d = 2$, and
focus on the large data problem, rather than the large dimension problem.

Numerical methods

When $p \neq 2$, the minimisation problem (E.6) we must consider is nonlinear. Therefore, to construct minimisers for the different $p$-Dirichlet energies we use gradient descent.

Discrete $p$-Dirichlet energies  For (E.1) we consider the gradient flow

$$
\frac{\partial f(x_i)}{\partial t} = \begin{cases} 
0 & i = 1, \ldots, N, \\
- \frac{p}{\varepsilon_n n^2} \sum_{j=1}^{n} W_{ij}(f(x_j) - f(x_i))|f(x_j) - f(x_i)|^{p-2} & \text{else},
\end{cases}
$$

$$
=: \nabla E_{n,\text{con}}^{(p)}(f)(x_i).
$$

By construction, the solution to $\nabla E_{n,\text{con}}^{(p)}(f) = 0$ is the minimiser of $E_{n,\text{con}}^{(p)}$. To find the minimiser we start with an initial guess $f_0$ (where $f_0$ agrees with the constraints), discretise time and advance via a timestep $\tau$. Thus, at the $k^{th}$ step:

$$
f_{k+1}(x_i) = f_k(x_i) - \tau \nabla E_{n,\text{con}}^{(p)}(f_k)(x_i) \quad i = N + 1, N + 2, \ldots, n.
$$
Gradient descent is an important and well studied method in optimisation. Nesterov accelerated gradient descent [69] improves convergence to $O\left(\frac{1}{k^2}\right)$, compared to the result for standard gradient descent, which has a convergence rate of $O\left(\frac{1}{k}\right)$. Adaptive gradient descent methods such as ADAM [70] can further speed up convergence. Proof of convergence of ADAM for convex functions was originally provided in [70], and improvements in the proof were later provided by [71], although there is still some contention in the literature of this result [72].

However, independent of the gradient descent algorithm applied, the computation time of the minimisation problem scales as $O(n^3)$. Difficulties also arise when trying to choose the correct value for $\varepsilon_n$. The asymptotic bounds (E.7) provide some reference for a good value to take, but it is uncertain what value will provide a good result for a particular number of samples $n$.

For state-of-the-art calculation of the discrete $p$-Dirichlet minimiser, we use the Newton iteration method and homotopy discussed in [4], which reduces the computational cost to $O(n^2)$. In this case the graph is connected using $k$ nearest neighbours calculations, to avoid complications in choosing $\varepsilon_n$. We present the computation times for this method on our examples in fig. E.11b.

Continuum $p$-Dirichlet energies For the continuum $p$-Dirichlets, we require gradient descent on a continuum rather than on discrete data points. The associated gradient flow is found by calculating the Gateaux derivative of $E^{(p)}_\infty$. For any $v \in W^{1,p}(\Omega)$,
\[
\partial E^{(p)}_\infty(u; v) := \lim_{\delta \to 0^+} \frac{1}{\delta} \left(E^{(p)}_\infty(u + \delta v) - E^{(p)}_\infty(u)\right),
\]
\[
= p\sigma_\eta \int_{\partial\Omega} v|\nabla u|^{p-2}\rho^2\nabla u \cdot dS - p\sigma_\eta \int_{\Omega} v \text{div}(\nabla u|\nabla u|^{p-2}\rho^2) \, dx.
\]
The minimiser will therefore satisfy
\[
|\nabla u|^{p-2}\nabla u \cdot \eta \rho^2 \mathbb{1}_{\partial\Omega} - \text{div}(\nabla u|\nabla u|^{p-2}\rho^2) = 0,
\]
where $\mathbb{1}$ is an indicator function and $\eta$ is the outward unit normal to the surface $\partial\Omega$. To find the minimiser we can perform gradient descent using
\[
\frac{\partial u}{\partial t} = \begin{cases} 
\text{div}(\nabla u|\nabla u|^{p-2}\rho^2) & \text{on } \Omega \setminus \partial\Omega, \\
-|\nabla u|^{p-2}\nabla u \cdot \eta \rho^2 + \beta \text{div}(\nabla u|\nabla u|^{p-2}\rho^2) & \text{on } \partial\Omega, \\
0, & \text{at } x_i, i = 1, \ldots, N
\end{cases} \quad (E.21)
\]
where $\beta$ is a parameter which allows flux through the boundary $\partial\Omega$. In our simulations we take $\beta = 0.01$.

For each gradient step, we need to approximate spacial derivatives of $\rho$ and $f$. We use pseudo-spectral methods [73] and domain decomposition [74] to accurately and efficiently apply gradient descent. Pseudo-spectral (or collocation) methods are popular methods in the construction of numerical solutions to PDEs. Provided the function in consideration is suitably smooth, these methods produce high precision on coarse meshes.

To gain some intuition of the pseudo-spectral methodology, we consider the one dimensional case on a periodic domain. For a function $f : \mathbb{R} \to \mathbb{R}$ discretised on a uniform grid $\{x_1, \ldots, x_D\}$, where $|x_i - x_{i+1}| = h$, the finite difference approximation $g : \mathbb{R} \to \mathbb{R}$ of the derivative $f'$ at points
\[ f'(x_i) \approx g(x_i) = \frac{f(x_{i+1}) - f(x_{i-1})}{2h} \]

We can write this as a matrix multiplication, involving a sparse matrix,

\[
\begin{pmatrix}
g(x_1) \\
g(x_2) \\
\vdots \\
g(x_D)
\end{pmatrix}
= h^{-1}
\begin{pmatrix}
0 & \frac{1}{2} & \cdots & -\frac{1}{2} \\
-\frac{1}{2} & 0 & \cdots & 0 \\
0 & \cdots & 0 & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2} & 0 & \cdots \\
\end{pmatrix}
\begin{pmatrix}
f(x_1) \\
f(x_2) \\
\vdots \\
f(x_D)
\end{pmatrix}
\]

This approximation is then accurate to \( O(h^2) \), where \( h \) is the distance between two grid points.

We may also consider a finite difference approximation which includes the four nearest points,

\[ f'(x_i) \approx g(x_i) = \frac{-f(x_{i+2}) + 8f(x_{i+1}) - 8f(x_{i-1}) + f(x_{i-2})}{12h} \]

which can be written as another matrix multiplication with matrix,

\[
\begin{pmatrix}
g(x_1) \\
g(x_2) \\
\vdots \\
g(x_D)
\end{pmatrix}
= h^{-1}
\begin{pmatrix}
\cdots & -\frac{1}{12} & \frac{1}{12} & \frac{1}{3} & \cdots \\
\cdots & \frac{1}{12} & -\frac{1}{12} & 0 & \cdots \\
\cdots & 0 & \cdots & 0 & \cdots \\
\cdots & \frac{1}{12} & -\frac{1}{12} & \frac{1}{3} & \cdots \\
\frac{2}{3} & -\frac{1}{12} & \cdots & \cdots & \cdots \\
\end{pmatrix}
\begin{pmatrix}
f(x_1) \\
f(x_2) \\
\vdots \\
f(x_D)
\end{pmatrix}
\]

this then increases the order of convergence to \( O(h^4) \), but computation is more expensive, as the matrix representation of differentiation is less sparse. Spectral methods can be thought of as a limiting finite difference approximation. Under the assumption that the solution is periodic and infinitely differentiable, by considering a discretization in the Fourier domain, we can construct dense differentiation matrices in the spatial domain which can provide \( O(h^m) \) convergence for every \( m \). These results can be extended to non-periodic domains by using Chebyshev polynomials instead of a Fourier basis, which for example avoids the Runge phenomenon (where interpolation errors increase exponentially as the number of gridpoints increases). For example, on the grid \([-1, 1]\) we use the points

\[ x_i = \cos \left( \frac{i\pi}{D} \right), \quad i = 1, \ldots, D \]

Higher order derivatives and boundary conditions are also included in an intuitive manner. In higher dimensions, the differential matrices are constructed by taking Kronecker products of one-dimensional pseudo-spectral matrices. For more details and a concise introduction to pseudo-spectral methods, see [73]. For some convergence results related to non-linear PDEs and spectral methods, see [74]. In the two dimensional problems we are considering, we construct pseudospectral
differential matrices $\mathcal{D}_x$ and $\mathcal{D}_y$ using the methods provided in [73], [74]. Heuristically, once suitable pseudospectral matrices are constructed, the non-linear partial differential equation is discretised in space by replacing gradients $\partial_x, \partial_y$ with the matrices $\mathcal{D}_x, \mathcal{D}_y$ respectively.

For a system where the pointwise constraints $\{x_i, i = 1, \ldots, N\}$ are located on the boundary $\partial \Omega$ at Chebyshev gridpoints, (E.21) can be discretised using an explicit Euler method with timestep $\tau$. Given a matrix of points defined by a Kronecker product grid of Chebyshev points $(x_i)_{i=1,\ldots,D}, (y_j)_{j=1,\ldots,D}$, we define $u^n = (u(x_i, y_j), t^n)_{i,j=1,\ldots,D}$ as the discretised approximation of $u(x, n\tau)$ at time $n\tau$ for $n \in \mathbb{N}$. Given initial condition $u^0 = u_0$, we then have:

$$
\frac{u^{n+1} - u^n}{\tau} = \begin{cases} 
\mathcal{D}_x(\mathcal{D}_x u((\mathcal{D}_x u^n)^2 + (\mathcal{D}_y u^n)^2) \frac{p-2}{2} \cdot \rho^2) 
+ \mathcal{D}_y(\mathcal{D}_y u^n((\mathcal{D}_x u^n)^2 + (\mathcal{D}_y u^n)^2) \frac{p-2}{2} \cdot \rho^2), & \text{on } \Omega \setminus \partial \Omega, \\
- \rho^2 \cdot ((\mathcal{D}_x u^n)^2 + (\mathcal{D}_y u^n)^2) \frac{p-2}{2} ((\mathcal{D}_x u^n) n_x + (\mathcal{D}_y u^n) n_y) 
+ \beta \left[ \mathcal{D}_x(\mathcal{D}_x u^n((\mathcal{D}_x u^n)^2 + (\mathcal{D}_y u^n)^2) \frac{p-2}{2} \cdot \rho^2) 
+ \mathcal{D}_y(\mathcal{D}_y u^n((\mathcal{D}_x u^n)^2 + (\mathcal{D}_y u^n)^2) \frac{p-2}{2} \cdot \rho^2) \right], & \text{on } (x_i, y_j) \\
0, & \text{on } x_i, i = 1, \ldots, N.
\end{cases}
$$

(E.22)

where $n_x, n_y$ are matrices which are zero on $\Omega \setminus \partial \Omega$, and are the $x$ and $y$ components of the outward unit normal of the domain on $\partial \Omega$ respectively, $\rho = (\rho(x_i, y_j))_{i,j=1,\ldots,D}$, and $\cdot$ represents the pointwise product between two matrices.

However, sharp peaks are generally observed around constrained points in the interior of the domain, which is particularly evident for small values of $p$. Between each constraint we expect the function to be smooth. We therefore decompose the domain of interest, such that constraints lie on boundaries between patches of the domain, and match boundary conditions between each patch.

Inside each patch, and on the boundary of the entire domain, the system obeys (E.21). If two patches share a boundary, we need to ensure that their values match, and that the flux also matches. Thus for patches $i$ and $j$ which share the boundary $\partial \Omega_{ij}$, at shared points

$$
u_i = u_j,$$
$$\rho^2 |\nabla u_i|^p |\nabla u_i| n_i = -\rho^2 |\nabla u_j|^p |\nabla u_j| n_j,$$

(E.23)

where $n_i$ is the normal from patch $i$ to $\partial \Omega_{ij}$, and $u_i$ is the value of the function in patch $i$, and similarly for $n_j$ and patch $j$. Due to the shape of the grid, for the best accuracy, constraints should be placed between shared corners, however in practice this causes degeneracies due to discretization. To solve this the boundary conditions between patches that share corners can be altered to account for this, but for simplicity we place constraints shared by more than two patches near, not on, shared corners.

The additional matching conditions between patches converts the problem E.21 to a set of
Figure E.8: Boundary patching method. The blue lines indicate the boundary of the domain, where the original boundary condition in (E.21) is used. The interior red lines are where (E.23) is used. Constraints (black points) are placed on the corners of patches, with the exception of interior corners, which are offset.

differential algebraic equations (DAEs) [75]. Our system is semi-explicit, in that defining \( \Gamma = (\cup_{i,j} \partial \Omega_{ij}) \) to be the boundary between patches, \( g = u|_\Gamma \) as the value of \( u \) on \( \Gamma \), and \( f = u|_{\Omega \setminus \Gamma} \) as the value of \( u \) away from the boundaries, we can write

\[
\frac{df}{dt} = F(f, g),
\]

\[
0 = G(f, g).
\]

where \( F \) is given by the equations (E.21) restricted to \( \Omega \setminus \Gamma \), and \( G \) is given by (E.23), and \( f, g \) are the spatially discretized \( f \) and \( g \). It is necessary to use (semi-)implicit methods on DAEs, so that variables determined by algebraic equations can be updated for each timestep. Many implicit methods are available and well studied in the literature [76], we consider the semi-implicit Euler method [77]. At step \( n+1 \), we solve the linear system:

\[
f^{n+1} - f^n = \tau F(f^{n+1}, g^{n+1}),
\]

\[
0 = G(f^{n+1}, g^{n+1}).
\]

After discretising \( F \) and \( G \) using the pseudospectral matrices \( D_x, D_y \) in an analogous way to (E.22), numerically this involves computing a Jacobian in \( F \) and \( G \), and solving a linear system of equations at each timestep.

Results

Figure E.9 shows an example of the minimiser of \( E_{n, \text{con}}^{(p)} \) (Figures E.9a, E.9b and E.9c) with \( n = 1500 \), the minimiser of \( E_{\infty, \text{con}}^{(p)}(\cdot; \rho) \) (Figures E.9d, E.9e and E.9f), the minimiser of \( E_{\infty, \text{con}}^{(p)}(\cdot; \rho_n, h) \) (Figure E.9g, E.9h and E.9i) and the minimiser of the minimiser of \( E_{\infty, \text{con}}^{(p)}(\cdot; S_T, \lambda(\rho_n, h)) \) (Figures E.9j, E.9k and E.9l), with \( n = 2^{17} \) samples for each density, and \( p = 3 \), where the minimisers are achieved using gradient descent methods explained above with a tolerance of \( 10^{-5} \). We construct the KDE using \( h = 0.01 \), and for the SKDE we choose \( T = 2^{12} \) and \( \lambda = 10^{-6} \). Each patch is discretised with 100 Chebyshev points. For Figures E.9a, E.9b and E.9c we chose \( \epsilon \) via the tuning
procedure described above.

In Figure E.10, we give the $L^\infty$ errors between the minimisers of $E_{\infty,\text{con}}(\cdot; \rho)$ and $E_{\infty,\text{con}}(\cdot; \rho_{n,h})$ or $E_{\infty,\text{con}}(\cdot; S_{T,\lambda}(\rho_{n,h}))$, for different values of $n$. The results reflect the conclusions in Section E.5.2, the SKDE is an improvement for $\rho_1$ and $\rho_2$, but due to the large fluctuations in gradient in $\rho_3$, smoothing the KDE increases the associated error. Although using the SKDE in the minimisation problem improves the accuracy of the result, we note that the choices of $\lambda$ and $T$ were not necessarily optimal in these examples, as the optimal choice of parameters can lead to density estimates which have negative values, causing numerical errors during gradient descent. It is a topic of future work to consider and apply the associated smoothing spline problem for strictly positive functions in the SKDE. Finally, we present the CPU time for each gradient descent computation in Figure E.11. For low dimensional problems with large amounts of data, a continuum approach is shown to be computationally cheaper, and we note that density estimation can be parallelised to reduce computation time of the continuum method.

E.6 Conclusions and future work

We have shown that the appropriate limit is attained when using a density estimate in the constrained continuum $p$-Dirichlet minimisation problem, provided the density estimate converges uniformly almost surely. In addition, we have shown that the kernel density estimate meets the convergence criterion, and using smoothing splines can improve the approximation without affecting convergence. The non-local $p$-Dirichlet energy convergence result also provides an insight into the link between the discrete $p$-Dirichlet energy and density estimation in the continuum analogue.

We have also provided numerical examples using different probability densities, which show that the constrained continuum $p$-Dirichlet energy can be used effectively in problems with a large amount of data and low dimension.

Future improvements to the scheme include incorporating a positivity constraint in the smoothing spline calculation for more robust density estimation. We would also like to consider different density (parametric or non-parametric) estimation methods in the minimisation problem, and construct numerically stable continuum methods for when $p$ is large.

References

Figure E.9: Numerically constructed minimisers for $\mathcal{E}_{n,\text{con}}^{(p)}$ (first row), ground truth $\mathcal{E}_{\infty}^{(p)}(: \rho)$ (second row), the KDE $\mathcal{E}_{\infty,\text{con}}^{(p)}(: \rho_{n,h})$ (third row), and the SKDE $\mathcal{E}_{\infty,\text{con}}^{(p)}(: S_{T,\lambda}(\rho_{n,h}))$ (fourth row). The first column is for data points sampled from $\rho_1$, the second column for data points sampled from $\rho_2$, and the third column is for data points sampled from $\rho_3$. In these examples we have taken $p = 3$. 
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Figure E.10: $L^\infty$ error between the computed minimisers $f_n$ of $\mathcal{E}_{\infty}^{(p)}(\cdot;\rho_n)$ against the minimiser $f_\infty$ of $\mathcal{E}_{\infty}^{(p)}(\cdot,\rho)$, for the KDE (dotted) and SKDE (dashed) in the $p$-Dirichlet energy minimisation problem, where $\lambda = 10^{-6}$ and $T = 2^{12}$ and $p = 3$, and results from the method discussed in [4] (solid).

Figure E.11: Computation times for the different methods. Left: computation times for the continuum $p$ Dirichlet energy calculation, once the density estimate is constructed. Dotted lines represent the minimisation problem using the KDE, dashed are using the SKDE, where $\lambda = 10^{-6}$ and $T = 2^{12}$ and $p = 3$. We note that computation time using the exact density is 11.03, 11.32, and 21.77 seconds respectively for $\rho_1$, $\rho_2$ and $\rho_3$. Right: Comparison of the continuum method presented (using SKDE to approximate the density, dashed line) in this paper and the discrete methodology discussed in [4] (solid line).


Appendix F

A linear transportation $L^p$ distance for pattern recognition

The transportation $L^p$ distance, denoted $TL^p$, has been proposed as a generalisation of optimal transport motivated by the property that it can be applied directly to colour or multi-channelled images, as well as multivariate time-series without normalisation or mass constraints. These distances, as with optimal transport, are powerful tools in modelling data with spatial or temporal perturbations. However, their computational cost can make them infeasible to apply to even moderate pattern recognition tasks. We propose linear versions of these distances and show that the linear $TL^p$ distance significantly improves over linear optimal transport on signal processing tasks. Applications to real-world datasets shows vastly improved performance over linear transport. We also demonstrate that the linear $TL^p$ distance is several orders of magnitude faster to compute than the $TL^p$ distance, but with competitive performance on the classification task.

F.1 Introduction

Optimal transport has gained in recent popularity because of its ability to model diverse data distributions in the signal and image processing fields [1]. Transportation-based methods have been successfully applied to image analysis, including medical images [2] and facial recognition [3], as well as cosmology [4], [5] and voice recognition. Machine learning and Bayesian statistics have also benefited from transport-based approaches [6]–[11].

The popularity of optimal transport is, in part, due to the rise in the number of problems in the experimental and social sciences in which techniques are required to compare signal perturbations across spatial or temporal domains. For example, optimal transport based methods for image registration and warping [12] and image morphing [13] have existed for many years. Transportation techniques provide non-linear methods that jointly model locations and intensities, making transportation based approaches a powerful tool in many problems.

Optimal transport methods, in particular Wasserstein distances, are grounded in a wealth of mathematical theory and excellent introductions to the advanced mathematical theory of optimal transport are presented in [14], [15], whilst [16] presents the theory with a more applied perspective. Many technical aspects of optimal transport have been explored, including its geometric properties
There is much interest in developing efficient methods to compute optimal transport distances and maps. For discrete measures the optimal transport problem can be solved using linear programming approaches [16]. Since solving a linear programme can be costly, [19] proposed a multi-scale linear programme for efficient computations. Other approaches include flow minimisation techniques [12], [18], [20], [21] and gradient descent approaches [22], as well as multi-scale methods [23], [24]. More recently, Cuturi proposed entropy-regularisation based approaches to compute approximations of the optimal transport problem [25]. These methods have been explored in-depth with many extensions [8], [26]–[28]. In order to efficiently compute pairwise optimal transport distances on a large data set a framework called linear optimal transport was proposed in [29], [30].

Higher-order transportation methods have been proposed in the mathematical analysis literature [31], [32]. In [31] García Trillos and Slepčev proposed the transportation $L^p$ ($TL^p$) distance to define discrete-to-continuum convergence of variational problems on point clouds. This was further extended in [32] to a transportation $W^{k,p}$ distance (where the notation relates to Sobolev spaces). These transportation distances have several key advantages over the optimal transport distance; these include [33]:

1. They have no need for mass normalisation.
2. They are not restricted to non-negative measures.
3. They are sensitive to high frequency perturbations.
4. They can track translations further than $L^p$.
5. They can compare signals with different discretizations.

Additionally the transportation $W^{k,p}$ distance can include information on the derivative of the signal. The transportation distances were proposed in [33] to tackle problems in signal analysis; for example, they were able to apply transportation methods to colour images. They experimentally showed that the $TL^p$ distance out performed both $L^p$ distances and optimal transport distances in classification tasks. However, these higher-order transportation distances require the computation of an optimal transport map (on a higher dimensional space) and this thwarts its application to larger scale pattern recognition tasks, where pairwise distances are needed. We propose linear transportation distances to take advantage of the flexibility of the $TL^p$ (and transportation $W^{k,p}$) distances, whilst alleviating computation costs.

Our proposed method can be seen as an extension of the linear optimal transport framework [29] to higher order transportation distances. Suppose we wish to compare $N$ signals/images, then application of optimal transport methods would require computation of $N(N - 1)/2$ distances. In the linear optimal transport framework only $N$ distances need to be computed. From here signals/images are then embedded into Euclidean space allowing linear statistical methods to be applied, whilst preserving much of the geometry of the original optimal transport space.

This manuscript begins by reviewing optimal transport and the $TL^p$ distance. The linear optimal transport framework is reviewed in appendix F.2.3 and we propose our extension to $TL^p$ in appendix F.2.4. We include further sections (see appendices F.2.5 and F.2.7) on computing the linear $TL^p$ distance, including derivatives in the distance, and geodesics and interpolation.
in the linear TL$^p$ space. In appendices F.3.1 and F.3.2 we apply our method to two synthetic datasets and demonstrate that linear TL$^p$ improves over the linear Wasserstein distance. We then apply our method to classification problems in cell morphometry (appendix F.3.3), Australian sign language (appendix F.3.4), breast cancer histopathology (appendix F.3.5) and financial time series (appendix F.3.6), and show that linear TL$^p$ outperforms the linear Wasserstein distance and that it has similar performance to TL$^p$, but is several orders of magnitude faster.

F.2 Methods

F.2.1 Optimal transport

To fix notation, we review the modern Monge-Kantorovich formulation of optimal transport and refer to the excellent monographs [14], [15] for a thorough exposition. Let $\mu$ and $\nu$ be probability measures on measure spaces $X$ and $Y$, respectively. Further, let $\mathcal{B}(X)$ denote the Borel $\sigma$-algebra on $X$. We define the pushforward of a measure $\mu \in \mathcal{P}(X)$ by a function $h : X \to Z$ by $h_*\mu(A) := \mu(h^{-1}(A))$ for all $A \in \mathcal{B}(Z)$. The inverse of $h$ is understood as being in the set theoretic sense, i.e. $h^{-1}(A) := \{x : h(x) \in A\}$. We denote by $\Pi(\mu, \nu)$ the set of all measures on $X \times Y$ such that the first marginal is $\mu$ and the second marginal is $\nu$. To be precise, if $P^X : X \times Y \to Y$ and $P^Y : \times Y \to Y$ are the canonical projections then $P^X_\ast \pi = \mu$ and $P^Y_\ast \pi = \nu$. We call any $\pi \in \Pi(\mu, \nu)$ a transportation plan between $\mu$ and $\nu$ (also called a coupling between $\mu$ and $\nu$).

The Kantorovich optimal transport problem is the following variational problem

$$K(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \int_{X \times Y} c(x, y) \, d\pi(x, y), \tag{F.1}$$

where $c(x, y)$ is a cost function. The minimiser of this problem is called the optimal transport plan $\pi^\dagger$ and such a minimiser exists when $c$ is lower semi-continuous (see, for example [16]). The prototypical example for $c$ (when $X = Y = \mathbb{R}^d$) is $c(x, y) = |x - y|^p := \sum_{i=1}^d |x_i - y_i|^p$, for this choice of $c$ one can define the Wasserstein distance by $d_{W^p}(\mu, \nu) = \sqrt[4]{K(\mu, \nu)}$ (see also (F.3) below). When $c$ is a metric then (F.1) is also known as the earth mover’s distance.

Now, considering a different formulation, let $T : X \to Y$ be a Borel measurable function such that $T_*\mu = \nu$. The Monge optimal transport problem is to solve

$$M(\mu, \nu) = \inf_{T : T_*\mu = \nu} \int_{X \times Y} c(x, T(x)) \, d\mu(x) \tag{F.2}$$

We call any $T$ that satisfies $T_*\mu = \nu$ a transport map between $\mu$ and $\nu$, and the solution to the optimisation problem $T^\dagger$ is called the optimal transport map.

It is worthwhile noting that the formulation of the optimal transport problems in equations (F.1) and (F.2) are not, in general, equivalent. However, if the optimal transport plan $\pi^\dagger$ can be written in the form $\pi^\dagger = (\text{Id} \times T^\dagger)_*\mu$ then it follows that $T^\dagger$ is an optimal transport map and the two formulations are equivalent, i.e. $K(\mu, \nu) = M(\mu, \nu)$. A sufficient condition to show that such an optimal transport plan exists is to require that $\mu$ is absolutely continuous with respect to the Lebesgue measure on a compact domain $\Omega \subset \mathbb{R}^d$ and, in addition, $c(x, y) = h(x - y)$ where
$h : \Omega \to [0, \infty)$ is strictly convex and superlinear, see [14] Theorem 2.44. Note that it is easy to find examples where there do not exist transport maps at all. For example, if $\mu = \frac{1}{3} \delta_{x_1} + \frac{1}{3} \delta_{x_2} + \frac{1}{3} \delta_{x_3}$ and $\nu = \frac{1}{2} \delta_{y_1} + \frac{1}{2} \delta_{y_2}$.

Let $\Omega \subset \mathbb{R}^n$ and $\mathcal{P}_p(\Omega)$ be the set of Radon measures on $\Omega$ with finite $p^{th}$ moment. For $p \in [1, \infty)$, we define the Wasserstein distance between $\mu$ and $\nu$ in $\mathcal{P}_p(\Omega)$ by

$$d_{W^p}(\mu, \nu) = \left( \inf_{\pi \in \Pi(\mu, \nu)} \int_{\Omega \times \Omega} |x - y|^p \, d\pi(x, y) \right)^{1/p}.$$  \hspace{1cm} (F.3)

For the case $p = \infty$, we can define a distance on $\mathcal{P}_\infty(\Omega)$ by

$$d_{W^\infty}(\mu, \nu) := \inf_{\pi \in \Pi(\mu, \nu)} \operatorname{esssup}_{x \in \Omega} \{|x - y| : (x, y) \in \Omega \times \Omega\}.$$  

We briefly review the features that make optimal transport particularly suited to signal and image processing. For an extended survey of these ideas see [1]. Optimal transport is able to provide generative models which can represent diverse data distributions and can capture signal variations as a result of spatial perturbations. Furthermore, there is a well formulated theoretical basis with interesting geometrical properties, such as existence of minimisers [15], [34], the Riemannian structure of Wasserstein spaces when $p = 2$ [18], [35] and characterisation as the weak* convergence when $\Omega$ is compact [16]. The Riemannian structure allows the characterisation of geodesics (shortest curves) on the space $\mathcal{P}_2(\Omega)$. In addition, there are many methods to compute the optimal transport distance, we review a selection in appendix F.2.5 in the context of computing the linear TL$p$ distance.

**F.2.2 The transportation L$p$ distance**

The TL$p$ distance was first introduced in [31] to define a discrete-to-continuum convergence on point clouds. This tool has been extensively used to study similar statistical problems, e.g. [36]–[48], and recently has been shown to be a valuable tool in signal analysis [33], [49]. Further properties of this metric have been established in [32]. In this section, we review the definitions and properties of the TL$p$ distance and space.

Given an open and bounded domain $\Omega \subset \mathbb{R}^d$ we define the TL$p$ space as the set of pairs $(\mu, f)$ such that $f \in L^p(\mu; \mathbb{R}^m)$ and $\mu \in \mathcal{P}_p(\Omega)$. We do not make any assumption on the dimension $m$ of the range of $f$. Working in this formal and abstract framework of measure theory allows us to formulate our methods for both discrete and continuous signals, simultaneously. Importantly, this framework allows us to compare signals with different discretizations. Thus, we define the TL$p$ space as

$$\text{TL}^p := \{(\mu, f) : \mu \in \mathcal{P}_p(\Omega), f \in L^p(\mu; \mathbb{R}^m)\}.$$  

We construct the TL$p$ distance between pairs $(\mu, f) \in \text{TL}^p$ and $(\nu, g) \in \text{TL}^p$ as follows:

$$d_{\text{TL}^p}((\mu, f), (\nu, g)) = \left( \inf_{\pi \in \Pi(\mu, \nu)} \int_{\Omega \times \Omega} |x - y|^p + |f(x) - g(y)|^p \, d\pi(x, y) \right)^{1/p}. \hspace{1cm} (F.4)$$
Intuitively, we see that \( TL^p \) optimal transport plans (that is plans in \( \Pi(\mu, \nu) \) that achieve the minimum in the above variational problem) strike a balance between matching spatially, i.e. minimising \( \int_{\Omega \times \Omega} |x - y|^p \, d\pi(x, y) \), and matching signal features, i.e. minimising \( \int_{\Omega \times \Omega} |f(x) - g(y)|^p \, d\pi(x, y) \).

**Example 57.** Later we consider an application to synthetic images (see appendix F.3.2), let us explain here how images can be represented in \( TL^p \). Let \( \{x_i\}_{i=1}^n \) be the location of pixels (which usually form a grid over \([0, 1] \times [0, 1] \)). We apply \( TL^p \) by choosing a base measure \( \mu \), this is commonly the uniform measure over \( \{x_i\}_{i=1}^n \), i.e. \( \mu = \frac{1}{n} \sum_{i=1}^n \delta_{x_i} \). An image is then represented by the pair \( (\mu, f) \) where \( f : \{x_i\}_{i=1}^n \rightarrow \mathbb{R}^3 \) for RGB images and \( f(x_i) \) are the RGB values for the pixel at location \( x_i \). Similarly, for greyscale images one would have \( f : \{x_i\}_{i=1}^n \rightarrow \mathbb{R} \) where \( f(x_i) \) is now the greyscale value for the pixel at location \( x_i \). Of course, one can make different choices for \( \mu \) in order to emphasise regions/features of the images.

To understand the \( TL^p \) distance, we reformulate it as a Wasserstein distance supported on the graphs of functions. Recall that the graph of a function is defined as:

\[
\operatorname{Gra}(f) := \{(x, f(x)) : x \in \Omega \}.
\]

Note that the \( \operatorname{Gra}(f) \subset \Lambda := \Omega \times \mathbb{R}^m \). We define the following *lifted measure* on \( \operatorname{Gra}(f) \):

\[
\tilde{\mu}(A \times B) = (\text{Id} \times f)_* \mu(A \times B) = \mu(\{x : x \in A, f(x) \in B\}),
\]

where \( A \times B \subset \Lambda \). It is clear that \( \tilde{\mu} \) is a well-defined measure on \( \operatorname{Gra}(f) \). We can characterise the \( TL^p \) distance as a Wasserstein distance in the following way [31]:

\[
d_{TL^p}((\mu, f), (\nu, g)) = \inf_{\pi \in \Pi(\mu, \nu)} \int_{\Omega \times \Omega} |x - y|^p + |f(x) - g(y)|^p \, d\pi(x, y)
\]

\[
= \inf_{\tilde{\pi} \in \Pi(\tilde{\mu}, \tilde{\nu})} \int_{\Lambda \times \Lambda} |x - y|^p \, d\tilde{\pi}(x, y)
\]

\[
= d_{W^p}(\tilde{\mu}, \tilde{\nu}).
\]

Thus, we can see that the \( TL^p \) distance is the Wasserstein distance between the appropriate measures on the graphs of function. This allows us to make the following identification between Wasserstein spaces and \( TL^p \) through the mapping.

\[
TL^p \rightarrow \mathcal{P}_p(\Omega \times \mathbb{R}^m)
\]

\[
(\mu, f) \mapsto \tilde{\mu} = (\text{Id} \times f)_* \mu.
\]

This connection of the \( TL^p \) distance and the OT distance facilitates the transfer of certain Wasserstein properties to the \( TL^p \) setting; for example, metric properties and existence of minimisers.

It is easy to see that, for any \( \mu, \nu \in \mathcal{P}_p(\Omega) \) and \( f, g \in L^p(\mu) \):

\[
d_{TL^p}((\mu, f), (\mu, g)) \leq \|f - g\|_{L^p(\mu)}
\]

\[
d_{W^p}(\mu, \nu) \leq d_{TL^p}((\mu, \text{Id}), (\nu, \text{Id})).
\]
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In fact, one can also prove the converse inequalities (up to a constant) and hence $\mathbb{TL}^p$ can be seen to generalise both weak* convergence of measures and $L^p$ convergence of functions (see [31] or proposition 58 below).

We can further connect $\mathbb{TL}^p$ and optimal transport by observing that the Kantorovich optimal transport problem between two measures $\mu$ and $\nu$ with cost function $c(x, y; f, g) = |x - y|^p_p + |f(x) - g(y)|^p_p$ is equal to the $\mathbb{TL}^p$ distance between the two signals $(\mu, f)$ and $(\nu, g)$.

For reference, we also state a Monge-type formulation of the $\mathbb{TL}^p$ distance as follows:

$$d_{\mathbb{TL}^p}((\mu, f), (\nu, g)) = \inf_{T: \mathbb{TL}^p(\mu, f) \to (\nu, g)} \int_{\Omega} |x - T(x)|^p_p + |f(x) - g(T(x))|^p_p \, d\mu(x),$$

where $T$ is a transportation map. When we write the Monge formulation of optimal transport we are assuming that there is an equivalence between (F.4) and (F.7). This is in general difficult to verify since the the application of Brenier’s theorem does not lead to natural conditions. (Assuming that $\mu$ does not give mass to small sets and both $\mu$ and $\nu$ have a sufficient number of bounded moments then one can apply Brenier’s theorem to $K(\mu, \nu)$ where $c(x, y) = |x - y|^p_p + |f(x) - g(y)|^p_p$ and $K$ is defined by (F.1), if $c$ is strictly convex; practically this is not reasonable.) However, when $\mu$ and $\nu$ are discrete uniform measures with supports of equal size the Monge formulation (F.7) coincides with the Kantorovich formulation (F.4) (see the proposition below).

Let us recall the identification (eqs. (F.5) and (F.6)) and the identity $d_{\mathbb{TL}^p}(\tilde{\mu}, \tilde{\nu}) = d_{\mathbb{TL}^p}((\mu, f), (\nu, g))$.

Then, there is a corresponding equivalence between transport maps. That is (assuming all transport maps exist and are unique) let $T^\dagger$ achieve the minimum in eq. (F.7) and $\tilde{T}^\dagger$ achieve the minimum in $M(\tilde{\mu}, \tilde{\nu})$ where $M$ is given by eq. (F.2) with $c(x, y) = |x - y|^p_p$. It follows that $\tilde{T}^\dagger(x) = (T^\dagger(x), g(T^\dagger(x)))$ for $\mu$-almost every $x \in \Omega$.

**Proposition 58.** Let $\Omega \subset \mathbb{R}^d$ be open and bounded and $p \in (1, \infty)$. Then the following holds

1. [31, Remark 3.4] $(\mathbb{TL}^p, d_{\mathbb{TL}^p})$ is a metric space;
2. [16, Theorem 5.10] $\mu_n \xrightarrow{\ast} \mu$ if and only if $(\mu_n, 1) \xrightarrow{\mathbb{TL}^\circ} (\mu, 1)$;
3. [31, Proposition 3.12] $f_n \to f$ in $L^p(\mu)$ if and only if $(\mu, f_n) \xrightarrow{\mathbb{TL}^\circ} (\mu, f)$;
4. [32, Theorem 2.2] for any $(\mu, f), (\nu, g) \in \mathbb{TL}^p$ there exists a transport plan $\pi^\dagger \in \Pi(\mu, \nu)$ realising the minimum in $d_{\mathbb{TL}^p}((\mu, f), (\nu, g))$, i.e.

$$d_{\mathbb{TL}^p}((\mu, f), (\nu, g)) = \int_{\Omega \times \Omega} |x - y|^p_p + |f(x) - g(y)|^p_p \, d\pi^\dagger(x, y);$$

5. [33, Proposition 3.5] if $\mu = \frac{1}{n} \sum_{i=1}^n \delta_{x_i}$ and $\nu = \frac{1}{n} \sum_{j=1}^n \delta_{y_j}$ then for any $f \in L^p(\mu)$ and $g \in L^p(\nu)$ there exists $T^\dagger : \{x_i\}_{i=1}^n \to \{y_j\}_{j=1}^n$ such that $T^\dagger \mu = \nu$ and

$$d_{\mathbb{TL}^p}((\mu, f), (\nu, g)) = \int_{\Omega} |x - T^\dagger(x)|^p_p + |f(x) - g(T^\dagger(x))|^p_p \, d\mu(x),$$

i.e. the Monge and Kantorovich formulations of $\mathbb{TL}^p$ (given by (F.7) and (F.4) respectively) are equivalent.

Note that not all properties of Wasserstein spaces carry through to $\mathbb{TL}^p$. For example $(\mathbb{TL}^p, d_{\mathbb{TL}^p})$ is not complete. Indeed, following [31], let $\Omega = (0, 1)$ and note that $f_{n+1}(x) = \text{sign} \sin(2^n \pi x)$,
\( \mu_n = \mathcal{L}_{(0,1)} \) (the Lebesgue measure on \((0,1)\)) is a Cauchy sequence in \((T^{L^p}, d_{T^{L^p}})\). However, \(\{f_n\} \) does not converge in \(L^p\) and therefore \(\{(\mu_n, f_n)\} \) cannot converge in \(T^{L^p}\), by part 3 of the above proposition. The completion of \(T^{L^p}\) can be identified with the set of Young measures, and therefore the space \(P(\Omega \times \mathbb{R}^m)\), see [31, Remark 3.6] or [32, Theorem 5.6]. We note also that there do not exist geodesics in \(T^{L^p}\).

Now that we have established the theory required, we compare properties relevant to pattern recognition of the \(T^{L^p}\) distance with the Wasserstein and \(L^p\) distances.

**Properties of the \(T^{L^p}\) distance in pattern recognition**

**Mass re-normalisation.** Wasserstein distances require measures to be non-negative and have equal mass integrating to unity. If a signal is negative then re-normalisation must be applied to make it non-negative. In the Wasserstein framework this results in signal compression and reduces sensitivity to translations. On the other hand, the \(L^p\) and \(T^{L^p}\) distances are invariant to addition by a positive constant and thus signals can be made positive without fear of reduced sensitivity of the distance.

**High frequency perturbations.** Consider \(f = g + A \chi\), where \(A \chi\) is a high frequency perturbation with length scale \(\omega\) and amplitude \(A\). Each \(x\), in the Monge formulation of the Wasserstein distance, is moved a distance which is on the order of the wavelength \(\omega\) of \(\chi\). This distance is small and independent of the amplitude \(A\). The \(T^{L^p}\) distance inherits sensitivity to high frequency perturbations through the \(L^p\) norm and the distance scales linearly with the amplitude \(A\).

**Tracking translations.** Let \(f = c \mathbf{1}_{[0,1]}\) be a constant multiple of the indicator function on \([0, 1]\). Let us perturb \(f\) by distance \(\ell\); that is, let \(g = f(x - \ell)\). For any \(\ell > 1\), the \(L^p\) distance cannot detect further translations of \(f\). However, the Wasserstein and \(T^{L^p}\) distance can continue to track translations of \(f\) for all \(\ell\).

The \(T^{L^p}\) appears an excellent tool to exploit in pattern recognition problems such as images or times series, however it is as computational demanding as the Wasserstein distance and despite recent advances in computation of optimal transport, e.g. [25], it is still challenging to apply it to large scale problems. In the next section, we review the linear optimal transport framework, which was introduced to allow application of optimal transport methods to classification problems [29]. In later sections, we combine the ideas of LOT and \(T^{L^p}\).

**F.2.3 Linear optimal transport**

The linear optimal transport (LOT) framework was proposed in [29], as a way to apply optimal transport techniques (in particular Wasserstein distances) to large scale classification problems for image analysis. Given a set of \(N\) images, one would need to compute all pairwise Wasserstein distances in order to use methods such as \(k\)-nearest neighbour classifiers. The LOT framework was developed so that only \(N\) Wasserstein distances need to be computed. In particular, it is the optimal transport maps between signals that are computed. From here, the images are embedded in a Euclidean space therefore allowing linear statistical techniques to be applied [50]. This technique was successfully applied in [2] to detect morphological difference in cancer cells. The technique has
been further refined and extended to super-resolution images [3], [30]. In this section, we briefly review the ideas of linear optimal transport.

The idea behind the LOT framework is to find the optimal transport maps with respect to one (reference) measure. In this section the cost $c$ will be assumed to be given by $c(x, y) = |x - y|^p$ and therefore the Wasserstein distance relates to the optimal transport problems through $d_{W^p}(\mu, \nu) = \sqrt{M(\mu, \nu)} = \sqrt{K(\mu, \nu)}$ (for simplicity we assume that the Monge problem is equivalent to the Kantorovich problem and, in particular, there exists optimal transport maps). Via an embedding of the transport map into Euclidean space the Wasserstein distance between any two pairs is estimated. More precisely, the LOT framework provides a linear embedding for $P_p(\Omega)$ with respect to a fixed measure $\sigma \in P_p(\Omega)$ [1]. This means the Euclidean distance of the embedded measure and the fixed measure $\sigma$ is equal to the Wasserstein distance of the measure and the fixed measure. The Euclidean distance between any two measures is then an approximation to the Wasserstein distance between these measures. These linear embeddings then facilitate the application of standard statistical techniques such as PCA, LDA and K-means. The LOT framework is also invertible and so synthetic, but physically possible signals, can be realised [51].

Let $\mu_1, \mu_2 \in P(\Omega)$ and $\sigma \in P(\Omega)$ is our reference measure. Throughout this section, we assume that optimal transport maps $T^{\mu_i} : \Omega \to \Omega$ exist between $\sigma$ and $\mu_i$, i.e.

$$d_{W^p}(\sigma, \mu_i) = \sqrt{\int_{\Omega} |x - T^{\mu_i}(x)|^p d\sigma(x)},$$

and $T^{\mu_i}\sigma = \mu_i$. If optimal transport maps do not exist then one can still define the LOT distance but there is not a natural way to embed this distance into a Euclidean space. We refer to [29, Section 2.3] on how to define the LOT distance using generalised geodesics.

In the setting considered here the *Linear Optimal Transport Distance* is defined by:

$$d_{\text{LOT}, \sigma}(\mu_1, \mu_2) := \sqrt{\int_{\Omega} |T^{\mu_1}(x) - T^{\mu_2}(x)|^p d\sigma(x)}.$$  

We observe that $d_{\text{LOT}, \sigma}$ is a metric and

$$d_{\text{LOT}, \sigma}(\mu_1, \mu_2) = \|T^{\mu_1} - T^{\mu_2}\|_{L^p(\sigma)}.$$  

Let us assume that $\sigma$ has a density $\rho$ with respect to the Lebesgue measure and define

$$P_c(\mu) = (T^{\mu} - \text{Id})\rho^{\frac{1}{p}}.$$  

(8.8)

Then

$$d_{\text{LOT}, \sigma}(\mu_1, \mu_2) = \|P_c(\mu_1) - P_c(\mu_2)\|_{L^p(\Omega)}.$$  

(8.9)

The map $P_c$ is our linear embedding from the Wasserstein space to a Euclidean space. We make the following claims on the embedding.

**Proposition 59.** Assume $\Omega \subset \mathbb{R}^d$ is bounded and $\sigma \in P(\Omega)$ has a density $\rho$ with respect to the
Let us consider how to generate a new image using the linear embedding. Suppose we have a reference measure \( \sigma \in \mathcal{P}(\mathbb{R}^d) \) with density \( \rho \) and a set of measures \( \{\mu_i\}_{i=1}^N \subset \mathcal{P}(\mathbb{R}^d) \) with optimal transport maps \( T^{\mu_i} \), which form the linear embedding through \( \alpha_i = P(\mu_i) = (T^{\mu_i} - \text{Id})\rho^{\frac{1}{p}} \).

Given a new point \( \alpha \) in the linear space we can define a transport map by \( T = \alpha \rho^{\frac{1}{p}} \text{Id} \). We generate a new image by \( \mu = T_\sigma \). Note that to generate the new image we only required the reference measure \( \sigma \) and a new point \( \alpha \) in the linear space. However, in order to generate the new point \( \alpha \) it will often be sensible to use the statistics of \( \{\alpha_i\}_{i=1}^N \), for example see \([51]\).
In both the Lebesgue density and uniform discrete case \( P \) preserves the Wasserstein distance between the reference measure and any given \( \mu \) (where for discrete measures \( \mu \) is also uniform discrete). Between \( \mu_1, \mu_2 \) one approximates \( d_{W^p}(\mu_1, \mu_2) \approx d_{\text{LOT},\sigma}(\mu_1, \mu_2) \). The next section proposes our extension of the LOT framework to the \( TL^p \) distance.

### F.2.4 A linear \( TL^p \) framework

In this section, we propose a linear \( TL^p \) framework. Recall that the \( TL^p \) distance can be defined as an optimal transport distance between measures supported on the graph of a function. Let \((\sigma, h) \in TL^p \) be the \( TL^p \) reference signal and \( \tilde{\sigma} = (\text{Id} \times h)_* \sigma \in P_p(\Lambda) \) the measure in \( \Lambda = \Omega \times \mathbb{R}^m \) with support on the graph of \( h \). Let \((\mu_i, f_i) \in TL^p, i = 1, 2, \) and define \( \tilde{\mu}_i = (\text{Id} \times f_i)_* \mu_i \). As in the previous section we will assume that optimal transport maps \( \tilde{T}\tilde{\mu}_i : \Lambda \rightarrow \Lambda \) exist between \( \tilde{\sigma} \) and \( \tilde{\mu}_i \), i.e.

\[
d_{W^p}(\tilde{\sigma}, \tilde{\mu}_i) = \left( \int_\Lambda |x - \tilde{T}\tilde{\mu}_i(x)|_p^p \, d\tilde{\sigma}(x) \right)^{\frac{1}{p}}.
\]

Recall that we can write \( \tilde{T}\tilde{\mu}_i \) in the form \( \tilde{T}\tilde{\mu}_i(x) = (T^{\mu_i}(x), f_i(T^{\mu_i}(x))) \) where \( x = (x, y) \in \mathbb{R}^d \times \mathbb{R}^m \) and \( T^{\mu_i} \) is the optimal plan for the Monge problem (F.2) between \( \mu_i \) and \( \sigma \) with cost \( c(x, y) = |x - y|^p_\sigma + |f(x) - g(y)|_p^p \). The Linear Transportation \( \text{L}^p \) Distance is defined as

\[
d_{\text{LTL}^p,(\sigma, h)}((\mu_1, f_1), (\mu_2, f_2)) := \sqrt{\int_\Omega |T^{\mu_1}(x) - T^{\mu_2}(x)|_p^p + |f_1(T^{\mu_1}(x)) - f_2(T^{\mu_2}(x))|_p^p \, d\sigma(x)}.
\]

Simple manipulations of the linear \( TL^p \) distance imply

\[
d_{\text{LTL}^p,(\sigma, h)}((\mu_1, f_1), (\mu_2, f_2)) = \|\tilde{T}\tilde{\mu}_1 - \tilde{T}\tilde{\mu}_2\|_{L^p(\tilde{\sigma})}
\]

\[
= \sqrt{\int_\Omega |T^{\mu_1}(x) - T^{\mu_2}(x)|_p^p + |f_1(T^{\mu_1}(x)) - f_2(T^{\mu_2}(x))|_p^p \, d\sigma(x)}.
\]

Following the construction of the embedding in the previous section we go directly to the discrete case (since \( \tilde{\sigma} \) has support on the graph it cannot have a density with respect to the Lebesgue measure). We assume that \( \sigma = \sum_{i=1}^n \rho_j \delta_{x_j} \) for some \( \{x_j\}_{i=1}^n \subset \mathbb{R}^d \) and we define

\[
|P_d((\mu_i, f_i))|_j = (T^{\mu_i}(x_j) - x_j)\rho_j^\frac{1}{p}
\]

\[
|Q_d((\mu_i, f_i))|_j = (f_i(T^{\mu_i}(x_j)) - h(x_j))\rho_j^\frac{1}{p}
\]

\[
\tilde{P}_d((\mu_1, f_1)) = (P_d((\mu_1, f_1)), Q_d((\mu_1, f_1))).
\]

Given this definition we can write

\[
d_{\text{LTL}^p,(\sigma, h)}((\mu_1, f_1), (\mu_2, f_2)) = |\tilde{P}_d((\mu_1, f_1)) - \tilde{P}_d((\mu_2, f_2))|_p.
\]

The map \( \tilde{P}_d \) embeds our signals into a Euclidean space. We have the following properties of the embedding (analogous to proposition 59 and proposition 60).

**Proposition 62.** Let \( \{x_i\}_{i=1}^n \subset \mathbb{R}^d \) and assume \( \sigma = \frac{1}{n} \sum_{i=1}^n \delta_{x_i} \). Define \( \tilde{P} = \tilde{P}_d \) where \( \tilde{P}_d \) is given by (eq. (F.11)-eq. (F.13)) with \( \rho_j = \frac{1}{n} \). Then, the following holds:
1. \( \hat{P}((\mu, f)) \in \ell^p \) for any \( (\mu, f) \in \text{TL}^p \) with \( \mu = \frac{1}{n} \sum_{i=1}^{n} \delta_{y_i} \),

2. \( P((\sigma, h)) = 0 \),

3. \( d_{\text{TL}^p}((\mu_1, f_1), (\mu_2, f_2)) = \| \hat{P}((\mu_1, f_1)) - \hat{P}((\mu_2, f_2)) \|_p \) for any \( (\mu_i, f_i) \in \text{TL}^p \) with \( \mu_1 = \frac{1}{n} \sum_{i=1}^{n} \delta_{y_i}, \mu_2 = \frac{1}{n} \sum_{j=1}^{n} \delta_{z_j} \),

4. \( d_{\text{TL}^p}((\sigma, h), (\mu, f)) = d_{\text{TL}^p}((\sigma, h), (\mu, f)) \) for any \( (\mu, f) \in \text{TL}^p \) with \( \mu = \frac{1}{n} \sum_{j=1}^{n} \delta_{y_j} \).

**Proof.** By proposition 58(5) the transport maps \( T^p, T^{\mu_1}, T^{\mu_2} \) exist. The rest of the proof follows as in the proof of proposition 59. \( \square \)

As for LOT we have that \( \text{LT}^p \) is exactly \( \text{TL}^p \) when comparing with the reference measure, i.e. \( d_{\text{LT}^p,(\sigma, h)}((\sigma, h), (\mu, f)) = d_{\text{TL}^p}((\sigma, h), (\mu, f)) \). When we are comparing two measures, neither of which are the base measure, then we make the approximation

\[
d_{\text{LT}^p,(\sigma, h)}((\mu_1, f_1), (\mu_2, f_2)) \approx d_{\text{TL}^p}((\mu_1, f_1), (\mu_2, f_2)).
\]

**Example 63.** Let us consider how to generate a new \( \text{TL}^p \) image from the linear space. We recall that colour images can be represented by \( (\mu, f) \) where \( \{x_i\}_{i=1}^{n} \) are the locations of pixels (which are uniform across \( [0, 1] \times [0, 1] \)), \( \mu = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i} \), and \( f : \{x_i\}_{i=1}^{n} \to \mathbb{R}^3 \) represents the RGB values for each pixel. We take a reference image \( (\sigma, h) \) of the same form (in particular \( \sigma = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i} \)), and note that the embedding is given by \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^{5^n} \) where

\[
\alpha_i = \frac{1}{n^2} \left( \tilde{\mu}(x_i) - (x_i, h(x_i)) \right) \in \mathbb{R}^5.
\]

To generate a new image we need to invert this mapping. Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^{5^n} \). We define \( \tilde{T} = n \frac{2}{5} \alpha_i + (x_i, h(x_i)) \in \mathbb{R}^5 \). Then \( y_i = (\tilde{T}_i)_{1:2} \in \mathbb{R}^2 \) are the location of the pixels and \( c_i = (\tilde{T}_i, 5) \) are the RGB values in the new image. In the TL\(^p\) space the new image is represented by \((\nu, g)\) where \( \nu = \frac{1}{n} \sum_{i=1}^{n} \delta_{y_i} \), and \( g(y_i) = c_i \). This is only well defined if \( y_i \) are all unique. If not, then we use Barycentric projection (see also appendix F.2.7), for example if \( y_i = y \) for all \( i \in I \) then we define \( g(y) = \frac{1}{|I|} \sum_{i \in I} c_i \) to be the empirical average.

**F.2.5 Computing the linear transportation \( L^p \) embedding**

In this subsection we review some methods for computing the linear \( \text{TL}^p \) embedding. In principle, any algorithm that can compute optimal transport distances can be adapted to compute \( \text{TL}^p \) by either interpreting \( \text{TL}^p \) as a Wasserstein distance on the graphs of functions, or as an optimal transport problem with cost \( c(x, y; f, g) = |x - y|^p + |f(x) - g(y)|^p \). We refer to [52] for a thorough review of computational methods for optimal transport. Here, we review the following methods in the setting of \( \text{TL}^p \): linear programming, entropy regularised optimal transport, and flow minimisation.

Once we have obtained optimal \( \text{TL}^p \) maps \( \tilde{T}_{\tilde{\mu}} : \Omega \times \mathbb{R}^m \to \Omega \times \mathbb{R}^m \) for each of the transportation problems between \( \tilde{\sigma} \in \mathcal{P}(\Omega \times \mathbb{R}^m) \) and \( \tilde{\mu}_i \in \mathcal{P}(\Omega \times \mathbb{R}^m) \) for \( i = 1, \ldots, N \), we can embed into Euclidean space by (eq. (F.11)-eq. (F.13)) where \( \tilde{T}_{\tilde{\mu}} = (T^{\mu_1}, f_1 \circ T^{\mu_1}) \). Hence, linear statistical methods can be applied. In some cases we maybe interested in using derivative information of the signals,
in appendix F.2.6 we further extend the theory to the case of the linear transportation Sobolev distance.

Linear programming

Consider the case when

\[ \mu = \sum_{i=1}^{m} p_i \delta_{x_i}, \quad \nu = \sum_{j=1}^{n} q_j \delta_{y_j}, \quad f = f(x_i) \quad \text{and} \quad g = g(y_j). \]  

(F.14)

Then the TL$^p$ distance can be written as

\[ d_{\text{TL}^p}(\mu, f, \nu, g) = \min_{\pi} \sum_{i=1}^{m} \sum_{j=1}^{n} (|x_i - y_j|^p + |f_i - g_j|^p) \pi_{ij} \]

where the minimum is taken over matrices $\pi \in \mathbb{R}^{n \times m}$ such that the row sums are $(p_1, \ldots, p_m)$ and the column sums are $(q_1, \ldots, q_n)$. This is a linear programme and can be solved, for example, by using the simplex or interior point methods. Although this works well for small problems (i.e. when $n$ and $m$ are small) linear programming algorithms quickly become infeasible for large problems. There are ad-hoc multiscale methods such as [19] that allow for the application of linear programming methods to larger problems but these do not have theoretical guarantees (for example, there are no guarantees regarding finding the global minimiser).

An entropy regularisation approach

We assume two pairs $(\mu, f), (\nu, g) \in \text{TL}^p$ can be written in the form (F.14). It was proposed in [25] to consider the entropy regularised problem

\[ S_\varepsilon((\mu, f), (\nu, g)) = \min_{\pi} \left( \sum_{i=1}^{m} \sum_{j=1}^{n} (|x_i - y_j|^p + |f_i - g_j|^p) \pi_{ij} - \varepsilon H(\pi) \right) \]  

(F.15)

where $\varepsilon > 0$ is a positive parameter that controls the amount of regularisation, $H$ is entropy and defined by

\[ H(\pi) = -\sum_{i=1}^{n} \sum_{j=1}^{m} \pi_{ij} \log \pi_{ij} \]

and the minimum in (F.15) is taken over matrices $\pi \in \mathbb{R}^{n \times m}$ such that the row sums are $\mathbf{p} = (p_1, \ldots, p_m)$ and the column sums are $\mathbf{q} = (q_1, \ldots, q_n)$. When $\varepsilon \to 0$, the results of [53] imply that $S_\varepsilon((\mu, f), (\nu, g)) \to d_{\text{TL}^p}(\mu, f, \nu, g)$. Subsequent developments of the entropy regularised approach have appeared in [26], [27]. The measure $S_\varepsilon$ is referred to as the Sinkhorn distance. It is easy to see that

\[ S_\varepsilon((\mu, f), (\nu, g)) = \varepsilon \inf_{\pi} \{ \text{KL}(\pi|K) \}, \]

where $K_{ij} = \exp \left( -\frac{C_{ij}}{\varepsilon} \right)$ is the Gibbs distribution, $C_{ij} = |x_i - y_j|^p + |f_i - g_j|^p$, and KL denotes the Kullback-Leibler divergence. The minimisation is taken over the same set as in (F.15) The
optimal choice for $\pi$ can be written in the following form:

$$\pi^\dagger = \text{diag}(u) K \text{diag}(v),$$

where $u, v$ are the limits, as $t \to \infty$, of the sequence

$$u^{(0)} = 1, \quad u^{(r)} = \frac{p}{K u^{(r - 1)}}, \quad v^{(r + 1)} = \frac{q}{K v^{(r)}},$$

see [27]. The entropy regularisation means the optimal $\pi$ for $S_{\varepsilon}$ cannot be written as a transport map. To obtain an approximation to the optimal transport map one can use Barycentric projections as in [19, Section 2.3].

A flow minimisation approach

Following [12] we derive a flow minimization method for finding the transportation map in $\text{TL}^2$. Let $\Omega \subset \mathbb{R}^d$ be a compact domain with smooth boundary and let $(\mu, f)$ and $(\nu, g)$ be signals in $\text{TL}^2(\Omega, \mathbb{R}^m)$, where $f, g : \Omega \to \mathbb{R}^m$ are square-integrable functions. Furthermore, we assume that the measures $\mu$ and $\nu$ admit densities with respect to the Lebesgue measure. Abusing notation we write $d\mu(x) = \mu(x) dx$. The variational $\text{TL}^2$ problem is finding the diffeomorphic map $T : \Omega \to \Omega$, which minimises the following energy

$$\varepsilon(T) = \int_\Omega (|T(x) - x|^2 + |g(T(x)) - f(T(x))|^2) \mu(x) dx$$

subject to $T_* \mu = \nu$. (F.16) (F.17)

We assume the following polar factorization of $T$. Let $s : \Omega \times [0, \infty) \to \Omega$ and assume the second coordinate is time. We further assume for any fixed $t$, $[s(\cdot, t)]_* \mu = \mu$. That is, $s(\cdot, t) : \Omega \to \Omega$ is a mass preserving rearrangement of $\mu$. Let $T^0 : \Omega \to \Omega$ be an initial mass preserving map between $\mu$ and $\nu$, i.e. $T^0_* \mu = \nu$, for example the Knothe-Rosenblatt coupling [15]. We assume that $s(\cdot, t)$ is invertible in $x$ for every $t$ and with an abuse of notation we write $s^{-1}$ for this inverse, i.e.

$$s^{-1}(s(x, t), t) = x = s(s^{-1}(x, t), t) \quad \text{for all } x \in \Omega \text{ and for all } t \in [0, \infty).$$

(F.18)

We require that $T = T^0 \circ s^{-1}$. The strategy in [12] is to evolve $s(\cdot, t)$ using a gradient descent step such that it converges to a minimiser of (F.16) satisfying the constraint (F.17) as $t \to \infty$. We first consider sufficient conditions on $s$ in order to guarantee that (F.17) holds for all $t > 0$. The proof of the proposition can be found in [12, Section A.2].

**Proposition 64.** Let $\Omega \subset \mathbb{R}^d$ be a compact domain with a smooth boundary and $\mu, \nu \in \mathcal{P}(\Omega)$. Assume that $\mu$ and $\nu$ have $C^1$ densities with respect to the Lebesgue measure on $\Omega$ and with an abuse of notation write $d\mu(x) = \mu(x) dx$ and $d\nu(x) = \nu(x) dx$. Let $\chi$ be a $C^1$ vector field on $\Omega$ satisfying $\text{div}(\chi) = 0$ on $\Omega$ and $\chi \cdot n = 0$ on $\partial \Omega$ where $n$ is the normal to the boundary of $\Omega$. Assume $s : \Omega \times [0, \infty) \to \Omega$ is differentiable and invertible in the sense of (F.18), and $T^0$ satisfies $T^0_* \mu = \nu$. If, $s(\cdot, 0) = \text{Id}$ and for all $t > 0$

$$\frac{\partial s}{\partial t}(x, t) = \frac{1}{\mu(s(x, t))} \chi(s(x, t))$$

(F.19)
then \([s(\cdot, t)]_* \mu = \mu\). Furthermore \(\frac{\partial T^t}{\partial t} = -\frac{1}{\nu} \nabla T^t \chi\) and \(T^t_* \mu = \nu\) where

\[
T^t = T^0(s^{-1}(\cdot, t)).
\]

If we restrict ourselves to look for transport maps of the form (eq. (F.19)-eq. (F.20)) then we must decide how to choose \(\chi\). Let us define \(s_\chi : \Omega \times [0, \infty) \to \Omega\) by (F.19) with \(s_\chi(\cdot, 0) = \text{Id}\) and \(T^t_\chi : \Omega \to \Omega\) by (F.20) with \(s = s_\chi\). An obvious criterion is to choose \(\varepsilon(T^t_\chi)\) decreases quickest over all choices of \(\chi\). To this end we compute the derivative of \(\varepsilon(T^t_\chi)\) with respect to \(t\).

**Lemma 65.** In addition to the assumptions and notation of proposition 64 let \(f \in C^1(\Omega; \mathbb{R}^m)\) and \(g \in L^2(\nu)\) and define \(\varepsilon\) by (F.16). Define \(s_\chi : \Omega \times [0, \infty) \to \Omega\) by (F.19) with \(s_\chi(\cdot, 0) = \text{Id}\) and \(T^t_\chi : \Omega \to \Omega\) by (F.20) with \(s = s_\chi\). Then we have

\[
\frac{d}{dt} \varepsilon(T^t_\chi) = -\int_\Omega Q(x, t) \cdot \chi(x) \, dx
\]

where

\[
Q(t, x) = 2T^t_\chi(x) + 2 \sum_{i=1}^m g_i(T^t_\chi(x)) \nabla f_i(x).
\] (F.21)

**Proof.** We define

\[
\tilde{\varepsilon}(T; f, g) = \int_\Omega |g(T(x)) - f(x)|^2 \, d\mu(x)
\]

which we can also write as

\[
\tilde{\varepsilon}(T; f, g) = \int_\Omega |g(y)|^2 \, d\nu(y) + \int_\Omega |f(x)|^2 \, d\mu(x) - 2 \int_\Omega g(T(x)) \cdot f(x) \, d\mu(x).
\]

By a change of variables \(y = s_\chi^{-1}(x, t)\), and since \([s_\chi(\cdot, t)]_* \mu = \mu\) we have

\[
\tilde{\varepsilon}(T^t_\chi; f, g) = \int_\Omega |g(y)|^2 \, d\nu(y) + \int_\Omega |f(x)|^2 \, d\mu(x) - 2 \int_\Omega g(T^0(s_\chi^{-1}(x, t))) \cdot f(x) \, d\mu(x)
\]

\[
= \int_\Omega |g(y)|^2 \, d\nu(y) + \int_\Omega |f(x)|^2 \, d\mu(x) - 2 \int_\Omega g(T^0(y)) \cdot f(s_\chi(y, t)) \, d\mu(y).
\]

Differentiating the above we obtain,

\[
\frac{d}{dt} \tilde{\varepsilon}(T^t_\chi; f, g) = -2 \sum_{i=1}^m \int_\Omega g_i(T^0(y)) \nabla f_i(s_\chi(y, t)) \cdot \frac{\partial s_\chi}{\partial t}(y, t) \, d\mu(y)
\]

\[
= -2 \sum_{i=1}^m \int_\Omega g_i(T^t_\chi(x)) \nabla f_i(x) \cdot \chi(x) \, dx.
\]

We note that \(\varepsilon(T^t_\chi) = \tilde{\varepsilon}(T^t_\chi; \text{Id}, \text{Id}) + \tilde{\varepsilon}(T^t_\chi; f, g)\) hence \(\frac{d}{dt} \varepsilon(T^t_\chi) = -\int_\Omega Q(x, t) \cdot \chi(x) \, dx\). \(\square\)

When \(d = 2\) by the Helmholtz decomposition (in 2D) we can find, for each \(t > 0\), two scalar fields \(w : \Omega \to \mathbb{R}\) and \(\alpha : \Omega \to \mathbb{R}\) such that \(Q(t, x) = \nabla w + \nabla^\perp \alpha\) (where the \(t\) dependence on \(\alpha\) and \(w\) is supressed) and \(\alpha = 0\) on \(\partial \Omega\) where \(\nabla^\perp f = \left(-\frac{\partial f}{\partial x_2}, \frac{\partial f}{\partial x_1}\right)\) for a function \(f(x) = f(x_1, x_2)\). To find the direction of steepest descent we let \(\psi = \nabla^\perp \alpha\) and \(\chi = \nabla^\perp \beta\) and compute

\[
\frac{d}{dt} \varepsilon(T^t_\chi) = -\int_\Omega (\nabla w(x) + \psi(x)) \cdot \chi(x) \, dx
\]

302
\[ \int_\Omega (\text{div}(w\chi(x)) - w(x)\text{div}(\chi(x))) \, dx = -\int_\Omega \psi(x) \cdot \chi(x) \, dx \]

\[ = -\int_{\partial\Omega} w(x)\chi(x) \cdot n(x) \, dS(x) - \int_\Omega \psi(x) \cdot \chi(x) \, dx \]

\[ = -\int_\Omega \psi(x) \cdot \chi(x) \, dx \]

\[ = -\int_\Omega \nabla\alpha(x) \cdot \nabla\beta(x) \, dx \quad (F.22) \]

where the third line follows from the divergence theorem and since \( \text{div}(\chi) = 0 \) on \( \Omega \), and the fourth line follows from \( \chi(x) \cdot n(x) = 0 \) on \( \partial\Omega \). It follows that the direction of steepest descent is \( \alpha = \beta \).

To find \( \alpha \), we need to observe that \( \nabla\alpha = -Q^\perp - \nabla^\perp w \) where \( \perp \) is rotation clockwise by \( \pi/2 \), i.e. \( Q^\perp = (-Q_2, Q_1) \). Taking the divergence we have

\[ \Delta\alpha = \text{div}(\nabla\alpha) = \text{div}(-Q^\perp - \nabla^\perp w) = -\text{div}(Q^\perp). \]

Hence, \( \alpha \) solves the Poisson equation with Dirichlet boundary conditions:

\[ \Delta\alpha = -\text{div}(Q^\perp) \quad \text{in } \Omega \quad (F.23) \]

\[ \alpha = 0 \quad \text{on } \partial\Omega. \quad (F.24) \]

To summarise, the flow minimization scheme for \( TL^p \), given a step size \( \tau \) is as follows.

1. Construct \( T^0 \) and set \( t = 0 \).
2. Compute \( Q(\cdot, t) \) defined by (F.21).
3. Find \( \alpha \) by solving (eq. (F.23)-eq. (F.24)).
4. Update \( T^{t+\tau} = T^t - \frac{\tau}{\mu} \nabla T^t \nabla^\perp \alpha \).
5. Set \( t \mapsto t + \tau \).
6. Repeat 2-5 until convergence.

### F.2.6 Linear transportation Sobolev distance

A natural way to include information about the derivative of a signal is to augment the signal. Briefly, assume \( f : \mathbb{R} \to \mathbb{R} \) is in the Sobolev space \( W^{1,p} \), this means that the first weak derivative of \( f \) is integrable in \( L^p \), with the base measure being \( \mathcal{L}^d \), the Lebesgue measure on \( \mathbb{R}^d \), for simplicity. We can then define the augmented signal \( \mathbf{f} = (f, \frac{df}{dx}) \) and we note that \( f : \mathbb{R} \to \mathbb{R}^2 \) is simply a function. Thus we can define a transportation Sobolev distance:

\[ d_{TV^{1,p}}(\mathcal{L}^d, f), (\mathcal{L}^d, g) = d_{TL^p}(\mathcal{L}^d, f), (\mathcal{L}^d, g)). \]

This was first proposed in [32] and we refer the readers there for the theoretical background. Furthermore, our construction from the previous section carry through to the Sobolev setting and so we can propose a linear transportation \( W^{1,p} \) distance. There is no need to restrict ourselves to only one derivative. Assuming that \( f \in W^{k,p} \); that is, \( f \) has \( k \) weak derivatives integrable in \( L^p \),
then we can define $f = (f, \frac{df}{dx}, \frac{d^2f}{dx^2}, \ldots, \frac{d^kf}{dx^k})$. Thus a transportation Sobolev distance, which we denote $\text{TW}^{k,p}$ is given by

$$d_{\text{TW}^{k,p}}(f,g) = d_{\text{TL}^p}((L^{d_f}, f), (L^{d_g}, g)).$$

The linear theory we have developed in previous section then applies. In addition, multi-variable functions $f : \mathbb{R}^m \to \mathbb{R}^m$ with $k$ weak derivative integrable in $L^p$ can be handled in a simple manner by defining

$$J_k f = \left(f_1, \ldots, f_m, \frac{\partial f_1}{\partial x_1}, \ldots, \frac{\partial f_1}{\partial x_m}, \ldots, \frac{\partial f_2}{\partial x_1}, \ldots, \frac{\partial f_2}{\partial x_m}, \ldots, \frac{\partial^k f_m}{\partial x_1^k}, \ldots, \frac{\partial^k f_m}{\partial x_m^k}\right).$$

A full characterization of the space ($\text{TW}^{k,p}, d_{\text{TW}^{k,p}}$) is given in [32]; in particular, it is a metric space.

### F.2.7 Geodesics and interpolation

The space $(\mathcal{P}_p(\Omega), d_{\text{TL}^p})$ is a geodesic space, with easily characterisable geodesics. Letting $\pi^\dagger \in \Pi(\sigma, \mu)$ be the optimal transport plan that minimises the transport problem given by (F.1), we define $I_t : \Omega \times \Omega \to \Omega$, where $t \in [0, 1]$, to be a linear interpolation, as follows:

$$I_t(x, y) = (1 - t)x + ty.$$

Then the geodesic in Wasserstein space is given by $\mu(t) = [I_t]_\pi^\dagger$. When there exists transport maps, i.e. $\pi^\dagger = (\text{Id} \times T^\mu)_{\ast} \mu$ then the geodesic can be written $\mu_t = [T^\mu_t]_{\ast} \mu$ where $T^\mu_t(x) = I_t(x, T^\mu(x)) = (1 - t)x + tT^\mu(x)$. Let $P$ be defined by $P = P_\epsilon$ in (F.8) then since

$$P(\mu_t) = (T^\mu_t - \text{Id}) \rho^{\frac{\beta}{p}} = \left(\left(1 - t\right)\text{Id} + tT^\mu - \text{Id}\right) \rho^{\frac{\beta}{p}} = t \left(T^\mu - \text{Id}\right) \rho^{\frac{\beta}{p}} = t P(\mu)$$

we see that the projection of the geodesic onto the Euclidean space is the geodesic between the projections. In particular, the geodesic between $P(\sigma) = 0$ and $P(\mu)$ in Euclidean space is simply $t P(\mu)$. The same argument holds in the discrete case where $P = P_d$ is defined by (F.10). Since the projection is invertible we can map any point in the Euclidean embedding back to the optimal transport space. Notably, this allows one to translate principal eigenvectors in PCA space (of the linear embedding) into modes of variation in optimal transport space, see [29] for more details.

This argument does not directly apply to the TL$^p$ space since, by the following remark, the TL$^p$ space does not permit geodesics.

**Remark 66.** Consider the measure $\mu = \frac{1}{2} \delta_0 + \frac{1}{2} \delta_1$ and the functions $f(0) = 0, f(1) = 10, g(0) = 10, g(1) = 0$. Then the transport between $(\mu, f)$ and $(\mu, g)$ is from $(0, 0)$ to $(1, 0)$ and from $(1, 10)$ to $(0, 10)$. The "half way" point would be the measure $\frac{\mu + \delta_1}{2}$ and the function that takes the value 10 and 0 at $x = \frac{1}{2}$, which is not a function.

However, this does not prevent us from interpolating and visualising modes of variation. Indeed, let $\tilde{T}^\mu(x) = (T^\mu(x), f(T^\mu(x)))$ be the optimal TL$^p$ map pushing $(\sigma, h)$ to $(\mu, f)$, then the map

$$\tilde{T}^\mu_t(x) = ((1 - t)x + tT^\mu(x), (1 - t)h(x) + t(f(T^\mu(x))))$$

interpolates between the signals $(\sigma, h)$ and $(\mu, g)$. In fact, this is the geodesic in $(\mathcal{P}_p(\Omega \times \mathbb{R}^m), d_{\text{TL}^p})$ that is $\tilde{\mu}_t = \tilde{T}^\mu_t$ is the geodesic in $(\mathcal{P}_p(\Omega \times \mathbb{R}^m), d_{\text{TL}^p})$ between $\sigma$ and $\mu$. Although we can invert
\( \tilde{P} = \tilde{P}_d \) (defined in (F.11)) in the Wasserstein space, i.e. for all \( p \in \mathbb{R}^{nm} \) there exists \( \tilde{\nu} \in \mathcal{P}(\Omega \times \mathbb{R}^m) \) such that \( P(\tilde{\nu}) = p \) (note that this is \( \nu \) and not \( \tilde{\nu} \) since we are inverting with respect to the Wasserstein embedding) we cannot guarantee that \( \tilde{\nu} \) can be written in the form \( \tilde{\nu} = (\mathrm{Id} \times g)_\# \nu \).

Hence, we cannot in general invert the linear embeddings from \( \mathcal{T}L^p \) back into \( \mathcal{T}L^p \). Instead we use an approximate inversion. We define \( \tilde{P}^{-1}(p) = (\nu, \bar{g}) \) where \( \tilde{\nu} \) satisfies \( P(\tilde{\nu}) = p \), \( \bar{g}(x) = \mathbb{E}\tilde{\nu}_x \) and (where we use disintegration of measures) \( \tilde{\nu} = \tilde{\nu}_x \otimes \nu \) with the latter meaning

\[
\tilde{\nu}(A \times B) = \int_A \tilde{\nu}_x(B) \, d\nu(x) \quad \text{for all measurable } A \subseteq \Omega, B \subseteq \mathbb{R}^m.
\]

In other words, we define the “inverse” map from the linear embedding of \( \mathcal{T}L^p \) back into \( \mathcal{T}L^p \) as the inverse map in Wasserstein distance and projected onto the \( \mathcal{T}L^p \) space:

1: \( p \in \{ \text{linear } \mathcal{T}L^p \text{ space} \} \mapsto \tilde{\nu} \in \mathcal{P}(\Omega \times \mathbb{R}^m) \) using inverse of LOT in the space \( \Omega \times \mathbb{R}^m \)

2: \( \tilde{\nu} \mapsto (\nu, g) \in \mathcal{T}L^p \) by projecting the Wasserstein space on \( \Omega \times \mathbb{R}^m \) onto \( \mathcal{T}L^p \).

The projection onto \( \mathcal{T}L^p \) is done by taking the mean across each fibre in \( x \in \Omega \). With this definition we are also able to visualise any point in the linear embedding in \( \mathcal{T}L^p \) space.

### F.3 Results

In this section we apply the linear \( \mathcal{T}L^p \) framework to synthetic and real world examples. Our first synthetic example is a 1D class of functions that is based on the synthetic example in [33]. The second synthetic example is in 2D. We consider real world applications to cell morphometry, auslan (Australian sign language), breast cancer histopathology and financial time series.

#### F.3.1 One-dimensional synthetic signal processing

We first consider a one dimensional signal processing problem, to test the ability of OT and \( \mathcal{T}L^p \) to discriminate between different signals. Throughout, we take the Euclidean distance as the cost function and \( p = 2 \) for \( \mathcal{T}L^p \) distance. We consider the task of discriminating between double hump and a high-frequency perturbation of the hump function: a chirp function. A double hump function is of the form:

\[
f = K_1 \cdot (1_{[l, l+r]} + 1_{[l+b+r,l+b+2r]}), \quad (\text{F.25})
\]

where \( 1_{[\alpha, \beta]} \) denotes the indicator function on the interval \([\alpha, \beta]\) and \( l \in [0, 1-b-2r] \). The constant \( K_1 \) is chosen such that \( f \) integrates to unity. A chirp-hump function is given as:

\[
f = K_2 \cdot \left( \sum_{j=0}^{\gamma-1} 1_{[l+j\gamma, l+(j+1)\gamma]} + \frac{1}{\gamma} 1_{[l+b+r,l+b+2r]} \right), \quad (\text{F.26})
\]

where \( \gamma \) controls the high-frequency perturbation and \( K_2 \) is chosen so that \( f \) integrates to unity. To generate our synthetic dataset we proceed as follows, fixing \( l, r \) and \( b \), we generate \( f_1, ..., f_{30} \) from (F.25). We corrupt each signal with standard Gaussian noise to obtain 30 noisy double hump functions. We then obtain two separate classes from the chirp-hump functions by first randomly sampling \( \gamma \in \{\gamma_1, \gamma_2\} \) with equal probability. Each chirp-hump function is then corrupted
with standard Gaussian noise. We then obtain functions \( f_{31}, \ldots, f_{60} \) as chirp-hump functions with proportion \( R_1 \) having perturbation parameter \( \gamma_1 \) and proportion \( R_2 \) having perturbation parameter \( \gamma_2 \). All functions are defined on \([0, 1]\) discretized on a uniform grid of length \( N = 150 \).

To apply LOT to discriminate between these signals we first need to satisfy positivity and mass constraints. Thus, each function \( f \) is normalised as follows \( g = \frac{f}{\int (f + \chi)^2} \), for a small number \( \chi \). Discrete measures \( \mu_1, \ldots, \mu_{60} \) are then defined to be the probability measures with density \( g_1, \ldots, g_{60} \) with respect to the uniform grid on \([0, 1]\). A reference measure \( \sigma \) is constructed as an empirical average of all these measures. We then use entropy regularised methods, see [25], [27] or appendix F.2.5 to compute optimal transport plans between \( \sigma \) and \( \mu_i \), where \( i = 1, \ldots, 60 \); after which an optimal transport map is computed using Barycentric projection. We then embed the measures into Euclidean space as described in appendix F.2.3. Note that for this linear embedding \( E \in \mathbb{R}^{150 \times 60} \). This method requires only the computation of 60 transport plans, rather than \( 59 \times 30 \) if all pairwise OT distance were computed.

The linear TL\( p \) framework can be applied directly without ad-hoc pre-processing and normalisation. The base measure is taken as the uniform measure on \([0, 1]\). The reference measure \( \sigma \) is taken to be the base measure and the reference signal \( h \) is the empirical average of all signals. Optimal TL\( p \) plans are computed again using entropy regularised methods from \((\sigma, h)\) to \((\mu_i, f_i)\) for \( i = 1, \ldots, 60 \). Recall that this requires the computation of the optimal transport plan from \( \tilde{\sigma} \) to \( \tilde{\mu}_i \) for \( i = 1, \ldots, 60 \). The map is then obtained from the plan via Barycentric projection. A linear embedding \( U \) is obtained as detailed in appendix F.2.4. Note this linear embedding is higher dimensional and \( U \in \mathbb{R}^{300 \times 60} \).

To assess the discriminating ability of OT and TL\( p \) we apply K-means clustering with \( K = 3 \) to the linear embedding to see if we can recover the true underlying classes. Since K-means attempts to minimise the within class distance and maximise between class distance, we expect a distance which is able to detect the differences between the classes to have the best performance. We take the clustering returned from the K-means algorithm and compare it to the true clustering using the adjusted Rand index (ARI) [54], [55]. An ARI is a score with 1 indicating perfect agreement, 0 indicating the method performs as well as one would expect if random assignment where made and the ARI can be negative if the method is worse than random. We repeat our method 100 times to produce a distribution of scores.

Figure F.1 demonstrate the improved performance of using the TL\( p \) distance to form a linear embedding of the data. The median ARI using the TL\( p \) distance was 1, whilst the median for using the linear OT approach was 0.8129. The TL\( p \) approach outperforms the OT approach significantly (Kolmogorov-Smirnov (KS) Test, \( p < 10^{-4} \)). Furthermore, fig. F.1 panels (b) and (c) demonstrates that the linear embedding produce much tighter and therefore more interpretable clusters when using the TL\( p \) approach as compared to the OT approach.

### F.3.2 Two-dimensional synthetic signal processing

We consider a more challenging synthetic two dimensional signal processing problem. As in the previous section, we take \( p = 2 \) as the exponent of the cost function in both settings. Consider the following class of functions, defined on a grid on \([0, 1]^2\):

\[
\mathcal{M}_1 = \left\{ f : [0, 1]^2 \to \mathbb{R} \mid f(x_i, y_j) = \alpha x_i e^{-x_i^2 - y_j^2} + \sigma_{ij}, \alpha \sim \mathcal{N}(0, 1), \sigma_{ij} \sim \mathcal{N}(0, 1) \right\},
\]
Figure F.1: (a) A boxplot showing the distribution of adjusted Rand index over different runs of the algorithm. The TL$^p$ based method clearly outperform the OT approach. (b) An example of a linear OT embedding showing classes that appear dispersed, and between class distance is smaller than within class distance. (c) An example of a linear TL$^p$ embedding, between class distance is clearly greater than within class distance. This results in tighter clusters. (d) An example chirp-hump function (without noise). (e) An example double hump function (without noise).

and

$$\mathcal{M}_2 = \left\{ f : [0, 1]^2 \to \mathbb{R} | f(x_i, y_i) = \alpha x_i e^{-x_i^2 - y_i^2} + \sigma_{ij}, \alpha \sim \mathcal{N}(-4, 1.5), \sigma_{ij} \sim \mathcal{N}(0, 1) \right\}.$$ 

Furthermore, we introduce a perturbation to functions in $\mathcal{M}_1$, by first sampling an integer $n \in \{10, \ldots, 20\}$ each with equal probability and then setting $f = -2$ for $n$ randomly chosen coordinates on the grid, with each coordinate having equal probability of being chosen.

We note that these signals take positive and negative values and thus to apply linear OT to this problem we perform normalisation. We add a constant to each (random) function and then ensure that mass still integrates to unity. This ad-hoc normalisation procedure introduces signal compression into the problem causing important features to become suppressed. The TL$^p$ distance can be applied without normalisation or pre-processing.

We generate 25 random functions from each class. We then apply both the linear OT and linear TL$^p$ methods to the resulting dataset. We performed PCA and $K$-means clustering, with $K = 2$, on the linear embedding to see if we can discriminate between the two classes. As in the previous section, we compare the resultant clustering with ground truth using the ARI. We repeat this process 100 times to obtain a distribution of scores.

Figure F.2 show that a linear embedding based on a TL$^p$ distance outperforms the LOT embedding. The median ARI for the TL$^p$ approach is 0.92 and the median ARI for OT is 0.5689. The linear TL$^p$ distance produced significantly better results (KS-test, $p < 10^{-4}$) and the PCA
plots in fig. F.2 demonstrate that the two classes overlap when using OT but separate when using TL$^p$.

Figure F.2: (a) A boxplot showing the distribution of adjusted Rand index over different runs of the algorithm. The TL$^p$ based method clearly outperforms the OT approach. (b) An example of a linear OT embedding where we see overlap between the classes as a result of signal compression. (c) An example of a linear TL$^p$ embedding where there is a clear separation between classes. (d) An example signal (without noise) from $\mathcal{M}_1$. (e) An example signal (without noise) from $\mathcal{M}_2$.

F.3.3 Application: Cell morphometry

In this section, we analyse the liver dataset of [2] containing 250 normal and 250 cancerous liver cells. [2] proposed a transportation based morphometry analysis and this facilitated high accuracy classification. Furthermore, the generative nature of optimal transport allowed them to visualise the modes of variation in the dataset, allowing for superior interpretation of the data. Each cell image is defined on a $192 \times 192$ pixel grid with a single intensity channel. Thus both linear OT and linear TL$^p$ are applicable.

For consistency we apply flow minimisation techniques to compute the transport maps in each setting [30]. To alleviate numerical issues, as in [30], we apply a Gaussian low-pass filter with standard deviation 2 to smooth the data. We perform mass normalisation so that optimal transport can be applied and these signals are also used for TL$^p$, so that the spatial and intensity features are on the same scale. A linear embedding is obtained from the transport maps.

Once this linear embedding is obtained we use the 1 nearest neighbour (1NN) algorithm to predict normal or cancerous from the linear embedding of the signals. We assess performance with a 5-fold cross-validation framework; that is, an 80/20 split between training and testing partitions. As an assessment of performance we use the macro-F1 score (the harmonic mean of the precision
and recall) [56]. This score was then averaged across each of the 5-folds and the whole process was repeated 100 times to produce a distribution of scores.

Figure F.3 shows that on this particular task the linear OT and linear TL\textsuperscript{p} framework have similar classification performance when differentiating between cancerous and normal cells. This is unsurprising as these images only have a single intensity channel. We also visualise, in a PCA plot, the linear TL\textsuperscript{p} embedding showing the variability across the dataset. Figure F.3 panel (c) visualises the modes of variation in image space for the first 5 principal components of the data.

![Figure F.3: (a) A boxplot showing the distribution of adjusted Rand index using the 1NN classifier on the linear OT and linear TL\textsuperscript{p} embeddings. Unsurprisingly, both methods perform equally well on this dataset. (b) A PCA plot of the TL\textsuperscript{p} linear embedding where we see overlap between the classes but distinct class distributions (c) The first 5 principal modes of variation using linear interpolation along the eigenvectors in PCA space. (d) An example healthy liver cell. (e) An example cancerous liver cell.](image)

### F.3.4 Application: Auslan data

We apply the transportation methodology presented in this manuscript to the Australian Sign language (Auslan) dataset [57]. A native Auslan signer was recorded, using fifth dimension technology gloves, making 95 different signs repeated over a period of 9 weeks. The sign was repeated 3 times at each recording, thus each word was measured 27 times. This means there are a total of 2565 signs in the dataset. Each measurement is considered as a multivariate time-series. The measurements taken for each hand are the \(x, y, z\) positions, along with roll, pitch and yaw. In addition, the bend of each of the 5 fingers is recorded. Thus at each frame 22 measurements are observed. We consider the Auslan data as the following functions \(f_i : \mathbb{R} \rightarrow \mathbb{R}^{22}\), for \(i = 1, \ldots, 2565\). We truncate the number of frames to 44 because little variation was observed past this point.

We apply the linear TL\textsuperscript{p} and linear OT frameworks to this dataset. Since TL\textsuperscript{p} can handle
multi-channel signals, no additional pre-processing was needed. However, to apply OT additional pre-processing was required. Firstly, all signals were made positive and then the mean was taken so that there was only a signal channel with positive values. We then normalised so the signal integrated to unity. A linear embedding was obtained as described in previous sections. Once this linear embedding is obtained, we use the 1 nearest neighbour (1NN) algorithm to predicted the signs from the linear embedding of the signals. We assess performance with a 5-fold cross-validation framework and repeat 100 times to produce a distribution of scores. In addition, we compare to the standard TL$^p$ methodology and also linear TW$^{k,p}$ by including the gradient of the spatial positions $x, y, z$ as additional information. We also recorded timings for each of the methods.

Figure F.4 shows that the linear transportation methods are considerably faster than the full transportation methods. Indeed the linear TL$^p$ distance was on the order of magnitude of ten’s of seconds, whilst the full TL$^p$ took several hours. Figure F.5 demonstrates that our proposed linear TL$^p$ method significantly outperforms the linear OT approach (T-test, $p < 10^{-4}$) on the Auslan data. We also see that providing derivative information of the signals does not lead to any improvement in performance. There is a loss in classification ability of the linear TL$^p$ versus the TL$^p$ method, which is unsurprising as the linear transportation method is approximate. However, on the Auslan dataset we observe this difference to be small and this minor improvement comes at computational cost orders of magnitude greater.

<table>
<thead>
<tr>
<th>Application</th>
<th>Linear OT</th>
<th>Linear TL$^p$</th>
<th>Linear TW$^{k,p}$</th>
<th>TL$^p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-D Synthetic</td>
<td>1.3</td>
<td>0.2</td>
<td>-</td>
<td>90.2</td>
</tr>
<tr>
<td>2-D Synthetic</td>
<td>7.1</td>
<td>16.9</td>
<td>-</td>
<td>707.2</td>
</tr>
<tr>
<td>Cell Morphometry</td>
<td>242.1</td>
<td>512.7</td>
<td>-</td>
<td>161080</td>
</tr>
<tr>
<td>Auslan</td>
<td>12.1</td>
<td>13.0</td>
<td>13.5</td>
<td>91200</td>
</tr>
<tr>
<td>Breast Cancer Histopathology</td>
<td>25407.0</td>
<td>2919.8</td>
<td>-</td>
<td>345600</td>
</tr>
</tbody>
</table>

Figure F.4: CPU times in seconds to compute each transportation method on each dataset. Computation was halted after 4 CPU days.

Figure F.5: (a) Distributions of macro-F1 scores for different transportation methods. Evidently linear TL$^p$ significantly outperforms linear OT. (b) An example multi-variate signal from the Auslan dataset.
F.3.5 Application: Breast cancer histopathology

In this section, we demonstrate the applicability of linear $T^p_L$ to images from breast cancer histopathology. Invasive Ductal Carcinoma is an aggressive and common form of breast cancer and deep learning based approaches have been used to construct classifiers to analyse such data [58], [59]. We analyse these datasets using transportation based approaches. We randomly sample 100 images each from two patients: 1 healthy and 1 cancerous, totalling 200 images. Each image is on a $50 \times 50$ pixel grid. To apply linear OT to these images we first convert the images to a single intensity channel and renormalise so that the intensities integrate to unity. We apply the linear $T^p_L$ approach with $p = 2$ without any ad-hoc preprocessing, since it can be directly applied to un-normalised multi-channelled images. We compute transport maps in each case using entropy regularised approaches and then linearly embed these images as described in earlier sections. We visualise the linear embeddings using PCA. In addition, we again employ the 1NN classifier using the same framework as in the Auslan application. We report distributions of macro-F1 scores for both linear OT and linear $T^p_L$.

Figure F.6 demonstrates clear differences between the linear $T^p_L$ embedding and linear OT embedding. The cancerous and healthy images separate more obviously in the PCA representation of the linear $T^p_L$ embeddings. This is supported when using the 1NN classifier, where a mean macro-F1 score of 0.70 is reported in the linear OT case, whilst for linear $T^p_L$ the mean macro-F1 score is 0.88 representing a greater than 25% improvement. It is clear from the box plots that linear $T^p_L$ outperforms linear OT (T-test $p < 10^{-16}$). Using linear interpolation, we visualise perturbations, in units of standard deviation, in principal component space as synthetic images (fig. F.7). The interpolation in the embedding produced by linear $T^p_L$ demonstrates localised mass moving from the centre of the image towards the edges. This corresponds to cancer invading the milk ducts in cancerous tissue with open milk ducts in non-cancerous tissue. Linear interpolation in the LOT embedding visualises mass moving from the lower right to the upper left of the plot, there is no physical interpretation for this variation. It is clear that the linear $T^p_L$ synthetic images are more interpretable than the LOT synthetic images.

F.3.6 Application: Financial time series

In this section, we consider an application of transportation distances to financial time series data. More specifically, we use daily close prices for constituents of the SP1500 index, for the period 2nd January 2004 - 23rd March 2020.

Experimental setup and background on financial time series

We only consider instruments (stocks) available throughout the entire history, which amounts to approximately $n = 1150$ names. We use daily log-returns, defined as follows. The return of instrument $i$, between times $t_1$ and $t_2$ is given by

$$R^{(t_1,t_2)}_i = \log \frac{P_{i,t_2}}{P_{i,t_1}},$$

where $P_{i,t}$ denotes the price of instrument $i$ at the end of day $t$. On any given day $t$, we consider the matrix $S_t$ of size $n \times m$, holding the daily returns for the past $m$ days, with fixed $m = 20$.
throughout the experiments. We refer to $S_t$ as the sliding window, as we vary the time component. The goal is to use and compare various techniques for computing the k-nearest-neighbours of $S_t$, which we denote by $\mathcal{N}_k(S_t) = \{S_t^{(1)}, S_t^{(2)}, \ldots, S_t^{(k)}\}$, by pooling together the similarities between the multivariate time series comprising $S_t$ with prior historical time series comprising $S_1, \ldots, S_{t-h}$, where $h$ is the future horizon which we aim to predict. Note that, at any given time $t$, the available history to query for the k-nearest-neighbours of $S_t$ ends at $S_{t-h}$, in order to avoid forward looking bias. Figure F.8 is a schematic diagram of our pipeline process.

**Future returns** For ease of notation and referencing, we use the abbreviation ‘fret’ to denote forward looking returns (often referred to as targets), and include in the name of the return additional information to reflect the type of return being used. The future return can be the raw returns itself, or various decompositions of it. We let $\text{fret}_{i,t}^{(h)}$, or for simplicity of notation $t_{i,t}^{(h)}$, denote the raw return of instrument $i$ at time $t$, with future horizon $h$

\[
t_{i,t}^{(h,RR)} = \log \frac{P_{t,x+h}}{P_{t,x}}.
\]  

(F.28)

In our setting, we consider the following future horizons $h \in \{1, 3, 5, 10\}$. One often uses the S&P500 as a proxy for the entire market return. The S&P500 is a stock market index that measures
the stock performance of 500 large companies listed on stock exchanges in the US market. The index has a corresponding ETF (Exchange Traded Fund), which can be traded much like any other regular stock. The symbol of this instrument is denoted by SPY, and we denote its raw return by

$$f_{SPY,t}^{(h,RR)} = \log \frac{P_{SPY,t+h}}{P_{SPY,t}}.$$  \hfill \text{(F.29)}

With this in mind, for any instrument \(i\), one can then consider its future market excess return (MR)

$$f_{i,t}^{(h,MR)} = f_{i,t}^{(h,RR)} - \beta_i f_{SPY,t}^{(h,RR)}.$$  \hfill \text{(F.30)}

For simplicity, we assume \(\beta_i = 1\) across all instruments \(i = 1,\ldots,n\), though there are various techniques to infer the individual betas from historical prices data. We remark that the main reason for benchmarking our predictions against the market-excess return, as opposed to only the raw return, is essentially to hedge away the market risk and increase the Sharpe Ratio score defined further below.

**Estimates of future returns** Once we have identified the \(k\)-nearest-neighbour periods of the current window \(S_t\), the prediction made at time \(t\), for a given horizon \(h\), is a weighted sum of the corresponding historical future returns, where the weights are inversely proportional to the distances. More precisely, if we denote by \(\hat{f}_{i,t}^{(h,RR)}\) the \(n \times 1\) vector of forecasts for the future \(h\)-day raw returns at time \(t\), its values are given by

$$\hat{f}_{t}^{(h,RR)} = \sum_{i \in N_k(S_t)} w_i \hat{f}_{i}^{(h,RR)},$$  \hfill \text{(F.31)}

where the weights \(w_i\) are given by \(w_i = \frac{1}{d(S_t, S_i)}\), normalized such that \(\sum_i w_i = 1\), and \(d(S_t, S_i)\) denotes the distance between the current window \(S_t\), and its nearest historical neighbours \(S_i, i \in N_k(S_t)\). Similarly, we compute estimates for the future \(h\)-day market excess returns (MR), by pooling together the historical forward looking market excess returns of the \(k\)-nearest-neighbour periods.

Figure F.7: Variations along the first principal component in the application to breast cancer histopathology for both the linear TL\(p\) embedding and the linear OT embedding.
Figure F.8: Schematic diagram of the pipeline for the financial time series application. We use a sliding window approach, where the current window is shown in blue. The k-nearest-neighbor windows from the past are shown in red.

**P&L** For the evaluation of performance, we rely on standard metrics from the finance literature. If \( \alpha \) denotes our forecast, then the corresponding PnL (Profit and Loss) on a given day \( t \) is given by

\[
P_{nL_t} = \sum_{i=1}^{n} \text{sign}(\alpha_{i,t}) \cdot f_{i,t}, \quad t = 1, \ldots, T, \tag{F.32}
\]

where \( \alpha_{i,t} \) denotes our forecast for instrument \( i \) on day \( t \). Note that the PnL increases if and only if the sign of the forecast \( \alpha \) agrees with the sign of the future return \( f_{i,t} \), and decreases otherwise. The sum is across all the \( n \) instruments, and \( f_{i,t} \) is the future return (either raw return (RR) or market-excess return (MR)) of instrument \( i \) on day \( t \). We explore different forward looking horizon windows \( h \in \{1, 3, 5, 10\} \). We add a superscript to the PnL calculation to indicate its dependency on horizon \( h \) and the type of return considered (RR or MR). For instance, in our setting, the \( h \)-day forward looking market-excess return, computed daily, is given by

\[
P_{nL_t}^{(h,MR)} = \sum_{i=1}^{n} \text{sign} \left( \hat{f}_{i,t}^{(h,MR)} \right) \cdot f_{i,t}^{(h,MR)}, \quad t = 1, \ldots, T, \quad h \in \{1, 3, 5, 10\}. \tag{F.33}
\]

**Sharpe Ratio** Once the daily PnL time series has been computed for all available days in the study (in a rolling window approach), we capture the risk-adjusted performance by computing the corresponding (annualized) Sharpe Ratio (SR) as

\[
SR = \frac{\text{mean}(P_{nL})}{\text{stdev}(P_{nL})} \cdot \sqrt{252}, \tag{F.34}
\]

where the scaling is due to the fact that there are 252 trading days within a calendar year. For simplicity, we apply the same scaling \( \sqrt{252} \) also to the longer horizons \( h > 1 \), and refer the reader to [60] for an in depth discussion of Sharpe Ratios\(^1\). For simplicity, we choose to use the same normalizing constant even for the longer horizons, and we attribute the \( h \)-day PnL to each day \( t \) (leading to overlapping windows); however, we are primarily interested in relative performance

\(^1\)The annualized Sharpe Ratio is calculated from daily observations as \( \frac{\mu - r_f}{\sigma} \sqrt{252} \), where \( \mu \) is the average daily PnL return, \( r_f \) denotes the risk-free rate, and \( \sigma \) the standard deviation of the PnL returns. Since the risk-free rate is typically very close to zero over the period of study, we compute the Sharpe Ratio as \( \frac{\mu}{\sigma} \cdot \sqrt{252} \).
of the methods, in terms of Sharpe Ratio and PnL, and less on the actual magnitudes of these performance metrics.

**Average PnL in basis points** In the financial literature, a typical performance measure is the average return per dollar traded, in percentage. For example, one is typically interested in the annualized return of the portfolio. In what follows, we denote by PPT (Pnl Per Trade) the average daily PnL per unit of notional. For instance, if at time \( t_0 \) the available capital is $100, and the cumulative PnL at time \( t_{252} \) (thus after one year) is $10, then the annualized return amounts to 10%. Recalling that 1% amounts to 100 basis points (bpts), an annualized return of 10% translates to approximately \( \text{PPT} = 4 \text{ bpts per day} \) (since \( 4 \times 252 \approx 1000 \text{ bpts} \), which amounts to 10%). Essentially, the PPT is telling us how much would we earn for each $1 traded in the markets (excluding transaction costs). For simplicity, we ignore sizing effects and assume that each day, we invest $1 for each of the \( n \) instruments, which leads us to the following simplified notion of PPT, averaged over the entire trading period comprised of \( T \) days

\[
\text{PPT} = \frac{\sum_{t=1}^{T} PnL_t}{n} = \frac{\sum_{t=1}^{T} PnL_t}{Tn}.
\]

**Quintile portfolios** One is often interested in understanding the performance of the forecasts, as a function of their respective magnitudes. To this end, one typically considers only a subset (eg, top \( q \% \) strongest in magnitude forecasts) of the universe of instruments, usually referred to as quantile portfolios in the literature \[61\]. Assume for example a universe of 500 stocks, from the SP500 index. A quantile-based analysis simply constructs and evaluates portfolios composed of instruments which fall in a specific quantile bucket, or above a quantile threshold. We choose to use upward-contained quintile buckets, which we denote by \( qr_i, i = 1, 2, \ldots, 5 \) indicating the quintile rank of each instrument, meaning that instruments with quintile rank \( qr_i \) correspond to the top \( 1 - \frac{i}{5} \) fraction of largest-in-magnitude forecasts. The colours in fig. F.12 denote the quintile portfolios traded based on the magnitude of the forecasts. For example, the red bars \( qr_1 \) correspond to the full universe of instruments, while the green bars \( qr_4 \) denote the top 40% largest in magnitude forecasts.

**Methods comparison**

We compare the prediction performance of pairwise OT (which we denote as POT), linear OT (LOT), and linear TL\( ^p \) (LTLP), and leave out the full TL\( ^p \) due to its prohibitive computational running cost. In addition, we compare to another more classical approach, not relying on transportation distance methodology, given by simple Pearson correlation between the original time series. More precisely, for each window \( S_t \) (matrix of size \( n \times m, t = 1, \ldots, T \), we first standardize the returns in each row (eg, corresponding to each instrument), and denote the resulting matrix by \( \tilde{S}_t, t = 1, \ldots, T \). Next, we unwrap each matrix \( \tilde{S}_t \) into a vector \( \psi_t \in \mathbb{R}^{nm} \), and finally compute the pairwise distance between a pair of time windows \( S_t \) and \( S_j \) using a correlation-based distance between their corresponding flattened versions

\[
\text{COR}_{ij} = 1 - \text{Corr}(\psi_i, \psi_j).
\]
Note that, in light of the pre-processing step that standardized the instruments, this corresponds, up to a scaling constant, to the squared Euclidean distance between the corresponding vectors $||\psi_i - \psi_j||^2_F$.

Figure F.11 shows numerical results comparing the various methods considered. The left column is a heatmap showing the $T \times T$ pairwise distance matrix between all days available in history, in the interval 2004 - 2020. We note that LTLP clearly highlights the financial crisis occurred in 2008, followed by LOT, and to some extent, POT, while COR show barely visible signs of this event. The middle columns show a distribution of the pairwise distances, while the right columns show the row sums of the distance matrix. Construing the distance matrix as a network with distance/dissimilarity information, this plot effectively plots the degree of each node (i.e., of each time period corresponding to a sliding window of length 20). The periods of time with the largest dissimilarity degree correspond to the financial crisis in 2008. Note that, for each of visualization, we standardize the degree vector.

Next, we zoom in into the LTLP pairwise distance matrix, and show the resulting degrees in fig. F.9. After computing the LTLP distance matrix, we interpret this as a distance network, and compute the total distance degree of each node, after standardization. In this plot, we are able to recognize many of the major financial market events that have happened over the last two decades: the big financial crisis of 2007-2008, the 2010 Flash crash, the August 2011 markets fall (between May-October 2011), the Chinese market crash from January 2016, the period Oct-Nov 2018 (when the stock market lost more than $2 trillion), August 2019 (a highly volatile month in the global stock markets), and finally, the February 2020 stock market crash triggered by the COVID-19 pandemic. It is interesting to observe that the distance degree corresponding to the COVID-19 pandemic is matched in magnitude only by the 2007-2008 financial crisis. Furthermore, in fig. F.10 we plot the top 50 eigenvalues of the LTLP distance matrix and a heatmap of the top 5 eigenvectors, altogether highlighting the usual market mode top eigenvector, and the second eigenvector highly localized on the 2007-2008 financial crisis and the February-March 2020 Covid-19 pandemic period.

Figure F.9: Normalized total distance for each day, as computed via LTLP, annotated with the major market events. More explicitly, we compute the distance matrix between all pairs of days (where the data for a given day is given by the previous $m = 20$ days, including the day of), construe this as a distance network, and compute the total degree of each node (which we show in the above figure, after standardization, for ease of visualization).

Figure F.12 shows portfolio statistics for the various methods, across different target future horizons $h \in \{1, 3, 5, 10\}$, for both raw-returns (RR) and market-excess returns (MR). The cor-
Figure F.10: Left: histogram of the top 50 eigenvalues of the LTLP distance matrix, on a log scale. Right: barplot of the top $k = 5$ eigenvectors. The top eigen-pair typically corresponds to the so-called market mode. The second eigenvector is strongly localized on the 2007-2008 financial crisis and the February-March 2020 Covid-19 crisis.

responding cumulative PnL plots across time are given in figs. F.13 to F.15 for future horizons $h \in \{1, 5, 10\}$, respectively. Here, we fixed the number of nearest neighbors to $k = 100$, and allow the knn search to span back until the start of the available history $T = 1$. When forecasting raw returns (left column in fig. F.12), all methods perform rather poorly, with COR and LOT showing the best performance for $h = 1$, while for $h \in \{3, 5, 10\}$, LTLP clearly outperforms all other methods.

In the market-excess returns setting, for $h = 1$, all methods return a similar performance in terms of Sharpe Ratio (SR) around 1, except for POT which has a SR of around 0.5; in terms of PnL, most methods achieve a PPT of 1-3 basis points (bpts). However, for longer horizons, LTLP clearly outperforms all other methods, both in terms of Sharpe Ratio and PPT.

Finally, in fig. F.16, we displayed the portfolio statistics for the various methods, but when the k-nearest neighbors algorithm used $k = 50$ and the historical window available to the knn query is restricted to only the previous 1000 days. Results are qualitatively similar to the previous setting, with a slight improvement for the LOT method at the longer horizons.
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Figure F.11: Left: pairwise distance matrices corresponding to each of the methods considered. Middle: histogram of the entries above the main diagonal, in each distance matrix. Right: column sums of each distance matrix, standardized for ease of visualization.
Figure F.12: Portfolio statistics (PPT PnL and Sharpe Ratio) across various future horizons $h \in \{1, 3, 5, 10\}$ (indexing the rows), across two types of returns: raw returns and market excess returns (indexing the columns). The colours denote quintile portfolios. The x-axis denotes the forecasts made by each method \{COR, POT, LOT, LTLP\}. BuyHold denotes the naive approach where all forecasts are equal to 1.
Figure F.13: Cumulative PnL for the 1-day future horizon, for two types of returns (raw returns and market excess returns, indexing the columns), across different methods.
Figure F.14: Cumulative PnL for the 5-day future horizons, for raw returns and market excess returns (indexing the columns), across different methods.
Figure F.15: Cumulative PnL for the 10-day future horizons, for two types of returns (raw returns and market excess returns, indexing the columns), across different methods.
Figure F.16: Portfolio statistics (PPT PnL and Sharpe Ratio) across various future horizons $h \in \{1, 3, 5, 10\}$ (indexing the rows), across two types of returns: raw returns and market excess returns (indexing the columns). The colours denote quintile portfolios. The x-axis denotes the forecasts made by each method \{COR, POT, LOT, LTLP\}. BuyHold denotes the naïve approach where all forecasts are equal to 1. Here, we use $k = 50$ (nearest neighbors) and restrict the look-back historical window to the previous $H = 1000$ days.


