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Graph structured data is pervasive and generated by online human interactions at an unprecedented velocity. Sophisticated features encoded by relational data, such as structure and relative proximity have unparalleled expressiveness to describe the complex human systems that generated the data. Relational data poses challenges for information extraction and knowledge discovery due to its web scale size, extreme sparsity, multimodality, the presence of spatial autocorrelation and heterogeneity. The main goal of this thesis is to introduce principled and applicable graph mining algorithms and software packages which can tackle these challenges. Novel techniques introduced in this thesis were influenced by ideas in unsupervised machine learning, statistics and game theory. These algorithms exploit structural and proximity-based context by decomposing feature matrices, defining novel classes of characteristic functions and differentiable parametric statistical models. Proposed methods are designed to be scalable and memory efficient. The utility of machine learning methods and software packages introduced in the thesis is established by mathematical proofs and experiments that use real world networks and synthetic graphs.
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Our world is increasingly interrelated and complex connections are being weaved around us. These relations can describe the way people interact, how goods are being transported, the journey of financial transactions and the reason why ecological chains can collapse. Graph structured data describes these important real world relations. The process of extracting information and knowledge from graph structured data is a particularly challenging task for multiple reasons. The main challenge is the amount of data and the extreme sparsity of relations. For example, in a social network billions of people are connected, yet the majority of people has no connections with each other. Other challenging aspects of dealing with graph structured data include the time dimension and heterogeneity of relationships which all add layers of complexity to the task at hand. In this dissertation we discuss novel principled algorithms that can solve a large number of important graph data processing problems in an efficient way with these challenges in mind.

Nodes in real world networks frequently have generic attributes. For instance in a social network attributes of users can include the content they liked, their gender and age. These node attributes can be numerous and the distribution of these attributes in the neighbourhood of nodes is of prime interest for analysts. Dealing with node features is not a trivial task. First, we introduce an algorithm which can extract node features that describe the global location of nodes in the graph while the natural community structure is respected. Second, we describe an algorithm which describes the presence of vertex attributes at local and global scale with learned features. Third, we define a novel technique which can characterize the distribution of continuous features in neighbourhoods such as age in a principled way.

Edge features and the presence of multiple types of edges between vertices is also a fairly common phenomenon in real world networks. For example in an online social network the users can interact with each other in a number of fundamentally different ways such as liking the same content, following and messaging each other. The fourth contribution of this thesis is a machine learning model which can learn to combine these edges and edge features in a meaningful way in order to predict interesting properties of nodes.

Statistical models such as the graph mining techniques which we introduce in the thesis are commonly combined together to make decisions. However, the contribution of various statistical models to the decisions of a combined model is hard to quantify. As a fifth contribution we developed a game theory based method to attribute the decisions to specific models and we propose an efficient algorithm to estimate this model importance. We demonstrate the effectiveness of the introduced technique on various real world problems. The last two contributions in the thesis are the design of software libraries which foster research on graph structured data. The first software package provides a range of graph mining techniques in a single unified framework. The second library covers graph sampling algorithms which can extract representative subgraphs.
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Chapter 1

Introduction

A graph is a mathematical construct which can compactly model real world networks including social interactions, food chains, the texture of materials, molecules, financial transactions and the web. Graphs consist of vertices and edges that serve as links between the vertices. For instance, in a social network vertices can model human beings and the existence of edges can describe that two people have some form of interaction. By augmenting the basic model of graphs with node and edge attributes, multiplexity, heterogeneity, temporal dimension, and dynamics one can provide rich descriptions of a real world network. The analysis, processing and understanding of such graphs requires the rigorous and principled design of appropriate algorithmic tools. Graph mining, which is a subfield of data mining, considers the design of efficient and explainable algorithms that can extract knowledge and information from graphs that describe complex real world networks [86].

Traditional network science and graph mining are interrelated, but differentiated from each other as the former focuses on the understanding and analysis of the complex systems which generate the observed graph [16, 42, 48]. In a social network setting a network scientist would investigate: why does an individual’s age affect their location in the social network? Comparatively a graph mining researcher in the same setting would focus on a research question such as: how can we design an efficient and precise algorithm for predicting the age of users based on their location in the social network? The answer to this question would be influenced by factors such as the characteristics of the available data, potential computational and hardware constraints and the exact definitions of efficiency and precision. This alludes to the multidisciplinary and intersectional nature of graph mining research.

The design and theoretical foundation of algorithms that distill applicable knowledge from graph structured data adopts ideas from intersecting scientific fields. For example, the graph mining algorithms developed as part of this dissertation expand and generalize fundamental concepts from Fourier analysis, natural language processing, machine learning and game theory. However, the main results and ideas presented in this dissertation are also interpretable in the context of the intersecting scientific domain not just in the sole context of graph mining. It is worth emphasizing that the potential spillover of graph mining research reaches beyond these intersecting domains. The pervasive nature of graph structured data [16] and the high practical applicability of graph mining research [86] helped the progress of other areas such as cheminformatics [58], biology [41], quantitative finance [235], marketing [161], fraud analysis [201] and malware detection [49].
Chapter 1. Introduction

The first section of this chapter discusses the main challenges that arise when processing graph structured data. The next section gives an overview of the key research topics in graph mining theory and describes the main characteristics of software tools utilized for graph analytics. The last section outlines the structure and contributions of this dissertation.

1.1 Challenges for graph mining

In this section we give an overview of the main technical, conceptual and operational challenges that novel graph mining techniques and algorithms have to tackle. This thesis proposes methods to tackle these challenges.

**Web-scale data.** Graph data can represent small molecules with a few vertices and edges but also large online social networks which have billions of nodes and links. Storing data at this scale itself presents challenges and designing graph mining techniques which can efficiently extract knowledge from datasets at web scale is even more challenging. In practical terms this means that graph mining algorithms have to be efficient – their time and space complexity should not be worse than linear in the number of vertices and edges when it comes to big data. The algorithms proposed in this thesis solve this challenge, as our methods are all time and space efficient.

**Extreme sparsity.** Real world graph structured data exhibits a high level of sparsity in a number of aspects. Let us consider the example of an online social network. First, the users of a social network only have connections with a limited number of other users. Second, the users interact frequently with a limited number of their neighbours. Finally, these interactions are temporally concentrated and the users behave in a bursty manner in which high intensity periods of frequent interactions are followed by sparse cool off cycles. Graph mining techniques which work well in practice must consider the challenges caused by this extreme level of data sparsity.

**Multimodal data.** Graph data is commonly used to represent social networks which are rich in multimodal metadata such as sound, images and text. Social media websites such as Facebook and Twitter collate a vast amount of non-structured data about the users (nodes) and different types of edges. Incorporating information from these data sources is crucial for practical applications of machine learning, which means that modern graph mining techniques have to be able to integrate these data sources efficiently. Another aspect of multimodality is the creation of graphs based on non-graph structured data. Novel graph mining techniques must be able to create similarity graphs from large scale multimodal data in a principled way. This raises numerous non-trivial computational and conceptual challenges. For instance: How can we integrate multiple data sources into a single similarity metric to create edge weights?

**Autocorrelation.** Attributed graphs created from real world data commonly exhibit the so-called *birds of a feather* phenomenon with respect to generic node attributes and structural features of vertices. In statistical terms this phenomenon is spatial autocorrelation with respect to the variable at question. This spatial autocorrelation can be incorporated into a supervised model and used to predict the attribute which exhibits autocorrelation. At the same time modeling a spatially autocorrelated target variable inconsiderably can result in residual autocorrelation and a misspecified statistical model.
**Inductive learning.** Extracting node features based on proximity contextualizes the vertices in relation to a landmark. This feature engineering approach has practical appeal as it is intuitive, explainable, scalable and allows for the extraction of expressive and highly predictive node features when generic vertex attributes are not available. However, it falls short if the graph of interest consists of multiple disconnected components. Transferring knowledge from one graph to another in an inductive manner is also impossible when contextualization is grounded on a landmark like proximity. Modern graph mining techniques try to solve this challenge by defining universal contexts such as structural properties or generic vertex attributes.

**Attribution of information.** It is fairly common that the topological properties of vertices such as centrality and embeddedness are correlated with the relative location of nodes [9]. For example, in a chain graph with an even number of nodes the vertex in the middle has the highest centrality. Moreover structural and proximal characteristics are potentially correlated with generic vertex attributes such as the age of people in a social network [149]. Hence, a predictive model which predicts a node feature and uses correlated proximal, structural or generic features might misattribute the role of features in an endogeneous manner when correlated features are left out. Disentangling the individual role of features and attribution is therefore a primary challenge for predictive models that operate on graph structured data.

**Multiplexity, heterogeneity, and dynamics.** Traditional models of graph mining assume that vertices and edges in a graph are untyped and static. However, in real world settings the assumption about a *homogeneous graph* does not hold. In a social network users can interact in a number of ways which results in a multiplex graph. Moreover, interactions are temporal which makes links dynamic and nodes themselves can appear and disappear. Users can also interact with non-users such as pages and posts which can be seen as a vertex with a different type, which alludes that the underlying graph in fact is heterogeneous. Graph mining techniques must adapt to the challenges that come with the relaxed assumptions about a static homogeneous graph.

### 1.2 Key topics in graph mining

We will now discuss the most important recent scientific developments in the field of graph mining. Our goal is to position the algorithmic and applied contributions of the thesis with relation to current state-of-the-art graph mining research. We have a focus on missing representation capabilities of current graph mining algorithms which would be important contributions to the field.

#### Node embedding

A central issue in graph mining is the extraction of expressive node features [72, 86] which can be used by downstream machine learning algorithms to predict missing properties of nodes. Generic attributes of nodes might not be available or the node feature space could be high dimensional which would render the use of a complex downstream model infeasible. Node embedding techniques solve this challenge by mapping nodes into a low dimensional space without any manual feature engineering [9]. The coordinates of nodes from the embedding space are then used as input features to the downstream model.
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Proximity preserving node embedding

Proximity preserving node embedding techniques [8, 199, 200] learn the mapping from feature space to the embedding space based on using other nodes in the graph as landmark features. Precisely, the relative proximities of neighbouring vertices in the graph are utilized as features to contextualize the global location of nodes. Defining proximity based features helps when the target attribute of interest exhibits a strong spatial autocorrelation. In simple terms this means that nodes that are connected are likely to have a similar value of the outcome variable. For example users with a large number of common friends in a social network are likely to have a similar age [149].

A proximity preserving node embedding is learned by decomposing a node-node proximity matrix which might describe adjacency relationships [8], neighbourhood overlap [139] or the modularity of the underlying community structure [199, 200]. This poses a modeling question that has important practical implications: how do we define a matrix decomposition problem that can be solved efficiently? This question is crucial as we might want to factorize dense matrices that describe higher order proximity, not just simple first order relations which can be described by a sparse adjacency matrix. The answer is the use of implicit matrix factorization [129, 130, 154] a method that exploits negative sampling, which is a form of noise contrastive estimation [67], to learn the node embedding in a space and time efficient manner.

The flagship implicit factorization based proximity preserving node embedding technique DeepWalk [147, 154] decomposes a target matrix which is a weighted sum of normalized adjacency matrix powers up to a given order. The approximate factorization technique described in DeepWalk can incorporate information from arbitrary order neighbourhoods, yet learn the node embedding in linear time. This inspired novel node embedding techniques such as Diff2Vec, Node2Vec, and others [24, 66, 150, 170] which also use a similar implicit decomposition technique.

Multi-scaling and the order of proximity. The node embedding technique proposed in DeepWalk has multiple shortcomings. First, proximity information coming from direct neighbours and higher order relations cannot be disentangled. It is reasonable to create node features which describe the relative location of a node in the graph at multiple scales [22, 148, 198]. The simplest way is the explicit factorization of normalized adjacency matrix powers one by one [22], while a more nuanced approach is doing the same but with an implicit technique. As we mentioned DeepWalk sums the normalized adjacency matrix powers and the weights used in this sum are uniform – information coming from different proximities receives the same weight. This assumption can be relaxed [4, 167] and a distribution can be learned over the various orders of proximities to aggregate information in a less restricted way.

Explicit clustering in the embedding space. Proximity preserving node embedding algorithms inherently assume that the nodes in the graph are clustered. In fact a number of community detection procedures are based on matrix factorization [99, 193, 232] – community memberships of vertices are associated with factor vector dimensions. Hence, the implicit assumption about clustering can be made explicit by a custom tailored loss function which forces nodes to group in the embedding space [24, 218, 238]. Our contribution Graph Embedding with Self Clustering described in Chapter 2 goes one step further and allows for community-aware node embeddings which have a different number of clusters and embedding dimensions [166].
Structural node embedding

Using the proximity of nodes to landmark vertices in the graph was one way to describe nodes. Another approach could be describing the structural roles [9] that nodes play in the network. For example, vertices might serve as information brokers, bridges or exist on the fringe of the network. Distilling features which describe the structural role of vertices in the network is crucial when it is reasonable to assume that the outcome variable can be explained by those. Such targets could be the number of views on a webpage [165], users who churn from a platform [173] or the role of computer servers on the physical internet [76].

An intuitive way to describe the structural role of vertices is the computation of descriptive statistics such as degree, clustering coefficient, embeddedness and centrality. However, using these raw node level metrics is not sufficient as the structural role of a node is characterized by context. In order to appropriately model this structural role identification techniques such as ReFex [76] try to characterize the distribution of these statistics in the neighbourhood of vertices by recursively aggregating them. Indiscriminate generation of descriptive statistics is costly and the aggregation results in high dimensional feature spaces and features which are strongly correlated, which leads to the need for structural node embedding algorithms. Structural node embedding algorithms perform dimensionality reduction on a node - structural feature matrix [11, 66, 75]. The result is an embedding where nodes which share similar structural features are located close in the embedding space. However, this closeness does not necessarily coincide with spatial proximity in the graph itself [41, 171]. It is worth emphasizing that scalable techniques utilize implicit matrix factorization to learn the node embedding.

Attributed node embedding

Proximity preserving and structural role-based node embedding techniques [11, 75, 147, 148] perform dimensionality reduction on vertex features extracted purely using the graph topology. Attributed node embedding algorithms [81, 116, 165, 171, 227, 231, 234, 236] use supplementary vertex features when the mapping to the embedding space is learned. The rationale behind exploiting generic vertex attributes is simple: nodes that share a large number of connections and properties might be similar with respect to a potential target feature.

The majority of the existing algorithms formulates the attributed node embedding problem as a joint matrix factorization problem with first order information [81, 116, 234, 236]. This is mainly due to computational reasons, since procedures which use higher order proximity information have limited scalability and practical usability [227, 231]. Our works Multi-Scale Attributed Node Embedding in Chapter 3 and Characteristic Functions on Graphs in Chapter 4 make multiple important contributions to the theory and application of attributed node embeddings: (i) we are able to include information from higher order proximity efficiently (ii) we contextualize nodes based purely on generic vertex features.

Graph kernels

Node embedding techniques look at the graph from a micro-level view to make nodes comparable based on their location, structural role and attributes. For example, these methods are useful
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when we want to solve predictive problems on a social network which require a fine-grained perspective such as the prediction of user age, churn and uplift [148, 149]. At the same time making macro-level comparisons of graphs is also a reasonable goal for graph mining. Graph kernels are similarity functions designed to measure the structural similarity of graphs using a set of handcrafted topological features [97, 192]. Building on graph kernels, supervised kernelized machine learning models can be defined to predict properties at the graph level such as the solubility of molecules [182].

The design of graph kernels utilizes a pairwise comparison of vertices [74] based on structural features to create a single scalar similarity measure. The pre-defined topological properties used for measuring similarity can be frequent subtrees [31, 182], cyclic patterns [78, 95], paths [157, 197] or truncated attributed random walks [53, 89, 191] among others. A major direction of research focuses on restricting the number of pairwise comparisons [96, 177] using optimal assignments. In these graph kernels only the structural similarity of matched nodes contributes to the graph level similarity metric.

Graph kernels were a crucial step towards whole graph embedding [27, 134] techniques and graph neural networks, but they have considerable computational shortcomings. First, the extraction of graph level topological features such as cycles and shortest paths in itself is computationally intensive [53, 78]. Second, calculating the kernel function is costly when an optimal assignment problem has to be solved for all pairs of graphs. Finally, given a dataset of graphs one has to calculate all of the pairwise similarities between the graphs which can be prohibitively space and time expensive.

Graph level embedding and statistical descriptors

Graph level embedding and sketching techniques map graphs to a low dimensional metric space in such way that those which have similar structural properties are close to each other [134, 171, 202, 226]. The rational behind this idea is to design a two step framework - first learn a graph level embedding to extract structural features then apply standard machine learning tools to the embedding features to solve arbitrary graph level predictive tasks. Potential applications include molecular property estimation [134], malware identification [49] and fraud detection [201].

Graph level embedding

A graph level embedding is learned by implicitly factorizing a graph - structural feature matrix. The structural features used to learn the graph level embedding can vary from computationally cheap subtrees [134, 182] to hard to compute cyclic patterns [78, 225, 226]. A considerable advantage of the most popular subtree based graph level embedding techniques [27, 134] is the linear time and space complexity and easy-to-use publicly available implementations [168]. In practice these techniques can easily learn representations for millions of graphs with thousands of nodes [49].
Statistical descriptors

Graph level statistical descriptors extract structural attributes of the graph which are not interpretable compared to tree features and cyclic patterns. A class of these methods distills features from the eigendecomposition of graph Laplacian [34, 213] such as the eigenspectrum or the heat trace [202, 204]. These techniques extract highly predictive features but at the same characterized by unfavorable runtime complexity. A separate class of statistical descriptor methods considers scattering [51] and characteristic function transforms [171] to create expressive sets of graph level features. Compared to eigendecomposition based methods these algorithms have linear time requirement, excellent scalability and predictive performance [49].

Graph neural networks

Most of the node embedding techniques which we described [147, 148] are transductive learning algorithms [71, 92] which is a very limiting shortcoming. In practice it means that we cannot create representations of new nodes in a dynamic graph setting when those are added to the vertex set incrementally. This limitation can be also present in a static setting – because nodes from two unconnected graph components do not necessarily have a shared proximal or structural context [9]. Graph neural networks create node embeddings in an inductive manner by contextualizing the nodes with the distribution of exogenous attributes in their neighbourhood. These vertex attributes have to be universally present for all of the graphs used for the learning process and inference.

Inductive node representation learning with graph neural networks

Graph neural networks which create node level representations perform neural message passing with the learned node representations [58]. This process consists two steps: (i) encoding the vertex features as hidden representations for every node by a neural network; (ii) followed by a neighbourhood based propagation of these hidden representations. These hidden node representations can be learnt in a supervised [2, 92] or unsupervised manner [71, 211]. Model architectures are mainly differentiated by how the feature encoding is parametrized and what message aggregation function is used for the message propagation.

The majority of graph neural network architectures encodes the vertex features with a single hidden layer feedforward neural network [2, 3, 28, 71, 92]. Using a deep neural network for message compression is also a frequent architecture design choice [93, 211] while generalized spatial regression like linear models are rarely used for learning node representations [222]. The weights used in the message passing phase are a major driving force behind predictive performance. Common non-adaptive message passing aggregation weights are defined by the graph Laplacian matrix [92], graph wavelet functions [224], powers of the normalized adjacency matrix [5, 71, 72], approximate personalized PageRank scores [18, 105] and the higher-order diffusion matrix [94, 115]. Adaptive message passing schemes are defined by incorporating node and edge features which are fed to a neural network layer which parametrizes the message-passing edge weights [167, 210].
Chapter 1. Introduction

Pooling node representations

Node representations generated by graph neural network layers can be aggregated to create graph level representations. These graph level representations are obtained by using a pooling function which aggregates the node representations [72]. By utilizing these pooled graph level features one can solve analytical problems which involve inference about the whole graph such as molecular toxicity prediction. One common approach to perform node feature pooling is to select the strongest node level activations [52, 247]. Another possibility is to define the weights used for the node representation aggregation with an attention mechanism [102, 240]. This way those node representations which help the most with the graph level downstream problem will get the highest aggregation weight during the pooling.

Table 1.1: Multi-aspect summary of open-source graph mining libraries. We provide an exhaustive coverage of analytics and machine learning libraries that operate on graph structured data. Libraries are compared based on year of release, support for dynamic graphs, functionalities provided and programming language.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Static</th>
<th>Temporal</th>
<th>Analytics</th>
<th>Machine Learning</th>
<th>Languages</th>
</tr>
</thead>
<tbody>
<tr>
<td>IGraph [30]</td>
<td>2006</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>NetworkX [68]</td>
<td>2008</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SNAP [109]</td>
<td>2014</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Graph-tool [146]</td>
<td>2014</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>NetworkKit [156]</td>
<td>2016</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>RhynX [162]</td>
<td>2016</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>LightGraphs [19]</td>
<td>2017</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ND-Lib [164]</td>
<td>2018</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Little Ball of Fur [169]</td>
<td>2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Lynx Kite [32]</td>
<td>2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>DLG [217]</td>
<td>2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Euler [233]</td>
<td>2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Google AI GCNN [28]</td>
<td>2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Spektal [64]</td>
<td>2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Torch Geometric [47]</td>
<td>2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Torch Geometric Temporal [174]</td>
<td>2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Karate Club [168]</td>
<td>2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>OpenNE [208]</td>
<td>2018</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>OpenKE [273]</td>
<td>2018</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EvalNE [124]</td>
<td>2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>GraphKit-Learn [83]</td>
<td>2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>GraKeL [184]</td>
<td>2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>GraphKernels [192]</td>
<td>2017</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CD-Lib [163]</td>
<td>2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Graph mining software

Open-source graph mining software packages can be categorized into two main groups: analytics frameworks and machine learning libraries. We summarized the functionalities of publicly available open-source graph mining software in Table 1.1 based on multiple aspects such as year of release, programming language, available descriptive statistics and machine learning tools.
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Analytics libraries [30, 68, 109, 146, 186] provide simple tools such as clustering coefficient and centrality calculation that allow the descriptive analysis of large graphs. These tools are relatively older, only provide basic machine learning capabilities (community detection and link prediction) and frequently have a high performance C++ backend.

Libraries designed for machine learning on graphs mostly provide a breadth of algorithms in niche domains. One large group focuses on supervised and unsupervised node level representation learning [47, 64, 73, 168, 174, 205]. Another large group focuses on the calculation of graph kernel functions [83, 184, 192] for kernelized machine learning. Machine learning libraries which have the same functionalities are mostly differentiated by the linear algebra and automatic differentiation backend [1, 144, 214, 215] that serves the modeling functionalities. These frameworks are relatively new, have a limited scope and the support for dynamic problems is nearly non-existent [174].

1.3 Contributions and structure of the thesis

This section overviews the main contributions of the thesis which has two major interrelated parts. In Part I we describe novel unsupervised and supervised machine learning techniques which operate on graph structured data.

- Chapter 2, Graph Embedding with Self-Clustering proposes GEMSEC an implicit factorization machine which learns a proximity-preserving parametric node embedding and graph clustering jointly. We achieve this by implicitly decomposing the empirically approximated pointwise mutual information matrix calculated from co-occurrence statistics of first- and second-order truncated random walks with a $k$-means like clustering constraint. Our formulation results in a linear time and space algorithm which incorporates higher order proximity information to create latent space clusters and embeddings. Elaborate experiments on social network data from Facebook and Deezer validate that GEMSEC extracts high quality vertex features without supervision for node classification and community detection.

- Chapter 3, Multi-Scale Attributed Node Embedding introduces MUSAE the first attributed node embedding algorithm that can learn multi-scale vertex representation contextualized by vertex attributes in an unsupervised way. We design an implicit factorization machine which decomposes the empirically approximated node - vertex attribute pointwise mutual information matrix calculated from attributed random walks. We theoretically prove that with the random walks MUSAE asymptotically factorizes adjacency matrix power - vertex attribute matrix products in linear time and space. Our empirical evaluation which focuses on node classification, node level regression, link prediction and transfer learning tasks demonstrates that MUSAE is competitive even with state of the art graph neural networks.

- Chapter 4, Characteristic Functions on Graphs generalizes characteristic functions (the Fourier transform of probability distributions) to describe generic vertex feature distributions in the neighbourhood of nodes. We argue that characteristic functions defined on neighbourhoods serve as succinct structural embeddings of nodes with the appropriate proximity
based parametrization. A truncated random walk based conceptualization of characteristic functions is introduced along with FEATHER, an efficient algorithm which computes these functions in linear time for all of the vertices in a graph. We prove the robustness and permutation invariance of characteristic functions and we introduce the parametric statistical models FEATHER-L and FEATHER-N which build on this new class of characteristic functions. Comprehensive experiments validate the predictive performance and efficacy of the FEATHER model variants on graph classification, node classification and transfer learning problems.

• Chapter 5, Pathfinder Discovery Networks for Neural Message Passing describes the PDN a graph neural network layer which can aggregate the edge weights from the layers of a multiplex graph to define an optimal message passing graph tailored for a downstream task. We discuss how existing graph neural network architectures can be integrated with our parametric edge weight aggregation scheme to define this task specific propagation graph. The flexible design of the PDN allows us to formulate edge convolutions and multi-scale graph neural networks as a PDN. Theoretical results show that a PDN would not suffer from oversmoothing and that our model can learn to separate inter- and intra-class edges from expressive edge features. A series of experiments establish that the basic PDN model and its variants are competitive with the predictive performance of node embeddings and graph neural networks. The theoretical result about the separation of inter- and intra-class edges is validated with synthetically generated data.

• Chapter 6, The Shapley Value of Classifiers in Ensemble Games defines the concept of ensemble games, a special type of weighted voting games, where machine learning models in an ensemble collaborate to classify a data point correctly. We derive a dual class of games to characterize incorrect classification decisions. An approximate Shapley value based solution of these games is introduced to quantify the role of individual classifiers in the decision of the ensemble. Using this solution of the games we propose Troupe, an algorithm to estimate the average Shapley value of models based on a labeled dataset. We argue that these scores describe the power of classifiers in the ensemble and the entropy of the Shapley values is a measure of model heterogeneity. Our proofs establish the time and space complexity required to run Troupe and the sample size needed to obtain precise estimates of the average Shapley value. Our evaluation of Troupe on graph classification tasks verifies that we are able to get high quality estimates of the Shapley value and also that the Shapley values of classifiers in ensemble games are suitable for identifying high quality models in the ensemble.

In Part II, we discuss the design and use cases of graph mining software which were developed as part of this thesis.

• Chapter 7, Karate Club: An API Oriented Open-source Python Framework for Unsupervised Learning on Graphs discusses the design of Karate Club, an open-source Python library which provides community detection, node embedding and whole graph embedding functionalities. This framework was created with a user friendly interface, includes a limited
number of public class methods, has encapsulated default hyperparameters, standardized dataset ingestion and output generation. The main features of the library are showcased by practical graph mining code snippets. We demonstrate the predictive performance of the implemented methods on various practical graph mining tasks such as graph and node classification.

• Chapter 8, *Little Ball of Fur: A Python Library for Graph Sampling* describes the design of *Little Ball of Fur*, a publicly available Python framework which provides graph sampling algorithms. *Little Ball of Fur* is the first open-source library which provides techniques which can extract representative subgraphs from a larger graph using node, edge and exploration-based sampling algorithms. This framework is built with an API oriented design which entails simple sampler constructors, a single public sample method, default hyperparameters and standardized graph imputation. Capabilities of the framework are highlighted with illustrative examples of code. We demonstrate with experiments that the samples extracted with the algorithms available in *Little Ball of Fur* are representative subgraphs and that our framework can be used to accelerate downstream graph mining techniques.

The thesis ends with Chapter 9 which summarizes the most important theoretical and empirical contributions of the thesis and points out directions for future research.
Part I

Modern Techniques for Graph Mining
Chapter 2

Graph Embedding with Self-Clustering

Modern graph embedding procedures can efficiently process graphs with millions of nodes. In this chapter, we propose GEMSEC – a graph embedding algorithm which learns a clustering of the nodes simultaneously with computing their embedding. GEMSEC is a general extension of earlier work in the domain of sequence-based graph embedding. GEMSEC places nodes in an abstract feature space where the vertex features minimize the negative log-likelihood of preserving sampled vertex neighborhoods, and it incorporates known social network properties through a machine learning regularization. We present two new social network datasets and show that by simultaneously considering the embedding and clustering problems with respect to social network properties, GEMSEC extracts high-quality clusters competitive with or superior to other community detection algorithms. In experiments, the method is found to be computationally efficient and robust to the choice of hyperparameters.

2.1 Introduction

Community detection is one of the most important problems in network analysis due to its wide applications ranging from the analysis of collaboration networks to image segmentation, the study of protein-protein interaction networks in biology, and many others [14, 57, 141, 173, 175, 209, 219]. Communities are usually defined as groups of nodes that are connected to each other more densely than to the rest of the network. Classical approaches to community detection depend on properties such as graph metrics, spectral properties and density of shortest paths [108]. Random walks and randomized label propagation [65, 143] also have been investigated.

Embedding the nodes in a low dimensional Euclidean space enables us to apply standard machine learning techniques. This space is sometimes called the feature space – implying that it represents abstract structural features of the network. Embeddings have been used for machine learning tasks such as labeling nodes, regression, link prediction, and graph visualization, see [63] for a survey. Graph embedding processes usually aim to preserve certain predefined differences between nodes encoded in their embedding distances. For social network embedding, a natural priority is to preserve community membership and enable community detection.

Recently, sequence-based methods have been developed as a way to convert complex, non-linear network structures into formats more compatible with vector spaces. These methods sample sequences of nodes from the graph using a randomized mechanism (e.g. random walks), with the idea that nodes that are “close” in the graph connectivity will also frequently appear close in a sampling of random walks. The methods then proceed to use this random-walk-proximity
information as a basis to embed nodes such that socially close nodes are placed nearby. In this category, Deepwalk [147] and Node2Vec [66] are two popular methods.

While these methods preserve the proximity of nodes in the graph sense, they do not have an explicit preference for preserving social communities. Thus, in this chapter, we develop a machine learning approach that considers clustering when embedding the network and includes a parameter to control the closeness of nodes in the same community. Figure 2.1(a) shows the embedding obtained by the standard Deepwalk method, where communities are coherent, but not clearly separated in the embedding. The method described in this chapter, called GEMSEC, is able to produce clusters that are tightly embedded and separated from each other (Fig. 2.1(b)).

![Figure 2.1: Zachary’s Karate club graph [242]. White nodes: instructor’s group; blue nodes: president’s group. GEMSEC produces embedding with more tightly clustered communities.](image)

**Our contributions**

GEMSEC is an algorithm that considers the two problems of embedding and community detection simultaneously, and as a result, the two solutions of embedding and clustering can inform and improve each other. Through iterations, the embedding converges toward one where nodes are placed close to their neighbors in the network, while at the same time clusters in the embedding space are well separated.

The algorithm is based on the paradigm of sequence-based node embedding procedures that create $d$ dimensional feature representations of nodes in an abstract feature space. Sequence-based node embeddings embed pairs of nodes close to each other if they occur frequently within a small window of each other in a random walk. This problem can be formulated as minimizing the negative log-likelihood of observed neighborhood samples (Sec. 3.3) and is called the skip-gram optimization [129]. We extend this objective function to include a clustering cost. The formal description is presented in Subsection 2.3. The resulting optimization problem is solved with a variant of mini-batch gradient descent [91].

The detailed algorithm is presented in Subsection 2.3. By enforcing clustering on the embedding, GEMSEC reveals the natural community structure (e.g. Figure 2.1). Our approach improves over existing methods of simultaneous embedding and clustering [24, 218, 238] and shows that community sensitivity can be directly incorporated into the skip-gram style optimization to obtain greater accuracy and efficiency.
In social networks, nodes in the same community tend to have similar groups of friends, which is expressed as high neighborhood overlap. This fact can be leveraged to produce clusters that are better aligned with the underlying communities. We achieve this effect using a regularization procedure – a smoothness regularization added to the basic optimization achieves more coherent community detection. The effect can be seen in Figure 2.3, where a somewhat uncertain community affiliation suggested by the randomized sampling is sharpened by the smoothness regularization. This technique is described in Subsection 3.3.

In experimental evaluation we demonstrate that GEMSEC outperforms – in clustering quality – the state of the art neighborhood based [66, 147], multi-scale [148, 198] and community aware embedding methods [24, 218, 238]. We present new social datasets from the streaming service Deezer and show that the clustering can improve music recommendations. The clustering performance of GEMSEC is found to be robust to hyperparameter changes, and the runtime complexity of our method is linear in the size of the graphs.

To summarize, the main contributions of our work are:

1. GEMSEC: a sequence sampling-based learning model which learns an embedding of the nodes at the same time as it learns a clustering of the nodes.

2. Clustering in GEMSEC can be aligned to network neighborhoods by a smoothness regularization added to the optimization. This enhances the algorithm’s sensitivity to natural communities.

3. Two new large social network datasets are introduced – from Facebook and Deezer data.

4. Experimental results show that the embedding process runs linearly in the input size. It generally performs well in quality of embedding and in particular outperforms existing methods on cluster quality measured by modularity and subsequent recommendation tasks.

We start with reviewing related work in the area and relation to our approach in the next section. A high-performance Tensorflow reference implementation of GEMSEC and the datasets that we collected can be accessed online https://github.com/benedekrozemberczki/GEMSEC.

2.2 Related work

There is a long line of research in metric embedding – for example, embedding discrete metrics into trees [45] and into vector spaces [126]. Optimization-based representation of networks has been used for routing and navigation in domains such as sensor networks and robotics [80, 241]. Representations in hyperbolic spaces have emerged as a technique to preserve richer network structures [35, 176, 243].

A general overview

Recent advances in node embedding procedures have made it possible to learn vector features for large real-world graphs [66, 147, 198]. Features extracted with these sequence-based node embedding
procedures can be used for predicting social network users’ missing age [63], the category of scientific papers in citation networks [148] and the function of proteins in protein-protein interaction networks [66]. Besides supervised learning tasks on nodes the extracted features can be used for graph visualization [63], link prediction [66] and community detection [24].

Sequence based embedding commonly considers variations in the sampling strategy that is used to obtain vertex sequences – truncated random walks being the simplest strategy [147]. More involved methods include second-order random walks [66], skips in random walks [148] and diffusion graphs [170]. It is worth noting that these models implicitly approximate matrix factorizations for different matrices that are expensive to factorize explicitly [154].

Our work extends the literature of node embedding algorithms which are community aware. Earlier works in this category did not directly extend the skip-gram embedding framework. M-NMF [218] applies computationally expensive non-negative matrix factorization with a modularity constraint term. The procedure DANMF [238] uses hierarchical non-negative matrix factorization to create community-aware node embeddings. ComE [24] is a more scalable approach, but it assumes that in the embedding space the communities fit a gaussian structure, and aims to model them by a mixture of Gaussians. In comparison to these methods, GEMSEC provides greater control over community sensitivity of the embedding process, it is independent of the specific neighborhood sampling methods and is computationally efficient.

A desiderata based comparison

A proximity preserving node embedding procedure which satisfies community awareness and preserves the macro-level neighbourhood structure must possess certain amicable properties. We summarized these important properties for various well known proximity preserving node embedding algorithms in Table 2.1 with the respective space and time complexities.

- **Non-linearity**: The reconstructed proximity matrix is not a linear function of the node embedding matrices. This allows for learning more expressive representations.

- **Multi-scaleness**: A multi-scale node embedding algorithm is able to encode neighbourhood information from different orders of proximities [22, 148, 198] and the learned node representations do not mix information from separate scales.

- **Implicit**: The proximity matrix of interest is decomposed implicitly when the node embeddings are learned. Scalable modern node embedding methods [147, 148, 198] do not use an exact proximity matrix calculation and decomposition. An exact decomposition approach results in worse than linear space and time complexity in the number of nodes.

- **Proximity agnostic**: A proximity agnostic node embedding algorithm is capable of encoding different proximity matrices, not just a single hand crafted one such as the pointwise mutual information matrix decomposed by DeepWalk [147].

- **Cluster awareness**: Learning the node embedding involves a cost function that is being optimized. A cluster (community) aware node embedding technique [24, 218, 238] has a term in the cost function which ensure the cluster awareness.
• **Decoupled cluster dimensions**: The number of clusters should not be the same as the number of node embedding dimensions. Such constraints seriously limit the expressiveness of the node embedding features [99, 193, 218, 232].

• **Space and time efficiency**: A well designed node embedding algorithm has linear space and time complexity in the number of nodes. Anything that has super-linear time or space complexity (e.g. GraRep [22]) in the number of vertices is not an efficient procedure for learning a node embedding.

Looking at the summary results presented in Table 2.1 it is evident that our proposed Algorithm satisfies all the desired properties and has efficient time and space complexities.

### Table 2.1: A summary of existing proximity preserving and community aware node embedding techniques with respect to having (✓) and missing (X) desired properties. The time an space complexity are reported as a function of vertex count |V|, embedding dimensions d, window size w, number of negative samples k, and number of clusters centers |C|.

<table>
<thead>
<tr>
<th>Method</th>
<th>Non-linear</th>
<th>Multi Scale</th>
<th>Implicit</th>
<th>Proximity Agnostic</th>
<th>Cluster Awareness</th>
<th>Decoupled Cluster Dimensions</th>
<th>Space Complexity</th>
<th>Time Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepWalk [147]</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>LINE [198]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>Node2Vec [66]</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>Walklets [148]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>GraRep [22]</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>NetMF [154]</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>BoostNE [85]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>Diff2Vec [170]</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>HOPE [139]</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>VERSE [203]</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>BigClan [232]</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>NNSD [193]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>SymmNMF [99]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>M-NMF [218]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>ComE [24]</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>DANMF [238]</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>GEMSEC (ours)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(O(</td>
<td>V</td>
</tr>
</tbody>
</table>

### 2.3 Graph embedding with self-clustering

For a graph \(G = (V, E)\), a node embedding is a mapping \(f : V \rightarrow \mathbb{R}^d\) where \(d\) is the dimensionality of the embedding space. For each node \(v \in V\) we create a \(d\) dimensional representation. Alternatively, the embedding is a \(|V| \times d\) real-valued matrix. In sequence-based embedding, sequences of neighboring nodes are sampled from the graph. Within a sequence, a node \(v\) occurs in the *context* of a window \(\omega\) within the sequence. Given a sample \(S\) of sequences, we refer to the collection of windows containing \(v\) as \(N_S(v)\). Earlier works have proposed random walks, second-order random walks or branching processes to obtain \(N_S(v)\). In our experiments, we used unweighted first and second-order random walks for node sampling [66, 147].

Our goal is to minimize the negative log-likelihood of observing neighborhoods of source nodes conditional on feature vectors that describe the position of nodes in the embedding space.
Formally, the optimization objective is:

$$\min_f \sum_{v \in V} - \log P(N_S(v) | f(v))$$  \hspace{1cm} (2.1)$$

for a suitable probability function $P(\cdot | \cdot)$. To define this $P$, we consider two standard properties (see [66]) expected of the embedding $f$ in relation to $N_S$. First, it should be possible to factorize $P(N_S(v) | f(v))$ in line with conditional independence with respect to $f(v)$. Formally:

$$P(N_S(v) | f(v)) = \prod_{n_i \in N_S(v)} P(n_i \in N_S(v) | f(v), f(n_i)).$$ \hspace{1cm} (2.2)$$

Second, it should satisfy symmetry in the feature space, meaning that source and neighboring nodes have a symmetric effect on each other in the embedding space. A softmax function on the pairwise dot products of node representations with $f(v)$ to get $P(n_i \in N_S(v) | f(v), f(n_i))$ express such a property:

$$P(n_i \in N_S(v) | f(v), f(n_i)) = \frac{\exp(f(n_i) \cdot f(v))}{\sum_{u \in V} \exp(f(u) \cdot f(v))}.$$ \hspace{1cm} (2.3)$$

Substituting 2.2 and 2.3 into the optimization function, we get:

$$\min_f \sum_{v \in V} \left[ \ln \left( \sum_{u \in V} \exp(f(v) \cdot f(u)) \right) - \sum_{n_i \in N_S(v)} f(n_i) \cdot f(v) \right].$$ \hspace{1cm} (2.4)$$

The partition function in Equation 2.4 enforces nodes to be embedded in a low volume space around the origin, while the second term forces nodes with similar sampled neighborhoods to be embedded close to each other.

**Learning to cluster without overlaps**

Next, we extend the optimization to pay attention to the clusters it forms. We include a clustering cost similar to $k$-means, measuring the distance from nodes to their cluster centers. This augmented optimization problem is described by minimizing a loss function over the embedding $f$ and position of cluster centers $\mu$, that is, $\min_{f, \mu} \mathcal{L}$, where:

$$\mathcal{L} = \sum_{v \in V} \left[ \ln \left( \sum_{u \in V} \exp(f(v) \cdot f(u)) \right) - \sum_{n_i \in N_S(v)} f(n_i) \cdot f(v) \right] + \gamma \cdot \sum_{v \in V} \min_{c \in C} \|f(v) - \mu_c\|_2.$$ \hspace{1cm} (2.5)$$

In Equation 2.5 we have $C$ the set of cluster centers – the $c^{th}$ cluster mean is denoted by $\mu_c$. Each of these cluster centers is a $d$-dimensional vector in the embedding space. The idea is to minimize the distance from each node to its nearest cluster center. The weight coefficient of the clustering cost is given by the hyperparameter $\gamma$. Evaluating the partition function in the
The gradients of the loss function in Equation 2.5 are important in solving the minimization problem. As a result we can obtain the gradients for node representations and cluster centers. Examining in more detail, the gradient of the objective function $L$ with respect to the representation of node $v^* \in V$ is described by Equation 2.6 if $\mu_c$ is the closest cluster center to $f(v^*)$.

The gradient of the partition function pulls the representation of $v^*$ towards the origin. The second term moves the representation of $v^*$ closer to the representations of its neighbors in the embedding space while the third term moves the node closer to the closest cluster center. If we set a high $\gamma$ value the third term dominates the gradient. This will cause the node to gravitate towards the closest cluster center which might not contain the neighbors of $v^*$. An example is shown in Figure 2.2a. If the set of nodes that belong to cluster center $c$ is $V_c$, then the gradient of the objective function with respect to $\mu_c$ is described by

$$\frac{\partial L}{\partial \mu_c} = -\gamma \sum_{v \in V_c} \frac{f(v) - \mu_c}{\|f(v) - \mu_c\|^2}. \tag{2.7}$$

In Equation 2.7 we see that the gradient moves the cluster center by the sum of coordinates of nodes in the embedding space that belong to cluster $c$. Second, if a cluster ends up empty it will not be updated as elements of the gradient would be zero. Because of this, cluster centers and embedding weights are initialized with the same uniform distribution. A wrong initialization just like the one with an empty cluster in Subfigure 2.2b can affect clustering performance considerably.
Learning to cluster with overlaps

The design presented in Subsection assumes that a node only belongs to a single cluster center. We can reformulate the optimization problem defined by Equation 2.5 to accommodate the presence of overlapping clusters. We will have the same setup with a fixed set of cluster center points. The probability of node $v \in V$ belonging to cluster $c \in C$ is parametrized by Equation 2.8. This way we define a probability distribution over the cluster centers.

$$P_{v,c} = \frac{\exp(f(v) \cdot \mu_c)}{\sum_{c \in C} \exp(f(v) \cdot \mu_c)} \quad (2.8)$$

We can add the entropy of these cluster membership distributions to the original embedding loss. By doing so we define a new optimization problem described by Equation 2.9. This way a node can belong to multiple cluster centers at the same time.

$$\mathcal{L} = \sum_{v \in V} \left[ \ln \left( \sum_{u \in V} \exp(f(v) \cdot f(u)) \right) - \sum_{n_i \in N_G(v)} f(n_i) \cdot f(v) \right] - \gamma \cdot \sum_{v \in V} \sum_{c \in C} P_{v,c} \cdot \log(P_{v,c}). \quad (2.9)$$

The gradient of $\mathcal{L}$ with respect to $f(v^*)$ is given by Equation 2.10. Compared to the the non-overlapping case we see that the gradient depends on all cluster center vectors not just the one which is closest in the embedding space. Other parts of the gradient are unaffected by this modification to the model – the gradient of the partition function and the direction of the neighbors is unaffected.

$$\frac{\partial \mathcal{L}}{\partial f(v^*)} = \sum_{u \in V} \frac{\exp(f(v^*) \cdot f(u)) \cdot f(u)}{\sum_{u \in V} \exp(f(v^*) \cdot f(u))} - \sum_{n_i \in N_G(v^*)} f(n_i) + \gamma \cdot \frac{f(v^*) - \mu_c}{\|f(v^*) - \mu_c\|^2} \quad (2.10)$$

Similarly one can get an analytical solution for the gradient of a $\mathcal{L}$ with respect to $\mu_c$ which is given by Equation 2.11. This gradient is also a function of the other cluster center’s position in the embedding space.

$$\frac{\partial \mathcal{L}}{\partial \mu_c} = \gamma \cdot \sum_{v \in V} \left( 1 - \frac{\exp(\mu_c \cdot f(v))}{\sum_{c' \in C} \exp(\mu_{c'} \cdot f(v))} \right) \cdot \frac{\exp(\mu_c \cdot f(v))}{\sum_{c' \in C} \exp(\mu_{c'} \cdot f(v))} \cdot \left[ 1 + \log \left( \frac{\exp(\mu_c \cdot f(v))}{\sum_{c' \in C} \exp(\mu_{c'} \cdot f(v))} \right) \right] \cdot f(v)$$

$$- \gamma \cdot \sum_{v \in V, c' \in (C \setminus \{c\})} \frac{\exp(\mu_{c'} \cdot f(v)) \cdot \exp(\mu_c \cdot f(v))}{\left( \sum_{c' \in C} \exp(\mu_{c'} \cdot f(v)) \right)^2} \cdot \left[ 1 + \log \left( \frac{\exp(\mu_{c'} \cdot f(v))}{\sum_{c' \in C} \exp(\mu_{c'} \cdot f(v))} \right) \right] \cdot f(v). \quad (2.11)$$

The self-clustering embedding algorithm

We propose an efficient learning method to create GEMSEC embeddings which is described with pseudo-code by Algorithm 1. The main idea behind our procedure is the following. To avoid the
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Data: $G = (V, E)$ – Graph to be embedded.
$N$ – Number of sequence samples per node.
$l$ – Length of sequences.
$\omega$ – Context size.
$d$ – Number of embedding dimensions.
$|C|$ – Number of clusters.
$k$ – Number of noise samples.
$\gamma_0$ – Initial clustering weight coefficient.
$\alpha_0, \alpha_F$ – Initial and final learning rate.

Result: $f(v)$, where $v \in V$
$\mu_c$, where $c \in C$

Algorithm 1: Graph embedding with self-clustering training procedure.

clustering cost overpowering the graph information (as in Fig. 2.2a), we initialize the system with a low weight $\gamma_0 \in [0, 1]$ for clustering, and through iterations anneal it to 1.

The embedding computation proceeds as follows. The weights in the model are initialized based on the number of vertices, embedding dimensions and clusters. After this, the algorithm makes $N$ sampling repetitions in order to generate vertex sequences from every source node. Before starting a sampling epoch, it shuffles the set of vertices. We set the clustering cost coefficient $\gamma$ (line 7) according to an exponential annealing rule described by Equation 2.12. The learning rate is set to $\alpha$ (line 8) with a linear annealing rule (Equation 2.13).

$$
\gamma = \gamma_0 \cdot \left(10^{-t \cdot \log_{10} \frac{\gamma_0}{\omega \cdot l \cdot |V| \cdot N}}\right) \tag{2.12}
$$

$$
\alpha = \alpha_0 - (\alpha_0 - \alpha_F) \cdot \frac{t}{\omega \cdot l \cdot |V| \cdot N} \tag{2.13}
$$

The sampling process reads sequences of length $l$ (line 9) and extracts features using the context window size $\omega$ (line 10). The extracted features, gradient, current learning rate and clustering cost coefficient determine the update to model weights by the optimizer (line 11). In the implementation we utilized a variant of stochastic gradient descent – the Adam optimizer [91]. We approximate the first cost term with noise contrastive estimation to make the gradient descent
tractable, drawing \( k \) noise samples for each positive sample. If the node sampling is done by first-order random walks the runtime complexity of this procedure will be \( O((\omega \cdot k + |C|) \cdot l \cdot d \cdot |V| \cdot N) \) while DeepWalk with noise contrastive estimation has a \( O(\omega \cdot k \cdot l \cdot d \cdot |V| \cdot N) \) runtime complexity.

We have seen in Subsection 2.3 that there is a tension between what the clustering objective considers to be clusters and what the real communities are in the underlying social network. We can incorporate additional knowledge of social network communities using a machine learning technique called regularization.

We observe that social networks have natural local properties such as homophily, strong ties between members of a community, etc. Thus, we can incorporate such social network-specific properties in the form of regularization to find more natural embeddings and clusters.

This regularization effect can be achieved by adding a term \( \Lambda \) to the loss function:

\[
\Lambda = \lambda \cdot \sum_{(v,u) \in E_G} w_{(v,u)} \cdot \|f(v) - f(u)\|_2 ,
\]

where the weight function \( w \) determines the social network cost of the embedding with respect to properties of the edges traversed in the sampling. We use the neighborhood overlap of an

![Figure 2.3: An example Barbell graph with the corresponding target matrix factorized (window size of 3) by DeepWalk [154] and the reconstructed target matrices obtained with standard DeepWalk and Smooth DeepWalk. Regularized optimization produces more well defined communities. While the standard DeepWalk model has less well defined clusters.](image)
edge – defined as the fraction of neighbors common to two nodes of the edge relative to the union of the two neighbor sets\(^1\). In experiments on real data, neighborhood overlap is known to be a strong indicator of the strength of relation between members of a social network [136]. Thus, by treating neighborhood overlap as the weight \(w_{v,u}\) of edge \((v, u)\), we can get effective social network clustering, which is confirmed by experiments in the next section. The coefficient \(\lambda\) lets us tune the contribution of the social network cost in the embedding process. In experiments, the regularized version of the algorithms is found to be more robust to changes in hyperparameters.

The effect of the regularization can be understood intuitively through an example. For this exposition, let us consider matrix representations of the social network describing closeness of nodes. In fact, other skip-gram style learning processes like [66, 147] are known to approximate the factorization of a similarity matrix \(M\) such as [154]:

\[
M_{u,v} = \log \left( \frac{\text{vol}(G)}{\omega} \sum_{r=1}^{\omega} \frac{\prod_{a \in P_{r,v,u} \setminus \{v\}} \frac{1}{\text{deg}(a)}}{\text{deg}(v)} \right) - \log(k)
\]

where \(P_{r,v,u}\) is the set of paths going from \(v\) to \(u\) with length \(r\). Elements of the target matrix \(M\) grow with number of paths of length at most \(\omega\) between the corresponding nodes. Thus \(M\) is intended to represent level of connectivity between nodes in terms of a raw graph feature like number of paths.

The Barbell graph in Figure 2.3a is a typical example with an obvious community structure we can use to analyze the matter. The optimization procedure used by Deepwalk [147] aims to converge to a target matrix \(M_{u,v}\) shown in Figure 2.3b. Observe that this matrix has fuzzy edges around the communities of the graph, showing a degree of uncertainty. An actual approximation by running the Deepwalk is shown in Figure 2.3c, which naturally incorporates further uncertainty due to sampling. A much more clear output with sharp communities can be obtained by applying a regularized optimization. This can be seen in Figure 2.3d.

2.4 Experimental evaluation

In this section we evaluate the cluster quality obtained by the GEMSEC variants, their scalability, robustness and predictive performance on a downstream supervised task. Results show that GEMSEC outperforms or is at par with existing methods in all measures.

The social networks used for evaluation

For the evaluation of GEMSEC real-world social network datasets are used which we collected from public APIs specifically for this work. Table 2.2 shows these social networks have a variety of size, density, and level of clustering. We used graphs from two sources:

\(^1\)Neighbor sets \(N(a)\) and \(N(b)\) of nodes \(a\) and \(b\), the neighborhood overlap of \((a, b)\) is defined as the Jaccard similarity \(\frac{N(a) \cap N(b)}{N(a) \cup N(b)}\).
Table 2.2: Descriptive statistics of social networks and web graphs used for the evaluation of graph embedding with self-clustering.

| Source   | Dataset          | |V| | Density | Transitivity |
|----------|------------------|-----------------|-------------|-----------|--------------|
| Facebook | Politicians      | 5,908           | 0.0024      | 0.3011   |
|          | Companies        | 14,113          | 0.0005      | 0.1532   |
|          | Athletes         | 13,866          | 0.0009      | 0.1292   |
|          | Media            | 27,917          | 0.0005      | 0.1140   |
|          | Celebrities      | 11,565          | 0.0010      | 0.1666   |
|          | Artists          | 50,515          | 0.0006      | 0.1140   |
|          | Government       | 7,057           | 0.0036      | 0.2238   |
|          | TV Shows         | 3,892           | 0.0023      | 0.5906   |
| Deezer   | Croatia          | 54,573          | 0.0004      | 0.1146   |
|          | Hungary          | 47,538          | 0.0002      | 0.0929   |
|          | Romania          | 41,773          | 0.0001      | 0.0752   |

- Facebook page networks: These graphs represent mutual like networks among verified Facebook pages – the types of sites included TV shows, politicians, athletes, and artists among others.

- Deezer user-user friendship networks: We collected friendship networks from the music streaming site Deezer and included 3 European countries (Croatia, Hungary, and Romania). For each user, we curated the list of genres loved based on the songs liked by the user.

Standard hyperparameter settings

A fixed standard parameter setting is used in our experiments, and we indicate any deviations. Models using first order random walk sampling strategy are referenced as GEMSEC and Smooth GEMSEC, second order random walk variants are named as GEMSEC₂ and Smooth GEMSEC₂. Random walks with length 80 are used and 5 truncated random walks per source node were used. Second-order random walk control hyperparameters [66] return and in-out were chosen from \{2⁻², 2⁻¹, 1, 2, 4\}. A window size of 5 is used for features. Each embedding has 16 dimensions and we extract 20 cluster centers. A parameter sweep over hyperparameters was used to obtain the highest average modularity. Initial learning rate values are chosen from \{10⁻², 5 · 10⁻³, 10⁻³\} and the final learning rate is chosen from \{10⁻³, 5 · 10⁻⁴, 10⁻⁴\}. Noise contrastive estimation uses 10 negative examples. The initial clustering cost coefficient is chosen from \{10⁻¹, 10⁻², 10⁻³\}. The smoothness regularization term’s hyperparameter is 0.0625 and Jaccard’s coefficient is the penalty weight.

Detecting web graph communities

Using Facebook page networks we evaluate the clustering performance. Cluster quality is evaluated by modularity – we assume that a node belongs to a single community. Our results are summarized in Table 2.3 based on 10 experimental repetitions and errors in parentheses correspond to two standard deviations. The baselines use the hyperparameters from the respective
research papers. We used 16-dimensional embeddings throughout. The embeddings obtained with non-community-aware methods were clustered after the embedding by $k$-means clustering to extract 20 cluster centers. Specifically, comparisons are made with:

1. **Overlap Factorization** [8]: Factorizes the neighborhood overlap matrix to create features.

2. **DeepWalk** [147]: Approximates the sum of the adjacency matrix powers with first order random walks and implicitly factorizes it.

3. **LINE** [198]: Implicitly factorizes the sum of the first two powers for the normalized adjacency matrix and the resulting node representation vectors are concatenated together to form a multi-scale representation.

4. **Node2vec** [66]: Factorizes a neighbourhood matrix obtained with second order random walks. The *in-out* and *return* parameters of the second-order random walks were chosen from the $\{2^{-2}, 2^{-1}, 1, 2, 4\}$ set to maximize modularity.

5. **Walklets** [148]: Approximates with first order random walks each adjacency matrix power individually and implicitly factorizes the target matrix. These embeddings are concatenated to form a multi-scale representation of nodes.

6. **ComE** [24]: Uses a Gaussian mixture model to learn an embedding and clustering jointly using random walk features.

7. **M-NMF** [218]: Factorizes a matrix which is a weighted sum of the first two proximity matrices with a modularity based regularization constraint.

8. **DANMF** [238]: Decomposes a weighted sum of the first two proximity matrices hierarchically to obtain cluster memberships with an autoencoder-like non-negative matrix factorization model.

*Smooth GEMSEC, GEMSEC*$_2$ and *Smooth GEMSEC*$_2$ consistently outperform the neighborhood conserving node embedding methods and the competing community aware methods. The relative advantage of *Smooth GEMSEC*$_2$ over the benchmarks is highest on the Athletes dataset as the clustering’s modularity is 3.44% higher than the best performing baseline. It is the worst on the Media dataset with a disadvantage of 0.35% compared to the strongest baseline. Use of smoothness regularization has sometimes non-significant, but definitely positive effect on the clustering performance of *Deepwalk, GEMSEC* and *GEMSEC*$_2$.

**A social recommendation task for music genres**

Node embeddings are often used for extracting features of nodes for downstream predictive tasks. In order to investigate this, we use social networks of Deezer users collected from European countries. We predict the genres (out of 84) of music liked by people. Following the embedding, we used logistic regression with $\ell_2$ regularization to predict each of the labels and 90% of the nodes were randomly selected for training. We evaluated the performance of the remaining users. Numbers reported in Table 2.4 are $F_1$ scores calculated from 10 experimental repetitions.
TABLE 2.3: Mean modularity of clusterings on the Facebook datasets. Each embedding experiment was repeated ten times. Errors in the parentheses correspond to two standard deviations. In terms of modularity Smooth GEMSEC₂ outperforms the baselines.

<table>
<thead>
<tr>
<th>Method</th>
<th>Politician</th>
<th>Company</th>
<th>Athlete</th>
<th>Media</th>
<th>Celebrity</th>
<th>Artist</th>
<th>Government</th>
<th>TV Shows</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overlap Factorization</td>
<td>±0.008</td>
<td>±0.010</td>
<td>±0.020</td>
<td>±0.016</td>
<td>±0.01</td>
<td>±0.018</td>
<td>±0.024</td>
<td>±0.008</td>
</tr>
<tr>
<td>DeepWalk</td>
<td>8.40</td>
<td>6.37</td>
<td>6.49</td>
<td>4.81</td>
<td>6.31</td>
<td>5.08</td>
<td>6.86</td>
<td>8.11</td>
</tr>
<tr>
<td>Node2Vec</td>
<td>8.46</td>
<td>6.64</td>
<td>6.69</td>
<td>5.65</td>
<td>6.43</td>
<td>5.60</td>
<td>6.92</td>
<td>8.27</td>
</tr>
<tr>
<td>Walklets</td>
<td>8.43</td>
<td>6.55</td>
<td>6.64</td>
<td>5.62</td>
<td>6.21</td>
<td>5.48</td>
<td>6.89</td>
<td>8.19</td>
</tr>
<tr>
<td>ComE</td>
<td>8.30</td>
<td>6.54</td>
<td>6.65</td>
<td>5.73</td>
<td>6.35</td>
<td>5.60</td>
<td>6.96</td>
<td>8.06</td>
</tr>
<tr>
<td>M-NMF</td>
<td>8.16</td>
<td>6.46</td>
<td>6.65</td>
<td>5.61</td>
<td>6.28</td>
<td>5.35</td>
<td>6.68</td>
<td>8.13</td>
</tr>
<tr>
<td>DANMF</td>
<td>8.10</td>
<td>6.48</td>
<td>6.50</td>
<td>5.60</td>
<td>6.28</td>
<td>5.32</td>
<td>6.73</td>
<td>8.12</td>
</tr>
<tr>
<td>Smooth DeepWalk</td>
<td>±0.017</td>
<td>±0.007</td>
<td>±0.007</td>
<td>±0.006</td>
<td>±0.008</td>
<td>±0.020</td>
<td>±0.008</td>
<td>±0.008</td>
</tr>
<tr>
<td>GEMSEC</td>
<td>8.51</td>
<td>6.62</td>
<td>6.74</td>
<td>5.36</td>
<td>6.39</td>
<td>5.28</td>
<td>7.05</td>
<td>8.33</td>
</tr>
<tr>
<td>Smooth GEMSEC</td>
<td>±0.016</td>
<td>±0.009</td>
<td>±0.009</td>
<td>±0.006</td>
<td>±0.006</td>
<td>±0.011</td>
<td>±0.008</td>
<td>±0.004</td>
</tr>
<tr>
<td>GEMSEC₂</td>
<td>±0.008</td>
<td>±0.008</td>
<td>±0.008</td>
<td>±0.009</td>
<td>±0.007</td>
<td>±0.010</td>
<td>±0.010</td>
<td>±0.006</td>
</tr>
<tr>
<td>Smooth GEMSEC₂</td>
<td>±0.008</td>
<td>±0.008</td>
<td>±0.008</td>
<td>±0.009</td>
<td>±0.008</td>
<td>±0.011</td>
<td>±0.010</td>
<td>±0.006</td>
</tr>
</tbody>
</table>

TABLE 2.4: Multi-label node classification performance of the embedding extracted features on the Deezer genre likes datasets. Performance is measured by average $F_1$ score values. Models were trained on 90% of the data and evaluated on the remaining 10%. Errors in the parentheses correspond to two standard deviations. GEMSEC models consistently have good performance.

<table>
<thead>
<tr>
<th>Method</th>
<th>Croatia Micro</th>
<th>Croatia Macro</th>
<th>Croatia Weighted</th>
<th>Hungary Micro</th>
<th>Hungary Macro</th>
<th>Hungary Weighted</th>
<th>Romania Micro</th>
<th>Romania Macro</th>
<th>Romania Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overlap Factorization</td>
<td>0.310 0.026 0.288</td>
<td>0.361 0.024 0.269</td>
<td>0.275 0.020 0.167</td>
<td>0.310 0.026 0.288</td>
<td>0.361 0.024 0.269</td>
<td>0.275 0.020 0.167</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeepWalk</td>
<td>±0.006 ±0.002 ±0.004</td>
<td>±0.007 ±0.004 ±0.006</td>
<td>±0.005 ±0.004 ±0.006</td>
<td>±0.006 ±0.002 ±0.004</td>
<td>±0.007 ±0.004 ±0.006</td>
<td>±0.005 ±0.004 ±0.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LINE</td>
<td>±0.013 ±0.030 ±0.030</td>
<td>±0.016 ±0.030 ±0.030</td>
<td>±0.014 ±0.030 ±0.030</td>
<td>±0.015 ±0.030 ±0.030</td>
<td>±0.016 ±0.030 ±0.030</td>
<td>±0.014 ±0.030 ±0.030</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Node2Vec</td>
<td>±0.012 ±0.030 ±0.030</td>
<td>±0.016 ±0.030 ±0.030</td>
<td>±0.014 ±0.030 ±0.030</td>
<td>±0.015 ±0.030 ±0.030</td>
<td>±0.016 ±0.030 ±0.030</td>
<td>±0.014 ±0.030 ±0.030</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walklets</td>
<td>±0.012 ±0.030 ±0.030</td>
<td>±0.016 ±0.030 ±0.030</td>
<td>±0.014 ±0.030 ±0.030</td>
<td>±0.015 ±0.030 ±0.030</td>
<td>±0.016 ±0.030 ±0.030</td>
<td>±0.014 ±0.030 ±0.030</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ComE</td>
<td>±0.012 ±0.030 ±0.030</td>
<td>±0.016 ±0.030 ±0.030</td>
<td>±0.014 ±0.030 ±0.030</td>
<td>±0.015 ±0.030 ±0.030</td>
<td>±0.016 ±0.030 ±0.030</td>
<td>±0.014 ±0.030 ±0.030</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-NMF</td>
<td>±0.012 ±0.030 ±0.030</td>
<td>±0.016 ±0.030 ±0.030</td>
<td>±0.014 ±0.030 ±0.030</td>
<td>±0.015 ±0.030 ±0.030</td>
<td>±0.016 ±0.030 ±0.030</td>
<td>±0.014 ±0.030 ±0.030</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DANMF</td>
<td>±0.012 ±0.030 ±0.030</td>
<td>±0.016 ±0.030 ±0.030</td>
<td>±0.014 ±0.030 ±0.030</td>
<td>±0.015 ±0.030 ±0.030</td>
<td>±0.016 ±0.030 ±0.030</td>
<td>±0.014 ±0.030 ±0.030</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smooth DeepWalk</td>
<td>±0.007 ±0.002 ±0.004</td>
<td>±0.008 ±0.002 ±0.004</td>
<td>±0.009 ±0.002 ±0.004</td>
<td>±0.010 ±0.002 ±0.004</td>
<td>±0.011 ±0.002 ±0.004</td>
<td>±0.010 ±0.002 ±0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEMSEC</td>
<td>±0.006 ±0.002 ±0.004</td>
<td>±0.007 ±0.002 ±0.004</td>
<td>±0.008 ±0.002 ±0.004</td>
<td>±0.009 ±0.002 ±0.004</td>
<td>±0.010 ±0.002 ±0.004</td>
<td>±0.009 ±0.002 ±0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smooth GEMSEC</td>
<td>±0.006 ±0.002 ±0.004</td>
<td>±0.007 ±0.002 ±0.004</td>
<td>±0.008 ±0.002 ±0.004</td>
<td>±0.009 ±0.002 ±0.004</td>
<td>±0.010 ±0.002 ±0.004</td>
<td>±0.009 ±0.002 ±0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEMSEC₂</td>
<td>±0.006 ±0.002 ±0.004</td>
<td>±0.007 ±0.002 ±0.004</td>
<td>±0.008 ±0.002 ±0.004</td>
<td>±0.009 ±0.002 ±0.004</td>
<td>±0.010 ±0.002 ±0.004</td>
<td>±0.009 ±0.002 ±0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smooth GEMSEC₂</td>
<td>±0.006 ±0.002 ±0.004</td>
<td>±0.007 ±0.002 ±0.004</td>
<td>±0.008 ±0.002 ±0.004</td>
<td>±0.009 ±0.002 ±0.004</td>
<td>±0.010 ±0.002 ±0.004</td>
<td>±0.009 ±0.002 ±0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
GEMSEC\textsubscript{2} significantly outperforms the other methods on all three countries' datasets. The performance advantage varies between 3.03\% and 4.95\%. We also see that Smooth GEMSEC\textsubscript{2} has lower accuracy, but it is able to outperform DeepWalk, LINE, Node2Vec, Walklets, ComE, M-NMF and DANMF on all datasets.

![Figure 2.4: Sensitivity of cluster quality to parameter changes measured by modularity.](image)

**Sensitivity analysis**

We tested the effect of hyperparameter changes to clustering performance. The Politicians Facebook graph is embedded with the standard parameter settings while the initial and final learning rates are set to be $10^{-2}$ and $5 \cdot 10^{-3}$ respectively, the clustering cost coefficient is 0.1 and we perturb certain hyperparameters. The second-order random walks used `in-out` and `return` parameters of 4. In Figure 2.4 each data point represents the mean modularity calculated from 10 experiments. Based on the experimental results we make two observations. First, GEMSEC model variants give high-quality clusters for a wide range of parameter settings. Second, introducing smoothness regularization makes GEMSEC models more robust to hyperparameter changes. This is particularly apparent across varying the number of clusters. The length of truncated random walks and the number of random walks per source node above a certain threshold has only a marginal effect on the community detection performance.
Scalability and computational efficiency

To create graphs of various sizes, we used the Erdos-Renyi model and with an average degree of 20. Figure 2.5 shows the log of mean runtime against the log of the number of nodes. Most importantly, we can conclude that doubling the size of the graph doubles the time needed for optimizing GEMSEC, thus the growth is linear. We also observe that embedding algorithms that incorporate clustering have a higher cost, and regularization also produces a higher cost, but similar growth.

![Graph showing runtime vs vertex number](image)

**Figure 2.5:** Sensitivity of optimization runtime to graph size measured by seconds. The dashed lines are linear references.

### 2.5 Conclusions

We described GEMSEC – a novel algorithm that learns a node embedding and a clustering of nodes jointly. It extends existing embedding modes. We showed that smoothness regularization is used to incorporate social network properties and produce natural embedding and clustering. We presented new social network datasets, and experimentally, our methods outperform a number of strong community aware node embedding baselines on node classification and community detection tasks.
Chapter 3

Multi-Scale Attributed Node Embedding

We present network embedding algorithms that capture information about a node from the local distribution over node attributes around it, as observed over random walks following an approach similar to Skip-gram. Observations from neighborhoods of different sizes are either pooled ($AE$) or encoded distinctly in a multi-scale approach ($MUSAE$). Capturing attribute-neighborhood relationships over multiple scales is useful for a diverse range of applications, including latent feature identification across disconnected networks with similar attributes. We prove theoretically that matrices of node-feature pointwise mutual information are implicitly factorized by the embeddings. Experiments show that our algorithms are robust, computationally efficient and outperform comparable models on social, web and citation network datasets.

3.1 Introduction

Node embedding is a fundamental technique in network analysis that serves as a precursor to numerous downstream machine learning and optimisation tasks, e.g. community detection, network visualization and link prediction [66, 147, 198]. Several recent network embedding methods, such as Deepwalk [147], Node2Vec [66] and Walklets [148], achieve impressive performance by learning the network structure following an approach similar to Word2Vec Skip-gram [130], originally designed for word embedding. In these works, sequences of neighboring nodes are generated from random walks over a network, and representations are distilled from extracted node-node proximity statistics that capture local neighbourhood information.

When the nodes of a network have attributes (or features), their embeddings can be used to capture information about the attributes in their local neighbourhood. For a social network, attributes might represent a person’s interests, habits, history or preferences. The pattern of node attributes are often similar in a neighborhood, and conversely, nodes with similar attributes are more likely to be connected. This property is known as homophily. Attributed network embedding methods [81, 116, 227] leverage this additional information to supplement that of node neighbourhood structure, benefiting many applications, e.g. recommender systems, node classification and link prediction [231, 234, 244].

The neighborhood of a node can be considered at different path lengths, or scales. In a social network, near neighbors may correspond to classmates, whereas nodes separated by greater
scales may be in different cities or countries. Attributes of neighbors at different scales can be considered separately (multi-scale) or pooled in some way (e.g. weighted average). Figure 3.1 shows how the attribute distribution over neighbourhoods at different scales can indicate nodes with similar network roles even if they are distant in the network, or even in different networks. Methods that take attributes of nearby nodes into account generalizes those that do not, e.g. [148], for which feature vectors can be considered standard basis vectors.

Many embedding methods correspond to matrix factorization, indeed some attributed embedding methods (e.g. [231]) explicitly factorize a matrix of link-attribute information. Embeddings learned using Skip-gram are known to factorize a matrix of pointwise mutual information (PMI) of co-occurrences between each word and local context words [110]. Related network embedding methods [66, 147, 154, 198] also implicitly factorize PMI matrices based on the probability of encountering each (context) node on a random walk from each starting node [154].

![Figure 3.1: The phenomenon affecting and inspiring the design of the multi-scale attributed network embedding procedure. Attributed nodes D and G have the same feature set and their nearest neighbours also exhibit equivalent sets of features, whereas features at higher order neighbourhoods differ. A multi-scale attributed node embedding method is able to represent these differences and similarities in the embedding space.](image)

Our key contributions are:

1. We introduce the first Skip-gram style embedding algorithms that consider attribute distributions over local neighborhoods, both pooled (AE) and multi-scale (MUSAE), and their counterparts that attribute distinct features to each node (AE-EGO and MUSAE-EGO).

2. We theoretically prove that the embeddings approximately factorize PMI matrices based on the product of an adjacency matrix power and node-feature matrix.

3. We show that popular network embedding methods DeepWalk [147] and Walklets [148] are special cases of our AE and MUSAE.

4. We show empirically that AE and MUSAE embeddings enable strong performance at regression, classification, and link prediction tasks for real-world networks (e.g. Wikipedia and Facebook), are computationally scalable and enable transfer learning between networks.

We provide reference implementations of AE and MUSAE, together with the datasets used for evaluation at https://github.com/benedekrozemberczki/MUSAE.
3.2 Related work

Efficient unsupervised learning of node embeddings for large networks has seen unprecedented development in recent years. The current paradigm focuses on learning latent space representations of nodes such that those that share neighbors [66, 147, 148, 198], structural roles [11, 75, 76, 159] or attributes are located close together in the embedding space. Our work falls under the last of these categories as our goal is to learn similar latent representations for nodes with similar sets of features in their neighborhoods, both on a pooled and multi-scale basis.

A general overview

*Neighborhood preserving* node embedding procedures place nodes with common first, second and higher order neighbors within close proximity in the embedding space. Recent works in the neighborhood preserving node embedding literature were inspired by the *Skip-gram* model [129, 130], which generates word embeddings by implicitly factorizing a shifted pointwise mutual information (PMI) matrix [110] obtained from a text corpus. This procedure inspired *DeepWalk* [147], a method which generates truncated random walks over a graph to obtain a “corpus” from which the *Skip-gram* model generates neighborhood preserving node embeddings. In doing so, *DeepWalk* implicitly factorizes a PMI matrix, which can be shown, based on the underlying first-order Markov process, to correspond to the mean of a set of normalized adjacency matrix powers up to a given order [154]. Such *pooling* of matrices can be suboptimal since neighbors over increasing path lengths (or scales) are treated equally or according to fixed weightings [66, 129]; whereas it has been found that an optimal weighting may be task or dataset specific [4]. In contrast, multi-scale node embedding methods such as *LINE* [198], *GraRep* [22] and *Walklets* [148] separately learn lower-dimensional node embedding components from each adjacency matrix power and concatenate them to form the full node representation. Such un-pooled representations, comprising distinct but less information at each scale, are found to give higher performance in a number of downstream settings, without increasing the overall number of free parameters [148].

*Attributed* node embedding procedures refine ideas from neighborhood based node embeddings to also incorporate node attributes (equivalently, features or labels) [81, 116, 227, 231, 234]. Similarities between both a node’s neighborhood structure and features contribute to determining pairwise proximity in the node embedding space. These models follow quite different strategies to obtain such representations. The most elemental procedure, *TADW* [227], decomposes a convex combination of normalized adjacency matrix powers into a matrix product that includes the feature matrix. Several other models, such as *SINE* [244] and *ASNE* [116], implicitly factorize a matrix formed by concatenating the feature and adjacency matrices. Other approaches such as *TENE* [234], formulate the attributed node embedding task as a joint non-negative matrix factorization problem in which node representations obtained from sub-tasks are used to regularize one another. *AANE* [81] uses a similar network structure based regularization approach, in which a node feature similarity matrix is decomposed using the alternating direction method of multipliers. The method most similar to our own is *BANE* [231], in which the product of a normalized adjacency matrix power and a feature matrix is explicitly factorized to obtain
attributed node embeddings. Many other methods exist, but do not consider the attributes of higher order neighborhoods [81, 116, 116, 227, 244].

The relationship between our pooled (AE) and multi-scale (MUSAE) attributed node embedding methods mirrors that between graph convolutional neural networks (GCNNs) and multi-scale GCNNs. Widely used graph convolutional layers, such as GCN [92], GraphSage [71], GAT [210], APPNP [93], SGCONV [222] and ClusterGCN [28], create latent node representations that pool node attributes from arbitrary order neighborhoods, which are then inseparable and unrecoverable. In contrast, MixHop [5] learns latent features for each proximity.

A desiderata based comparison

A node representation learning technique must have certain desired properties in order to generate expressive vertex features and have scalability. We summarized these beneficial properties of node embedding techniques in Table 3.1 with the respective space and time complexities.

<table>
<thead>
<tr>
<th>Generic Features</th>
<th>Multi Scale</th>
<th>Implicit</th>
<th>Proximal</th>
<th>Higher Order</th>
<th>Inductive</th>
<th>Non-linear</th>
<th>Space Complexity</th>
<th>Time Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepWalk [147]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>LINE[^2][198]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>Node2Vec [66]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>Walklets [148]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>NetMF [154]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>HOPE [139]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>GraRep [22]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>TADW [227]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>ASNE [116]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>AANE [81]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>BANE [231]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>TENE [234]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>AE</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>MUSAE</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>AE-EGO</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
<tr>
<td>MUSAE-EGO</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>(O(</td>
<td>V</td>
</tr>
</tbody>
</table>

- **Generic features**: Generic vertex properties such as the income of users in a social network are encoded when a node embedding is learned. These generic features are used to contextualize the location of the node in the embedding space universally.

- **Multi-scale**: Information obtained from distinct proximities (e.g. random walk hops, shortest path distance) is encoded by distinct groups of node embedding features. Using a multi-scale node representation the micro-, meso-, and macroscopic context of a node can be discerned.
• **Implicit**: The decomposed target matrix is not calculated explicitly. This reduces the required space and time complexity, which makes the embedding model applicable in practical large-scale industrial settings.

• **Proximal**: The contextual proximity information (location in comparison to other vertices) about the node is encoded when the node embedding is created. A proximal node embedding cannot be inductive, as the proximal context is not be meaningful in disjoint graphs.

• **Higher-order**: The embedding encodes information from nodes that are not adjacent to a node. For example, in random walk based contextualization the information is obtained from multiple hops, not just the first step.

• **Inductive**: The node embedding technique can map unseen nodes to the embedding space which are not connected to the graph used for training. An embedding technique which contextualizes the nodes based on the proximity to other nodes cannot be inductive.

• **Non-linear**: A node-node proximity score in the target matrix is not a linear function of the two node embedding vectors. This property allows for super and sub linear proximity score encoding.

### 3.3 Attributed embedding algorithms

Here we define our algorithms to jointly learn embeddings of nodes and attributes based on the structure and attributes of local neighborhoods. The aim is to learn similar embeddings for nodes that occur in neighborhoods of similar attributes; and similar embeddings for attributes that occur in similar neighborhoods of nodes.

Let \( G = (V, E) \) be an undirected graph, where \( V \) and \( E \) are the sets of vertices and edges (or links), and let \( F \) be the set of all binary node features. For each node \( v \in V \), let \( F_v \subseteq F \) be the subset of features belonging to \( v \). An embedding of nodes is a mapping \( g : V \rightarrow \mathbb{R}^d \) that assigns a \( d \)-dimensional vector \( g(v) \), or simply \( g_v \), to each node \( v \) and is fully described by a matrix \( G \in \mathbb{R}^{\mid V \mid \times d} \). An embedding of the features (to the same latent space) is a mapping \( h : F \rightarrow \mathbb{R}^d \) with embeddings denoted \( h(f) \equiv h_f \), as summarised by a matrix \( H \in \mathbb{R}^{\mid F \mid \times d} \).

**Attributed embedding**

The Attributed Embedding (AE) method is described by Algorithm 2 and the main idea is figuratively summarized in Figure 3.2a. With probability proportional to node degree, \( s \) starting nodes \( v_1 \) are sampled from \( V \) (line 2). From each starting node, a node sequence of length \( l \) is sampled over \( G \) following a first-order random walk (line 3). For a given window size \( t \), iterate over the first \( l-t \) nodes of the sequence \( v_j \), termed source nodes (line 4). For each source node, the subsequent \( t \) nodes are considered target nodes (line 5). For each target node \( v_{j+r} \), the tuple \((v_j, f)\) is added to the corpus \( \mathbb{D} \) for each feature \( f \in F_{v_{j+r}} \) (lines 6-7). Each tuple \((v_{j+r}, f)\) for features of the source node \( f \in F_{v_j} \) is also added to \( \mathbb{D} \) (lines 9-10). Running Skip-gram on \( \mathbb{D} \) with \( b \) negative samples (line 15) generates the \( d \)-dimensional node and feature embeddings \((G, H)\).
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The source node $v$

One hop walk from $v$

Two hop walk from $v$

(A) Pooled attributed embedding of node $v$.

The source node $v$

One hop walk from $v$

Two hop walk from $v$

(B) Multi-scale attributed embedding of node $v$.

**Figure 3.2:** In Figure 3.2a we learn a pooled node embedding $g_v$ of the source node $v \in V$ using features from the 1st and 2nd order proximity. We learn $g_v$ by using the union of feature sets as a context which is defined by the multi-set $\{\spadesuit, \spadesuit, \heartsuit, \spadesuit, \diamondsuit\}$ which contains features of the source node and nodes appearing in the random walk in one and two hops from the source. Comparatively, in Figure 3.2b we learn a multi-scale embedding of the node by learning individual embeddings of for each proximity noted by $g_v^0$, $g_v^1$ and $g_v^2$. These embeddings are contextualized by the features sets $\{\spadesuit\}$, $\{\spadesuit, \heartsuit\}$ and $\{\spadesuit, \diamondsuit\}$ respectively. Concatenated together $g_v^0$, $g_v^1$ and $g_v^2$ forms the node embedding.

**Multi-scale attributed embedding**

The $AE$ algorithm pools features across neighborhoods of different proximity. Inspired by the performance of (unattributed) multi-scale node embeddings, we adapt $AE$ to learn multi-scale attributed embeddings. The embedding component of a node $v \in V$ at proximity $r \in \{1, ..., t\}$ is given by a mapping $g^r : V \rightarrow \mathbb{R}^{d/t}$ (where $t$ divides $d$). Similarly, the embedding component of feature $f \in F$ at proximity $r$ is given by a mapping $h^r : F \rightarrow \mathbb{R}^{d/t}$. Concatenating the $t$ components gives a $d$-dimensional embedding for each node and feature. The Multi-Scale Attributed Embedding (MUSAE) method is described by Algorithm 3 and the main idea is figuratively summarized in Figure 3.2b. Source and target node pairs are generated from sampled node sequences as for $AE$ (lines 2-5). Each feature of a target node $f \in F_{v_{j+r}}$ is again considered, but tuples $(v_j, f)$ are added to a sub-corpus $D_{v_j}$ (lines 6-7) and for each source node feature $f \in F_{v_j}$ tuples $(v_{j+r}, f)$ are
Data: \( G = (V, E) \) – Graph to be embedded.
\( \{F_v\}_V \) – Set of node feature sets.
\( s \) – Number of sequence samples.
\( l \) – Length of sequences.
\( t \) – Context size.
\( d \) – Embedding dimension.
\( b \) – Number of negative samples.

Result: Node embedding \( g \) and feature embedding \( h \).

1. For \( i \) in 1 : \( s \) do
2. Pick \( v_1 \in V \) according to \( P(v) \sim \deg(v)/\vol(G) \).
3. \((v_1, v_2, \ldots, v_l) \leftarrow \text{Sample Nodes}(G, v_1, l)\)
4. For \( j \) in 1 : \( l - t \) do
5. For \( r \) in 1 : \( l \) do
6. For \( f \) in \( F_{v_j+r} \) do
7. Add tuple \((v_j, f)\) to multiset \( D \).
8. End
9. For \( f \) in \( F_{v_j} \) do
10. Add tuple \((v_j+r, f)\) to multiset \( D \).
11. End
12. End
13. End
14. Run SGNS on \( D \) with \( b \) negative samples and \( d \) dimensions.
15. Output \( g_v, \forall v \in V \), and \( h_f, \forall f \in F = \cup_v F_v \).

Algorithm 2: Attributed node embedding sampling and training procedure.

Added to another sub-corpus \( D_{\mathcal{E}} \), (lines 9-10). Running Skip-gram with \( b \) negative samples on each sub-corpus \( D_r = D_{\mathcal{E}} \cup D_{\mathcal{C}} \) (line 17) generates the \( \frac{d}{t} \)-dimensional components to concatenate.

### 3.4 Attributed embedding as implicit matrix factorization

[110] showed that the loss function of Skip-gram with negative sampling (SGNS) is minimized if its two output embedding matrices \( W, C \) factorize a matrix of pointwise mutual information (PMI) of word co-occurrence statistics. Specifically, for a corpus \( \mathcal{D} \) over a dictionary \( V \) with \( |V| = n \), SGNS (with \( b \) negative samples) generates embeddings \( w_w, c_c \in \mathbb{R}^d \) (columns of \( W, C \in \mathbb{R}^{d \times n} \)) for each target and context word \( w, c \in V \), satisfying:

\[
\begin{align*}
W_w^\top c_c & \approx \log \left( \frac{|(w, c)|}{|w| |c|}\right) - \log b,
\end{align*}
\]

where \(|w|, |c| \) and \(|w, c|\) denote counts of \( w, c \) and both words appearing within a sliding context window. Considering \(|w|, |c|, |w, c|\) as empirical estimates of \( p(w), p(c) \) and \( p(w, c) \) respectively gives the approximate low-rank factorization (since typically \( d \ll n \)):

\[
W^\top C \approx [\text{PMI}(w, c) - \log b]_{w,c \in V},
\]

[154] extended this result to node embedding models that apply SGNS to a “corpus” generated from random walks over the graph. In the case of DeepWalk where random walks are first-order Markov, the joint probability distributions over nodes at different steps of a random walk can
**Algorithm 3:** Multi-scale attributed node embedding sampling and training procedure.

Be expressed in closed form, and a closed form for the factorized PMI matrix follows. Here we derive the matrices implicitly factorized by $AE$ and MUSAE.

**Notation:** For a graph $G = (V, E)$, $|V| = n$, let $A \in \mathbb{R}^{n \times n}$ denote the adjacency matrix and $D \in \mathbb{R}^{n \times n}$ the diagonal degree matrix, i.e. $D_{v,v} = \deg(v) = \sum_w A_{v,w}$. Let $c = \sum_{v,w} A_{v,w}$ denote the volume of $G$. We define the binary attribute matrix $F \in \{0, 1\}^{|V| \times |F|}$ by $F_{v,f} = 1_{f \in F_v}$, $\forall v \in V$, $f \in F$. To ease notation, we set $P = D^{-1}A$ and $E = \text{diag}(1^\top DF)$, where $\text{diag}$ indicates a diagonal matrix.

**Interpretation:** Assuming $G$ is ergodic, $p(v) = \frac{\deg(v)}{c}$ is the stationary distribution over nodes $v \in V$, i.e. $c^{-1}D = \text{diag}(p(v))$; and $c^{-1}A$ is the stationary joint distribution over consecutive nodes of a random walk $p(v_j, v_{j+1})$. $F_{v,f}$ can be considered a Bernoulli parameter of the probability $p(f|v)$ of observing feature $f$ at a node $v$, hence $c^{-1}DF$ describes the stationary joint distribution $p(f,v)$ over nodes and features. Accordingly, $P$ is the transition matrix of conditional probabilities $p(v_{j+1}|v_j)$; and $E$ is a diagonal matrix proportional to the (binary) probability $p(f)$ of observing feature $f$ at the stationary distribution. We note that $p(f)$ need not sum to 1, whereas $p(v)$ necessarily must.

**Multi-scale case (MUSAE)**

We know that the SGNS aspect of MUSAE learns embeddings $g_{v}^{r}$, $h_{f}^{r}$ that satisfy $g_{v}^{r}\top h_{f}^{r} \approx \log (\frac{\#(v,f)_{1}|D_{v}|}{\#(v)\#(f)}) - \log b_{v}, \forall v \in V, f \in F$. Our aim is to express this factorization in terms of known properties of the graph $G$ and its features.
Lemma 3.1. The empirical statistics of node-feature pairs obtained from random walks give unbiased estimates of the joint probability of observing feature $f \in F$ after $r$ steps (i) after; or (ii) before node $v \in V$, as given by:

$$\lim_{l \to \infty} \frac{\#(v, f)_{D^r}}{|D_r|} = c^{-1}(DP^r F)_{v,f}$$

$$\lim_{l \to \infty} \frac{\#(v, f)_{D^r}}{|D_{r'}|} = c^{-1}(F^\top DP^r)_{f,v}$$

Proof. See Appendix A. □

Lemma 3.2. The empirical statistics of node-feature pairs obtained from random walks give unbiased estimates of the joint probability of observing feature $f \in F$ after $r$ steps either side of node $v \in V$, given by:

$$\lim_{l \to \infty} \frac{\#(v, f)_{D^r}}{|D_r|} = c^{-1}(DP^r F)_{v,f}$$

Proof. See Appendix A. □

Marginalizing gives unbiased estimates of stationary probability distributions of nodes and features:

$$\lim_{l \to \infty} \frac{\#(v)}{|D_r|} = \frac{\deg(v)}{c} = c^{-1}D_{v,v}$$

$$\lim_{l \to \infty} \frac{\#(f)}{|D_r|} = \sum_{v | f \in F_v} \frac{\deg(v)}{c} = c^{-1}E_{f,v}$$

Theorem 3.3. MUSAE embeddings approximately factorize the node-feature PMI matrix:

$$\log \left( c P^r FE^{-1} \right) - \log b, \quad \text{for } r = 1, \ldots, t.$$ 

Proof. By construction, $|D| = \sum_r |D_r|$, $\#(v, f) = \sum_r \#(v, f)_r$, $|D_r| = |D_s| \forall r, s \in \{1, \ldots, t\}$ and so $|D_s| = t^{-1}|D|$. Combining with Lemma 3.2, the result follows. □

Pooled case (AE)

Lemma 3.4. The empirical statistics of node-feature pairs learned by the AE algorithm give unbiased estimates of mean joint probabilities over different path lengths:

$$\lim_{l \to \infty} \frac{\#(v, f)}{|D|} = \frac{1}{t} \left( D \sum_{r=1}^t P^r F \right)_{v,f}$$

Proof. By construction, $|D| = \sum_r |D_r|$, $\#(v, f) = \sum_r \#(v, f)_r$, $|D_r| = |D_s| \forall r, s \in \{1, \ldots, t\}$ and so $|D_s| = t^{-1}|D|$. Combining with Lemma 3.2, the result follows. □
Theorem 3.5. AE embeddings approximately factorize the pooled node-feature matrix:

$$\log \left( \frac{c}{t} \left( \sum_{r=1}^{t} P^r \right) F E^{-1} \right) - \log b.$$ 

Proof. Analogous to the proof of Theorem 3.3. \qed

Remark 3.6. DeepWalk is a special case of AE with $F = I_{|V|}$.

That is, DeepWalk is equivalent to AE if each node has a single unique feature. Thus $E = \text{diag}(1^T D I) = D$ and, by Theorem 3.5, the embeddings of DeepWalk factorize $\log \left( \frac{c}{t} \left( \sum_{r=1}^{t} P^r \right) D^{-1} \right) - \log b$, as derived by [154].

Remark 3.7. Walklets is a special case of MUSAE with $F = I_{|V|}$.

Thus, for $r = 1, \ldots, t$, the embeddings of Walklets factorise $\log \left( c P^r D^{-1} \right) - \log b$.

Remark 3.8.Appending an identity matrix $I$ to the feature matrices $F$ of AE and MUSAE (denoted $[F; I]$) adds a unique feature to each node. The resulting algorithms, named AE-EGO and MUSAE-EGO, respectively, learn embeddings that approximately factorize the node-feature PMI matrices:

$$\log \left( c P^r [F; I] E^{-1} \right) - \log b, \quad \forall r \in \{1, \ldots, t\};$$

and

$$\log \left( \frac{c}{t} \left( \sum_{r=1}^{t} P^r \right) [F; I] E^{-1} \right) - \log b.$$ 

Complexity analysis

Assuming a constant number of features per source node, the corpus generation has runtime complexity of $O(s l t \frac{m}{n})$, where $m = \sum_{v \in V} |F_v|$ the total number of features across all nodes (with repetition), $q = |F|$, and $n = |V|$. With $b$ negative samples, the optimization runtime of a single asynchronous gradient descent epoch on AE and the joint optimization runtime of MUSAE embeddings is $O(b d s l t \frac{m}{n})$. With $p$ truncated walks from each source node, the corpus generation complexity is $O(p n l t m)$ and the model optimization runtime is $O(b d p n l t m)$. The runtime experiments (Section 3.5) empirically support this analysis.

Corpus generation has a memory complexity of $O(s l t \frac{m}{n})$ while the same when generating $p$ truncated walks per node has a memory complexity of $O(p n l t m)$. Storing the parameters of an AE embedding has a memory complexity of $O((n + q) \cdot d)$ and MUSAE embeddings also use $O((n + q) \cdot d)$ memory.

3.5 Experimental evaluation

We evaluate the representations learned by AE, MUSAE and their EGO extensions on several common downstream tasks: node classification, regression, link prediction and also transfer learning across networks. We also report how number of nodes and dimensionality affect runtime. We use standard citation graph benchmark datasets (Cora, Citeseer [118] and Pubmed [133]).
together with datasets of social networks and web graphs collected from Facebook, Github, Wikipedia and Twitch.

Datasets

Our method was evaluated on a variety of social networks and web page-page graphs that we collected from openly available API services. In Table 3.2 we described the graphs with widely used statistics with respect to size, diameter, and level of clustering. We also included the average number of features per vertex and unique feature count in the last columns. These datasets are available with the source code of MUSAE and AE at https://github.com/iclr2020/MUSAE.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Nodes</th>
<th>Edges</th>
<th>Diameter</th>
<th>Clustering Coefficient</th>
<th>Density</th>
<th>Average Feature</th>
<th>Unique Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook Page-Page</td>
<td>22,470</td>
<td>171,002</td>
<td>15</td>
<td>0.232</td>
<td>0.001</td>
<td>14.000</td>
<td>4,714</td>
</tr>
<tr>
<td>GitHub Web-ML</td>
<td>37,700</td>
<td>289,003</td>
<td>7</td>
<td>0.013</td>
<td>0.001</td>
<td>18.312</td>
<td>4,005</td>
</tr>
<tr>
<td>Wikipedia Chameleon</td>
<td>2,277</td>
<td>31,421</td>
<td>11</td>
<td>0.314</td>
<td>0.012</td>
<td>21.547</td>
<td>3,132</td>
</tr>
<tr>
<td>Wikipedia Crocodile</td>
<td>11,631</td>
<td>170,918</td>
<td>11</td>
<td>0.026</td>
<td>0.003</td>
<td>75.161</td>
<td>13,183</td>
</tr>
<tr>
<td>Wikipedia Squirrel</td>
<td>5,201</td>
<td>198,493</td>
<td>10</td>
<td>0.348</td>
<td>0.015</td>
<td>26.474</td>
<td>3,148</td>
</tr>
<tr>
<td>Twitch DE</td>
<td>9,498</td>
<td>153,138</td>
<td>7</td>
<td>0.047</td>
<td>0.003</td>
<td>20.397</td>
<td>2,545</td>
</tr>
<tr>
<td>Twitch EN</td>
<td>7,126</td>
<td>35,324</td>
<td>10</td>
<td>0.042</td>
<td>0.002</td>
<td>20.799</td>
<td>2,545</td>
</tr>
<tr>
<td>Twitch ES</td>
<td>4,648</td>
<td>59,382</td>
<td>9</td>
<td>0.084</td>
<td>0.006</td>
<td>19.391</td>
<td>2,545</td>
</tr>
<tr>
<td>Twitch FR</td>
<td>6,549</td>
<td>112,666</td>
<td>7</td>
<td>0.054</td>
<td>0.005</td>
<td>19.758</td>
<td>2,545</td>
</tr>
<tr>
<td>Twitch PT</td>
<td>1,912</td>
<td>31,299</td>
<td>7</td>
<td>0.131</td>
<td>0.017</td>
<td>19.944</td>
<td>2,545</td>
</tr>
<tr>
<td>Twitch RU</td>
<td>4,385</td>
<td>37,304</td>
<td>9</td>
<td>0.049</td>
<td>0.004</td>
<td>20.635</td>
<td>2,545</td>
</tr>
</tbody>
</table>

Facebook page-page dataset

This webgraph is a page-page graph of verified Facebook sites. Nodes represent official Facebook pages while the links are mutual likes between sites. Node features are extracted from the site descriptions that the page owners created to summarize the purpose of the site. This graph was collected through the Facebook Graph API in November 2017 and restricted to pages from 4 categories which are defined by Facebook. These categories are: politicians, governmental organizations, television shows and companies. As one can see in Table 3.2 it is a highly clustered graph with a large diameter. The task related to this dataset is multi-class node classification for the 4 site categories.

Github web and machine learning developers dataset

The largest graph used for evaluation is a social network of GitHub developers which we collected from the public API in June 2019. Nodes are developers who have starred at least 10 repositories and edges are mutual follower relationships between them. The vertex features are extracted based on the location, repositories starred, employer and e-mail address. The task related to the graph is binary node classification – one has to predict whether the GitHub user is a web or a machine learning developer. This target feature was derived from the job title of each user. As
the descriptive statistics show in Table 3.2 this is the largest graph that we use for evaluation with the highest sparsity.

**Wikipedia datasets**

The datasets that we use to perform node level regression are Wikipedia page-page networks collected on three specific topics: chameleons, crocodiles and squirrels. In these networks nodes are articles from the English Wikipedia collected in December 2018, edges are mutual links that exist between pairs of sites. Node features describe the presence of nouns appearing in the articles. For each node we also have the average monthly traffic between October 2017 and November 2018. In the regression tasks used for embedding evaluation the logarithm of average traffic is the target variable. Table 3.2 shows that these networks are heterogeneous in terms of size, density, and clustering.

**Twitch datasets**

These datasets used for node classification and transfer learning are Twitch user-user networks of gamers who stream in a certain language. Nodes are the users themselves and the links are mutual friendships between them. Vertex features are extracted based on the games played and liked, location and streaming habits. Datasets share the same set of node features, this makes transfer learning across networks possible. These social networks were collected in May 2018. The supervised task related to these networks is binary node classification – one has to predict whether a streamer uses explicit language.

**Hyperparameter settings**

Across all experiments we use the same hyperparameter settings of our own model, competing unsupervised methods and graph neural networks.

**Hyperparameter settings of the AE and MUSAE algorithms**

In MUSAE and AE models we have a set of parameters that we use for model evaluation. Our parameter settings listed in Table 3.3 are quite similar to the widely used general settings of random walk sampled implicit factorization machines [66, 147, 148, 159]. Each of our models is augmented with a Doc2Vec [129, 130] embedding of node features – this is done such way that the overall dimension is still 128.

**Hyperparameter settings of the downstream algorithms**

The downstream tasks uses logistic and elastic net regression from Scikit-learn [145] for node level classification, regression and link prediction. For the evaluation of every embedding model we use the standard settings of the library except for the regularization and norm mixing parameters. These are described in Table 3.4.
Table 3.3: Standard hyperparameter settings of the AE and MUSAE algorithms.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensions</td>
<td>128</td>
<td>$d$</td>
</tr>
<tr>
<td>Walk length</td>
<td>80</td>
<td>$l$</td>
</tr>
<tr>
<td>Number of walks per node</td>
<td>10</td>
<td>$p$</td>
</tr>
<tr>
<td>Number of epochs</td>
<td>5</td>
<td>$k$</td>
</tr>
<tr>
<td>Window size</td>
<td>3</td>
<td>$t$</td>
</tr>
<tr>
<td>Initial learning rate</td>
<td>0.05</td>
<td>$\alpha_{\text{max}}$</td>
</tr>
<tr>
<td>Final learning rate</td>
<td>0.025</td>
<td>$\alpha_{\text{min}}$</td>
</tr>
<tr>
<td>Negative samples</td>
<td>5</td>
<td>$b$</td>
</tr>
</tbody>
</table>

Table 3.4: Standard hyperparameter settings of the downstream logistic and elastic net regression models that use the embeddings for classification, link prediction and regression.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regularization coefficient</td>
<td>0.01</td>
<td>$\lambda$</td>
</tr>
<tr>
<td>Norm mixing parameter</td>
<td>0.5</td>
<td>$\gamma$</td>
</tr>
</tbody>
</table>

Hyperparameter settings of competing unsupervised algorithms

Our purpose was a fair evaluation compared to other node embedding procedures. Because of this each we tried to use hyperparameter settings that give similar expressive power to the competing methods with respect to target matrix approximation [66, 147, 148] and number of dimensions.

- **DeepWalk** [147]: We used the hyperparameter settings described in Table 3.3. While the original DeepWalk model uses hierarchical softmax to speed up calculations we used a negative sampling based implementation. This way DeepWalk can be seen as a special case of Node2Vec [66] when the second-order random walks are equivalent to the first-order walks.

- **LINE2** [198]: We created 64 dimensional embeddings based on first and second order proximity and concatenated these together for the downstream tasks. Other hyperparameters are taken from the original work.

- **Node2Vec** [66]: Except for the in-out and return parameters that control the second-order random walk behavior we used the hyperparameter settings described in Table 3.3. These behavior control parameters were tuned with grid search from the \{4, 2, 1, 0.5, 0.25\} set using a train-validation split of 80% − 20% within the training set itself.

- **Walklets** [148]: We used the hyperparameters described in Table 3.3 except for window size. We set a window size of 4 with individual embedding sizes of 32. This way the overall number of dimensions of the representation remained the same.

- The attributed node embedding methods AANE, ASNE, BANE, TADW, TENE all use the hyperparameters described in the respective papers except for the dimension. We parametrized these methods such way that each of the final embeddings used in the downstream tasks is 128 dimensional.
Hyperparameter settings of competing supervised algorithms

Each model was optimized with the Adam optimizer [91] with the standard moving average parameters and the model implementations are sparsity aware modifications based on PyTorch Geometric [47]. We needed these modifications in order to accommodate the large number of vertex features – see the last column in Table 3.2. Except for the GAT model [210] we used ReLU intermediate activation functions [132] with a softmax unit in the final layer for classification. The hyperparameters used for the training and regularization of the neural models are listed in Table 3.5.

| Table 3.5: Hyperparameter settings used for training the graph neural network baselines. |
|-----------------------------------|------------------|
| **Parameter**                     | **Value**        |
| Epochs                            | 200              |
| Learning rate                     | 0.01             |
| Dropout                           | 0.5              |
| $l_2$ Weight regularization      | 0.001            |
| Depth                             | 2                |
| Filters per layer                 | 32               |

Except for the APPNP model each baseline uses information up to 2-hop neighbourhoods. The model specific settings when we needed to deviate from the basic settings which are listed in Table 3.5 were as follows:

- **Classical GCN** [92]: We used the standard parameter settings described in this section.
- **GraphSAGE** [71]: We utilized a graph convolutional aggregator on the sampled neighbourhoods, samples of 40 nodes per source, and standard settings.
- **GAT** [210]: The negative slope parameter of the leaky ReLU function was 0.2, we applied a single attention head, and used the standard hyperparameter settings.
- **MixHop** [5]: We took advantage of the $0^{th}$, $1^{st}$ and $2^{nd}$ powers of the normalized adjacency matrix with 32 dimensional convolutional filters for creating the first hidden representations. This was fed to a feed-forward layer to classify the nodes.
- **ClusterGCN** [28]: Just as [28] did, we used the METIS procedure [88]. We clustered the graphs into disjoint clusters, and the number of clusters was the same as the number of node classes (e.g. in case of the Facebook page-page network we created 4 clusters). For training we used the earlier described setup.
- **APPNP** [93]: The top level feed-forward layer had 32 hidden neurons, the teleport probability was set as 0.2 and we used 20 steps for approximate personalized pagerank calculation.
- **SGCONV** [222]: We used the $2^{nd}$ power of the normalized adjacency matrix for training the classifier.
Node attribute classification

In this experiment we take $k$ randomly selected samples per class, and use the attributed node embeddings to train a logistic regression model with $l_2$ regularization and predict the labels on the remaining vertices. We repeated the above procedure with seeded splits 100 times to obtain robust comparable results [181]. From these we calculated the average of micro averaged $F_1$ scores to compare our own methods with other unsupervised node embedding procedures. We varied $k$ in order to show the efficacy of the methods – what are the gains when the training set size is increased. These results are plotted in Figure 3.3 for Facebook, Github and Twitch Portugal networks.

Based on these plots it is evident that MUSAE and AE embeddings have little gains in terms of micro $F_1$ score when additional data points are added to the training set when $k$ is larger than 12. This implies that our method is data efficient. Moreover, MUSAE-EGO and AE-EGO have a slight performance advantage, which means that including the nodes in the attributed random walks helps when a small amount of labeled data is available in the downstream task.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.3}
\caption{$k$-shot node classification performance for varying $k$, evaluated by micro $F_1$ scores over 100 seeded train-test splits.}
\end{figure}

Fixed ratio train-test splits

In this series of experiments we created a 100 seeded train test splits of nodes (80% train - 20% test) and calculated weighted, micro and macro averaged $F_1$ scores on the test set to compare our methods to various embedding and graph neural network methods. Across procedures the same random seeds were used to obtain the train-test split this way the performances are directly comparable. We attached these results on the Facebook, Github and Twitch Portugal graphs as Table 3.6. In each column red denotes the best performing unsupervised embedding model and blue corresponds to the strongest supervised neural model. We also attached additional supporting results using the same experimental setting with the unsupervised methods on the Cora, Citeseer, and Pubmed graphs as Table 3.7.

In terms of micro $F_1$ score our strongest method outperforms on the Facebook and GitHub networks the best unsupervised method by 1.01% and 0.47% respectively. On the Twitch Portugal network the relative micro $F_1$ advantage of ASNE over our best method is 1.02%. Supervised node embedding methods outperform our and other unsupervised methods on every dataset for most metrics. In terms of micro $F_1$ this relative advantage over our best performing model variant is the largest with 4.67% on the Facebook network, and only 0.11% on Twitch Portugal.
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Table 3.6: Node classification test performance evaluated by weighted, micro and macro F1 scores calculated from 10 seeded train-test splits. We included standard errors of the scores and used 80% of nodes for training / 20% of nodes for testing. Red numbers denote the best performing node embedding method and blue ones denote the best performing supervised graph neural network.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Facebook Page-Page</th>
<th>GitHub WebML</th>
<th>Twitch Portugal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weighted Micro Macro</td>
<td>Weighted Micro Macro</td>
<td>Weighted Micro Macro</td>
</tr>
<tr>
<td>DeepWalk</td>
<td>0.861 ±0.001 0.863 ±0.001</td>
<td>0.852 ±0.001 0.858 ±0.001</td>
<td>0.650 ±0.001 0.672 ±0.001</td>
</tr>
<tr>
<td>LINE2</td>
<td>0.874 ±0.001 0.875 ±0.001</td>
<td>0.852 ±0.001 0.858 ±0.001</td>
<td>0.636 ±0.001 0.670 ±0.001</td>
</tr>
<tr>
<td>Node2Vec</td>
<td>0.889 ±0.001 0.890 ±0.001</td>
<td>0.853 ±0.001 0.859 ±0.001</td>
<td>0.665 ±0.001 0.886 ±0.001</td>
</tr>
<tr>
<td>Walklets</td>
<td>0.886 ±0.001 0.887 ±0.001</td>
<td>0.854 ±0.001 0.860 ±0.001</td>
<td>0.652 ±0.001 0.671 ±0.001</td>
</tr>
<tr>
<td>TADW</td>
<td>0.760 ±0.002 0.765 ±0.003</td>
<td>0.650 ±0.001 0.748 ±0.002</td>
<td>0.351 ±0.001 0.659 ±0.001</td>
</tr>
<tr>
<td>AANE</td>
<td>0.793 ±0.001 0.797 ±0.001</td>
<td>0.848 ±0.001 0.856 ±0.001</td>
<td>0.636 ±0.001 0.661 ±0.001</td>
</tr>
<tr>
<td>ASNE</td>
<td>0.794 ±0.001 0.797 ±0.001</td>
<td>0.829 ±0.001 0.830 ±0.001</td>
<td>0.670 ±0.001 0.685 ±0.001</td>
</tr>
<tr>
<td>BANE</td>
<td>0.868 ±0.001 0.868 ±0.001</td>
<td>0.711 ±0.001 0.762 ±0.001</td>
<td>0.644 ±0.001 0.664 ±0.001</td>
</tr>
<tr>
<td>TENE</td>
<td>0.724 ±0.002 0.731 ±0.002</td>
<td>0.842 ±0.001 0.850 ±0.001</td>
<td>0.613 ±0.001 0.663 ±0.001</td>
</tr>
<tr>
<td>AE</td>
<td>0.887 ±0.001 0.888 ±0.001</td>
<td>0.856 ±0.001 0.863 ±0.001</td>
<td>0.653 ±0.001 0.672 ±0.001</td>
</tr>
<tr>
<td>AE-EGO</td>
<td>0.898 ±0.001 0.899 ±0.001</td>
<td>0.857 ±0.001 0.863 ±0.001</td>
<td>0.652 ±0.001 0.671 ±0.001</td>
</tr>
<tr>
<td>MUSAE</td>
<td>0.886 ±0.001 0.887 ±0.001</td>
<td>0.859 ±0.001 0.864 ±0.001</td>
<td>0.655 ±0.001 0.671 ±0.001</td>
</tr>
<tr>
<td>MUSAE-EGO</td>
<td>0.893 ±0.001 0.894 ±0.001</td>
<td>0.859 ±0.001 0.864 ±0.001</td>
<td>0.655 ±0.001 0.671 ±0.001</td>
</tr>
<tr>
<td>GCN</td>
<td>0.931 ±0.001 0.932 ±0.001</td>
<td>0.859 ±0.001 0.865 ±0.001</td>
<td>0.650 ±0.001 0.695 ±0.001</td>
</tr>
<tr>
<td>GraphSAGE</td>
<td>0.812 ±0.001 0.814 ±0.001</td>
<td>0.848 ±0.001 0.854 ±0.001</td>
<td>0.618 ±0.001 0.631 ±0.001</td>
</tr>
<tr>
<td>Gat</td>
<td>0.918 ±0.001 0.919 ±0.001</td>
<td>0.856 ±0.001 0.864 ±0.001</td>
<td>0.648 ±0.001 0.678 ±0.001</td>
</tr>
<tr>
<td>MixHop</td>
<td>0.940 ±0.001 0.941 ±0.001</td>
<td>0.847 ±0.001 0.857 ±0.001</td>
<td>0.626 ±0.001 0.630 ±0.001</td>
</tr>
<tr>
<td>ClusterGCN</td>
<td>0.937 ±0.001 0.937 ±0.001</td>
<td>0.855 ±0.001 0.859 ±0.001</td>
<td>0.647 ±0.001 0.654 ±0.001</td>
</tr>
<tr>
<td>APPNP</td>
<td>0.938 ±0.001 0.938 ±0.001</td>
<td>0.860 ±0.001 0.868 ±0.001</td>
<td>0.683 ±0.001 0.702 ±0.001</td>
</tr>
<tr>
<td>SGCONV</td>
<td>0.832 ±0.001 0.836 ±0.001</td>
<td>0.816 ±0.001 0.829 ±0.001</td>
<td>0.652 ±0.001 0.663 ±0.001</td>
</tr>
</tbody>
</table>

One can make four general observations based on our results: (i) multi-scale representations can help with the classification tasks compared to pooled ones; (ii) the addition of the nodes in the ego augmented models to the feature sets does not help the performance when a large amount of labeled training data is available; (iii) based on the standard errors supervised neural models do not necessarily have a significant advantage over unsupervised methods (see the results on the Github and Twitch datasets); (iv) attributed node embedding methods that only consider first-order neighbourhoods have a poor performance.

Node attribute regression

We compare the ability of our attributed embeddings against those of other unsupervised methods at predicting real valued node attributes. For each model, we train embeddings on an unsupervised basis and learn regression parameters of an elastic net to predict the log average web traffic (attribute) of each page (node) of the Wikipedia datasets (created for this task). Table 3.8 reports average test $R^2$ (explained variance) and standard error over 100 seeded (80% train - 20% test) splits. This shows that: (i) our attributed embeddings tend to outperform all other methods at the regression task; (ii) multi-scale methods (e.g. MUSAE) tend to outperform pooled..
methods (e.g. AE); (iii) the additional network information of the EGO models appears beneficial, but only in the multi-scale case. Overall, MUSAE-EGO outperforms the best baseline for each dataset by 2-10%.

Table 3.7: Node classification test performance evaluated by weighted, micro and macro $F_1$ scores calculated from 10 seeded train-test splits. We included standard errors of the scores and used 80% of nodes for training / 20% of nodes for testing. Red numbers denote the best performing node embedding method.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Cora</th>
<th>Citeseer</th>
<th>Pubmed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Weighted</strong></td>
<td><strong>Micro</strong></td>
<td><strong>Macro</strong></td>
<td><strong>Weighted</strong></td>
</tr>
<tr>
<td>DeepWalk</td>
<td>±0.003</td>
<td>±0.004</td>
<td>±0.004</td>
</tr>
<tr>
<td>LINE2</td>
<td>±0.004</td>
<td>±0.004</td>
<td>±0.005</td>
</tr>
<tr>
<td>Node2Vec</td>
<td>±0.003</td>
<td>±0.003</td>
<td>±0.003</td>
</tr>
<tr>
<td>Walklets</td>
<td>±0.001</td>
<td>±0.001</td>
<td>±0.001</td>
</tr>
<tr>
<td>TADW</td>
<td>±0.006</td>
<td>±0.006</td>
<td>±0.006</td>
</tr>
<tr>
<td>AANE</td>
<td>±0.001</td>
<td>±0.001</td>
<td>±0.001</td>
</tr>
<tr>
<td>ASNE</td>
<td>±0.003</td>
<td>±0.003</td>
<td>±0.003</td>
</tr>
<tr>
<td>BANE</td>
<td>±0.005</td>
<td>±0.005</td>
<td>±0.005</td>
</tr>
<tr>
<td>TENE</td>
<td>±0.005</td>
<td>±0.005</td>
<td>±0.005</td>
</tr>
<tr>
<td>AE</td>
<td>±0.005</td>
<td>±0.005</td>
<td>±0.005</td>
</tr>
<tr>
<td>AE-EGO</td>
<td>±0.005</td>
<td>±0.005</td>
<td>±0.005</td>
</tr>
<tr>
<td>MUSAE</td>
<td>±0.004</td>
<td>±0.004</td>
<td>±0.004</td>
</tr>
<tr>
<td>MUSAE-EGO</td>
<td>±0.004</td>
<td>±0.004</td>
<td>±0.004</td>
</tr>
</tbody>
</table>

Table 3.8: Node attribute regression: average $R^2$ statistics and standard error for predicting website traffic (best results in bold).

<table>
<thead>
<tr>
<th>Wiki Chameleons</th>
<th>Wiki Crocodiles</th>
<th>Wiki Squirrels</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DeepWalk</strong></td>
<td>.575 ± .004</td>
<td>.553 ± .002</td>
</tr>
<tr>
<td><strong>LINE2</strong></td>
<td>.381 ± .003</td>
<td>.586 ± .001</td>
</tr>
<tr>
<td><strong>Node2Vec</strong></td>
<td>.414 ± .003</td>
<td>.574 ± .001</td>
</tr>
<tr>
<td><strong>Walklets</strong></td>
<td>.426 ± .003</td>
<td>.625 ± .001</td>
</tr>
<tr>
<td><strong>TADW</strong></td>
<td>.527 ± .003</td>
<td>.696 ± .001</td>
</tr>
<tr>
<td><strong>AANE</strong></td>
<td>.598 ± .007</td>
<td>.732 ± .002</td>
</tr>
<tr>
<td><strong>ASNE</strong></td>
<td>.440 ± .009</td>
<td>.572 ± .003</td>
</tr>
<tr>
<td><strong>BANE</strong></td>
<td>.464 ± .003</td>
<td>.617 ± .001</td>
</tr>
<tr>
<td><strong>TENE</strong></td>
<td>.494 ± .020</td>
<td>.701 ± .003</td>
</tr>
<tr>
<td><strong>AE</strong></td>
<td>.642 ± .006</td>
<td>.743 ± .003</td>
</tr>
<tr>
<td><strong>AE-EGO</strong></td>
<td>.644 ± .009</td>
<td>.732 ± .002</td>
</tr>
<tr>
<td><strong>MUSAE</strong></td>
<td>.658 ± .004</td>
<td>.736 ± .003</td>
</tr>
<tr>
<td><strong>MUSAE-EGO</strong></td>
<td>.653 ± .011</td>
<td>.747 ± .003</td>
</tr>
</tbody>
</table>

### Link prediction

A common downstream task for node embeddings is to predict edges in a graph, or link prediction. Intuitively, whether attribute-level information helps to predict edges seems dataset/attribute dependent and we do not necessarily expect attributed embeddings to outperform those learned by algorithms focused specifically on network structure (e.g. DeepWalk, Node2Vec). We evaluate link
prediction performance similarly to [66], by: (i) randomly removing 50% of edges (maintaining graph connectivity); (ii) learning node embeddings on the attenuated graph; (iii) applying each of four binary operators1 to generate \(d\)-dimensional “edge representations” from pairs of node embeddings for both removed edges (positive samples) and randomly selected nodes (negative samples); and (iv) with an 80% train - 20% test split, training a logistic regression classifier to distinguish positive and negative samples.

Table 3.9: Link prediction results evaluated by average AUC scores on the test set using attributed node embedding techniques and regularized logistic regression. We created a 100 seeded splits (80% training - 20% test). Standard errors of the AUC score are included below. Red denotes the best performing embedding model on a given dataset considering both the neighbourhood based and neighbourhood preserving algorithms. We used 4 different element-wise operators to create edge features.

<table>
<thead>
<tr>
<th>Operator</th>
<th>Method</th>
<th>Facebook</th>
<th>GitHub</th>
<th>Spain</th>
<th>Germany</th>
<th>Chameleons</th>
<th>Crocodiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>DeepWalk</td>
<td>0.526 ± 0.006</td>
<td>0.550 ± 0.004</td>
<td>0.568 ± 0.005</td>
<td>0.575 ± 0.005</td>
<td>0.635 ± 0.007</td>
<td>0.661 ± 0.006</td>
</tr>
<tr>
<td></td>
<td>LINE2</td>
<td>0.517 ± 0.007</td>
<td>0.551 ± 0.006</td>
<td>0.540 ± 0.011</td>
<td>0.544 ± 0.011</td>
<td>0.627 ± 0.004</td>
<td>0.708 ± 0.007</td>
</tr>
<tr>
<td></td>
<td>Node2Vec</td>
<td>0.534 ± 0.005</td>
<td>0.573 ± 0.003</td>
<td>0.575 ± 0.012</td>
<td>0.584 ± 0.006</td>
<td>0.641 ± 0.009</td>
<td>0.669 ± 0.007</td>
</tr>
<tr>
<td></td>
<td>Walklets</td>
<td>0.518 ± 0.008</td>
<td>0.552 ± 0.003</td>
<td>0.541 ± 0.006</td>
<td>0.545 ± 0.004</td>
<td>0.635 ± 0.015</td>
<td>0.716 ± 0.005</td>
</tr>
<tr>
<td>Hadamard</td>
<td>DeepWalk</td>
<td>0.981 ± 0.001</td>
<td>0.799 ± 0.001</td>
<td>0.781 ± 0.002</td>
<td>0.750 ± 0.003</td>
<td>0.974 ± 0.002</td>
<td>0.966 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>LINE2</td>
<td>0.979 ± 0.001</td>
<td>0.899 ± 0.001</td>
<td>0.843 ± 0.003</td>
<td>0.755 ± 0.001</td>
<td>0.939 ± 0.003</td>
<td>0.938 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>Node2Vec</td>
<td>0.982 ± 0.001</td>
<td>0.822 ± 0.001</td>
<td>0.810 ± 0.003</td>
<td>0.780 ± 0.001</td>
<td>0.979 ± 0.001</td>
<td>0.973 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>Walklets</td>
<td>0.984 ± 0.001</td>
<td>0.925 ± 0.001</td>
<td>0.873 ± 0.003</td>
<td>0.819 ± 0.003</td>
<td>0.966 ± 0.003</td>
<td>0.980 ± 0.001</td>
</tr>
<tr>
<td>(l_1)</td>
<td>DeepWalk</td>
<td>0.922 ± 0.001</td>
<td>0.658 ± 0.001</td>
<td>0.723 ± 0.004</td>
<td>0.711 ± 0.002</td>
<td>0.950 ± 0.002</td>
<td>0.806 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>LINE2</td>
<td>0.924 ± 0.001</td>
<td>0.913 ± 0.001</td>
<td>0.882 ± 0.005</td>
<td>0.855 ± 0.001</td>
<td>0.922 ± 0.003</td>
<td>0.930 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>Node2Vec</td>
<td>0.928 ± 0.001</td>
<td>0.725 ± 0.001</td>
<td>0.761 ± 0.004</td>
<td>0.745 ± 0.004</td>
<td>0.953 ± 0.005</td>
<td>0.913 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>Walklets</td>
<td>0.980 ± 0.001</td>
<td>0.932 ± 0.001</td>
<td>0.898 ± 0.002</td>
<td>0.870 ± 0.003</td>
<td>0.961 ± 0.004</td>
<td>0.976 ± 0.001</td>
</tr>
<tr>
<td>(l_2)</td>
<td>DeepWalk</td>
<td>0.922 ± 0.001</td>
<td>0.663 ± 0.001</td>
<td>0.734 ± 0.004</td>
<td>0.717 ± 0.001</td>
<td>0.951 ± 0.002</td>
<td>0.859 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>LINE2</td>
<td>0.924 ± 0.001</td>
<td>0.910 ± 0.001</td>
<td>0.880 ± 0.005</td>
<td>0.855 ± 0.001</td>
<td>0.925 ± 0.003</td>
<td>0.936 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>Node2Vec</td>
<td>0.929 ± 0.002</td>
<td>0.731 ± 0.001</td>
<td>0.768 ± 0.007</td>
<td>0.750 ± 0.004</td>
<td>0.954 ± 0.002</td>
<td>0.920 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>Walklets</td>
<td>0.981 ± 0.001</td>
<td>0.930 ± 0.001</td>
<td>0.897 ± 0.002</td>
<td>0.870 ± 0.002</td>
<td>0.960 ± 0.005</td>
<td>0.978 ± 0.001</td>
</tr>
</tbody>
</table>

Tables 3.10 and 3.9 show the average AUC for each model over 100 seeded splits. The results show: (i) our attributed embeddings perform comparably to other attributed models, with MUSAE-EGO similar to the best performing neighbourhood-preserving algorithm (Walklets) and attributed embeddings (TADW); (ii) our multi-scale embeddings outperform pooled embeddings; and (iii) the encoded network features of EGO embeddings are beneficial.

Overall, no algorithm dominates the link prediction task. Importantly, we see that the additional node level information our attributed embeddings learn does not detract from their link prediction performance, which matches that of algorithms that exclusively learn network structure.

Transfer learning

Neighbourhood based methods such as DeepWalk [147] learn node embeddings, typically with no mechanism to relate the embeddings of distinct graphs. Thus a regression model learned to

---

1As in [66] element-wise: average, product (Hadamard), absolute difference \((l_1)\), squared difference \((l_2)\).
<table>
<thead>
<tr>
<th>Operator</th>
<th>Method</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Facebook</td>
</tr>
<tr>
<td>TADW</td>
<td>±0.004</td>
<td>0.553</td>
</tr>
<tr>
<td>AANE</td>
<td>±0.003</td>
<td>0.539</td>
</tr>
<tr>
<td>ASNE</td>
<td>±0.005</td>
<td>0.506</td>
</tr>
<tr>
<td>BANE</td>
<td>±0.003</td>
<td>0.620</td>
</tr>
<tr>
<td>TENE</td>
<td>±0.004</td>
<td>0.515</td>
</tr>
<tr>
<td>AE</td>
<td>±0.006</td>
<td>0.719</td>
</tr>
<tr>
<td>MUSAE</td>
<td>±0.003</td>
<td>0.011</td>
</tr>
<tr>
<td>AE-EGO</td>
<td>±0.006</td>
<td>0.546</td>
</tr>
<tr>
<td>MUSAE-EGO</td>
<td>±0.005</td>
<td>0.542</td>
</tr>
</tbody>
</table>

**Hadamard**

<table>
<thead>
<tr>
<th>Operator</th>
<th>Method</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>TADW</td>
<td>±0.001</td>
<td>0.915</td>
</tr>
<tr>
<td>AANE</td>
<td>±0.002</td>
<td>0.772</td>
</tr>
<tr>
<td>ASNE</td>
<td>±0.002</td>
<td>0.912</td>
</tr>
<tr>
<td>BANE</td>
<td>±0.003</td>
<td>0.664</td>
</tr>
<tr>
<td>TENE</td>
<td>±0.002</td>
<td>0.735</td>
</tr>
<tr>
<td>AE</td>
<td>±0.002</td>
<td>0.917</td>
</tr>
<tr>
<td>MUSAE</td>
<td>±0.001</td>
<td>0.786</td>
</tr>
<tr>
<td>AE-EGO</td>
<td>±0.001</td>
<td>0.891</td>
</tr>
<tr>
<td>MUSAE-EGO</td>
<td>±0.001</td>
<td>0.911</td>
</tr>
</tbody>
</table>

**$l_1$ Norm**

<table>
<thead>
<tr>
<th>Operator</th>
<th>Method</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>TADW</td>
<td>±0.001</td>
<td>0.909</td>
</tr>
<tr>
<td>AANE</td>
<td>±0.002</td>
<td>0.720</td>
</tr>
<tr>
<td>ASNE</td>
<td>±0.002</td>
<td>0.806</td>
</tr>
<tr>
<td>BANE</td>
<td>±0.003</td>
<td>0.646</td>
</tr>
<tr>
<td>TENE</td>
<td>±0.002</td>
<td>0.942</td>
</tr>
<tr>
<td>AE</td>
<td>±0.001</td>
<td>0.889</td>
</tr>
<tr>
<td>MUSAE</td>
<td>±0.001</td>
<td>0.998</td>
</tr>
<tr>
<td>AE-EGO</td>
<td>±0.001</td>
<td>0.801</td>
</tr>
<tr>
<td>MUSAE-EGO</td>
<td>±0.001</td>
<td>0.911</td>
</tr>
</tbody>
</table>

**$l_2$ Norm**

<table>
<thead>
<tr>
<th>Operator</th>
<th>Method</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>TADW</td>
<td>±0.001</td>
<td>0.913</td>
</tr>
<tr>
<td>AANE</td>
<td>±0.001</td>
<td>0.732</td>
</tr>
<tr>
<td>ASNE</td>
<td>±0.004</td>
<td>0.872</td>
</tr>
<tr>
<td>BANE</td>
<td>±0.002</td>
<td>0.664</td>
</tr>
<tr>
<td>TENE</td>
<td>±0.002</td>
<td>0.884</td>
</tr>
<tr>
<td>AE</td>
<td>±0.001</td>
<td>0.881</td>
</tr>
<tr>
<td>MUSAE</td>
<td>±0.001</td>
<td>0.905</td>
</tr>
<tr>
<td>AE-EGO</td>
<td>±0.001</td>
<td>0.884</td>
</tr>
<tr>
<td>MUSAE-EGO</td>
<td>±0.001</td>
<td>0.907</td>
</tr>
</tbody>
</table>
predict attributes from node embeddings for one graph (as in any of the previous tasks) will not
generally perform well given the node embeddings of another graph. The attributed models
MUSAE and AE, however, learn representations of both nodes and features, in principle enabling
information to be shared between graphs with common features. That is, if node and feature
embeddings and a regression model are learned for a source graph $S$ with feature set $F$, then
node embeddings can be learned for a target graph $T$ (with the same features $F$) that fit with
the feature embeddings learned for $S$ and so also its regression model. This amounts to transfer
learning, or zero-shot attribute prediction on the target graph. The information shared between
graphs allows nodes of $T$ to be embedded into the same latent space as those of $S$. Since other
unsupervised embedding methods do not learn explicit feature embeddings, they do not enable
such transfer learning.

\[ \text{Figure 3.4: Mean micro } F_1 \text{ scores and standard errors calculated from 10 transfer learning runs with}
\text{MUSAE and AE on the Twitch graphs. The blue reference line denotes the test performance on the target}
\text{dataset in a non transfer learning scenario (standard hyperparameter settings and split ratio). The red}
\text{reference line denotes the performance of random guesses.}
\]

The Twitch datasets contain disjoint sets of nodes but a common set of features $F$. To perform
transfer learning, we: (i) learn node and attribute embeddings for a source graph; (ii) train a
regression model to predict a test attribute $f \notin F$; (iii) re-run the embedding algorithm on a target
graph but with feature embedding parameters fixed (as learned in step (i)); and (iv) use the regression
model to predict attribute $f$ for target graph nodes. Figure 3.4 shows micro $F_1$ scores and standard
error (over 10 runs) for the Twitch datasets as target and each other dataset as source graphs. The results confirm that \textit{MUSAE} and \textit{AE} learn feature embeddings that transfer between graphs with common features. Specifically, we see that performance always beats random guessing (red line) and that in some cases compares closely to re-training the feature embeddings and regression on the target graph (blue line).

\textbf{Scalability}

We demonstrate the efficiency of our algorithms with synthetic data, varying the number of nodes and features per node. Figure 8.7 shows the mean runtime for sets of 100 experiments on Erdos-Renyi graphs with the number of nodes as indicated, 8 edges per node and the indicated number of unique features per node uniformly selected from a set of \(2^{11}\). The hyperparameters are in Table 3.3 except we perform a single epoch with asynchronous gradient descent.

![Figure 3.5](image)

\textbf{Figure 3.5:} Training time as a function of average feature count and number of nodes. Dashed lines are linear runtime references.

For both \textit{AE} and \textit{MUSAE}, we see that (i) runtime is linear in the number of nodes and in the average number of features per node; and (ii) increasing the number of cores does not decrease runtime as the number of unique features per vertex approaches the size of the feature set. Observation (i) agrees with our complexity analysis in Section 3.4. In addition, if one interpolates linearly from these results it comes that a network with 1 million nodes, 8 edges per node, 8 unique features per node can be embedded with \textit{MUSAE} on commodity hardware in less than 5 hours. This interpolation assumes that the standard parameter settings and 4 cores were used for optimization.

\textbf{3.6 Discussion and conclusions}

We present attributed node embedding algorithms that learn local feature information on a pooled (\textit{AE}) and multi-scale (\textit{MUSAE}) basis. We augment these models to also explicitly learn local network information (\textit{AE-EGO, MUSAE-EGO}), blending the benefits of attributed and neighbourhood-preserving algorithms. Results on a range of datasets show that distinguishing neighbourhood information at different scales (\textit{MUSAE} models) is typically beneficial for the downstream tasks of node attribute and link prediction; and that the supplementary network information encoded by \textit{EGO} models typically improves performance further, particularly for link prediction. Combining both, \textit{MUSAE-EGO} outperforms other unsupervised attributed algorithms at predicting attributes and matches performance of neighbourhood-preserving embeddings in link prediction.
Furthermore, by learning distinct node and feature embeddings, the AE and MUSAE algorithms enable transfer learning between graphs with common features, as we demonstrate on real datasets.

We derive explicit pointwise mutual information matrices that each of our algorithms implicitly factorise to enable future interpretability and potential analysis of the information encoded (e.g. as possible for Word2Vec [12]) and its use in downstream tasks. We see also that two widely used neighbourhood-preserving algorithms [147, 148] are special cases of our models. All of our algorithms are efficient and scale linearly with the numbers of nodes and features per node.
Chapter 4

Characteristic Functions on Graphs

In this chapter, we propose a flexible notion of characteristic functions defined on graph vertices to describe the distribution of vertex features at multiple scales. We introduce FEATHER, a computationally efficient algorithm to calculate a specific variant of these characteristic functions where the probability weights of the characteristic function are defined as the transition probabilities of random walks. We argue that features extracted by this procedure are useful for node level machine learning tasks. We discuss the pooling of these node representations, resulting in compact descriptors of graphs that can serve as features for graph classification algorithms. We analytically prove that FEATHER describes isomorphic graphs with the same representation and exhibits robustness to data corruption. Using the node feature characteristic functions we define parametric models where evaluation points of the functions are learned parameters of supervised classifiers. Experiments on real world large datasets show that our proposed algorithm creates high quality representations, performs transfer learning efficiently, exhibits robustness to hyperparameter changes and scales linearly with the input size.

4.1 Introduction

Recent works in network mining have focused on characterizing node neighbourhoods. Features of a neighbourhood serve as valuable inputs to downstream machine learning tasks such as node classification, link prediction and community detection [22, 66, 75, 147, 227]. In social networks, the importance of neighbourhood features arises from the property of homophily (correlation of network connections with similarity of attributes), and social neighbours have been shown to influence habits and attributes of individuals [149]. Attributes of a neighbourhood is found to be important in other types of networks as well. Several network mining methods have used aggregate features from several degrees of neighbourhoods for network analysis and embedding [75, 227, 231, 244].

Neighbourhood features can be complex to interpret. Network datasets can incorporate multiple attributes, with varied distributions that influence the characteristics of a node and the network. Attributes such as income, wealth or number of page accesses can have an unbounded domain, with unknown distributions. Simple linear aggregates [75, 227, 231, 244] such as the mean values do not represent this diverse information.

We use characteristic functions [33] as a rigorous but versatile way of utilising diverse neighborhood information. A unique characteristic function always exists irrespective of the nature
of the distribution, and characteristic functions can be meaningfully composed across multiple nodes and even multiple attributes. These features let us represent and compare different neighborhoods in a unified framework.

![Figure 4.1: The real part of class dependent mean characteristic functions with standard deviations around the mean for the log transformed degree on the Wikipedia Crocodiles dataset.](image)

Figure 4.1 shows the distribution of node level characteristic function values on the Wikipedia Crocodiles web graph [165]. In this dataset nodes are webpages which have two types of labels – popular and unpopular. With log transformed degree centrality as the vertex attribute, we conditioned the distributions on the class memberships. We plotted the mean of the distribution at each evaluation point with the standard deviation around the mean. One can easily observe that the value of the characteristic function is discriminative with respect to the class membership of nodes. Our experimental results about node classification in Subsection 4.4 validates this observation about characteristic functions for the Wikipedia dataset and various other social networks.

Present work. We propose complex valued characteristic functions [33] for representation of neighbourhood feature distributions. Characteristic functions are analogues of Fourier Transforms defined for probability distributions. We show that these continuous functions can be evaluated suitably at discrete points to obtain effective characterisation of neighborhoods and describe an approach to learn the appropriate evaluation points for a given task.

The correlation of attributes are known to decrease with the decrease in tie strength, and with increasing distance between nodes [29]. We use a random-walk based tie strength definition, where tie strength at the scale $r$ between a source and target node pair is the probability of an $r$ length random walk from the source node ending at the target. We define the $r$-scale random walk weighted characteristic function as the characteristic function weighted by these tie strengths. We propose FEATHER an algorithm to efficiently evaluate this function for multiple features on a graph.
We theoretically prove that graphs which are isomorphic have the same pooled characteristic function when the mean is used for pooling node characteristic functions. We argue that the FEATHER algorithm can be interpreted as the forward pass of a parametric statistical model (e.g. logistic regression or a feed-forward neural network). Exploiting this we define the \( r \)-scale random walk weighted characteristic function based softmax regression and graph neural network models (respectively named FEATHER-L and FEATHER-N).

We evaluate FEATHER model variants on two machine learning tasks – node and graph classification. Using data from various real world social networks (Facebook, Deezer, Twitch) and web graphs (Wikipedia, GitHub), we compare the performance of FEATHER with graph neural networks, neighbourhood preserving and attributed node embedding techniques. Our experiments illustrate that FEATHER outperforms comparable unsupervised methods by as much as 4.6% on node labeling and 12.0% on graph classification tasks in terms of test AUC score. The proposed procedures show competitive transfer learning capabilities on social networks and the supervised FEATHER variants show a considerable advantage over the unsupervised model, especially when the number of evaluation points is limited. Runtime experiments establish that FEATHER scales linearly with the input size.

**Main contributions.** To summarize, this chapter makes the following contributions:

1. We introduce a generalization of characteristic functions to node neighbourhoods, where the probability weights of the characteristic function are defined by tie strength.

2. We discuss a specific instance of these functions – the \( r \)-scale random walk weighted characteristic function. We propose FEATHER, an algorithm that calculates these characteristic functions efficiently to create Euclidean node embeddings.

3. We demonstrate that this function can be applied simultaneously to multiple features.

4. We show that the \( r \)-scale random walk weighted characteristic function calculated by FEATHER can serve as the building block for an end-to-end differentiable parametric classifier.

5. We experimentally assess the behaviour of FEATHER on real world node and graph classification tasks.

The remainder of this work has the following structure. In Section 4.2 we overview the relevant literature on node embedding techniques, graph kernels and neural networks. We introduce characteristic functions defined on graph vertices in Section 4.3 and discuss using them as building blocks in parametric statistical models. We empirically evaluate FEATHER on various node and graph classification tasks, transfer learning problems, and test its sensitivity to hyperparameter changes in Section 4.4. The chapter concludes with Section 4.5 where we discuss our main findings and point out directions for future work. The newly introduced node classification datasets and a Python reference implementation of FEATHER is available at https://github.com/benedekrozemberczki/FEATHER.
4.2 Related work

Characteristic functions have previously been used in relation to heat diffusion wavelets [41], which defined the functions for uniform ties strengths and restricted features types.

A general overview

Node embedding techniques map nodes of a graph into Euclidean spaces where the similarity of vertices is approximately preserved – each node has a vector representation. Various forms of embeddings have been studied recently, Neighbourhood preserving node embeddings are learned by explicitly [22, 139, 154] or implicitly decomposing [147, 148, 198] a proximity matrix of the graph. Attributed node embedding techniques [116, 227, 231, 234, 244] augment the neighbourhood information with generic node attributes (e.g. the user’s age in a social network) and nodes sharing metadata are closer in the learned embedding space. Structural embeddings [11, 66, 75] create vector representations of nodes which retain the similarity of structural roles and equivalences of nodes. The non-supervised FEATHER algorithm which we propose can be seen as a node embedding technique. We create a mapping of nodes to the Euclidean space, simply by evaluating the characteristic function for metadata based generic, neighbourhood and structural node attributes. With the appropriate tie strength definition we are able to hybridize all three types of information with our embedding.

Whole graph embedding and statistical graph fingerprinting techniques map graphs into Euclidean spaces where graphs with similar structures and subpatterns are located in close proximity – each graph obtains a vector representation. Whole graph embedding procedures [27, 134] achieve this by decomposing graph – structural feature matrices to learn an embedding. Statistical graph fingerprinting techniques [34, 51, 202, 213] extract information from the graph Laplacian eigenvalues, or using the graph scattering transform without learning. Node level FEATHER representations can be pooled by permutation invariant functions to output condensed graph fingerprints which is in principle similar to statistical graph fingerprinting. These statistical fingerprints are related to graph kernels as the pooled characteristic functions can serve as inputs for appropriate kernel functions. This way the similarity of graphs is not compared based on the presence of sparsely appearing common random walks [53], cyclic patterns [78] or subtree patterns [182], but via the kernel defined on pairs of dense pooled graph characteristic function representations.

There is also a parallel between FEATHER and the forward pass of graph neural network layers [71, 92]. During the FEATHER function evaluation using the tie strength weights and vertex features we create multi-scale descriptors of the feature distributions which are parameterized by the evaluation points. This can be seen as the forward pass of a multi-scale graph neural network [5, 93] which is able to describe vertex features at multiple scales. Using this we essentially define end-to-end differentiable parametric statistical models where the modulation of evaluation points (the relaxation of fixed evaluation points) can help with the downstream learning task at hand. Compared to traditional graph neural networks [5, 28, 71, 92, 93, 222], which only calculate the first moments of the node feature distributions, FEATHER models give summaries of node feature distributions with trainable characteristic function evaluation points.
A node representation learning technique must possess certain essential properties with respect to the representation itself, the learning process and the memory requirements and runtime. We created a summative description of node embedding and graph neural network techniques in Table 4.1 with the respective space and time complexities.

### Table 4.1: A summary of existing node embedding techniques (proximity preserving and attributed) and graph neural networks with respect to having (✓) and missing (✗) desired properties. The time an space complexities are reported as a function of vertex and edge counts (|V| and |E|), unique feature count |F|, average node feature count |f| and embedding dimensions d.

<table>
<thead>
<tr>
<th></th>
<th>Generic Features</th>
<th>Multi Scale</th>
<th>Error Bound</th>
<th>Moment Encoding</th>
<th>Supervision Agnostic</th>
<th>Inductive</th>
<th>Space Complexity</th>
<th>Time Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepWalk [147]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>LINE2 [198]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>Node2Vec [66]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>Walklets [148]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>GraRep [22]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>NetMF [154]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>BoostNE [85]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>Diff2Vec [170]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>HOPE [139]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>TADW [227]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>ASNE [116]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>AANE [81]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>BANE [231]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>TENNE [234]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>SINE [244]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>MUSAE [165]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>GCN [92]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>GAT [218]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>GraphSage [71]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>ClusterGCN [28]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>APPNP [93]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>MixHop [5]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>SGConv [222]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>O(</td>
<td>V</td>
</tr>
<tr>
<td>FEATHER (ours)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>O(</td>
<td>V</td>
</tr>
</tbody>
</table>

- **Generic features**: A node embedding algorithm should be able to incorporate information from generic node attributes. For example in a social network information about the users’ age could be encoded in the embedding.

- **Multi scale**: Information from distinct proximities is encoded by separate blocks of features in the representation. The FEATHER variants and other multi-scale methods such as LINE [198], Walklets [148], GraRep [22], MUSAE [165], and MixHop [5] all use the same truncated random walk based multi-scale proximity definition.

- **Error bound**: When a node feature is corrupted the effect of corruption on the learned representation should be bounded. Practically an unbounded change of the node representation should be bounded.
could have detrimental effects on downstream learning. The competing unsupervised node embedding and supervised graph neural networks all fail to achieve this desired property.

- **Moment encoding**: Given a feature distribution in a neighbourhood the learning algorithm should be able to describe the higher order moments of the distribution not just the mean. The fact that FEATHER is able to do this is one of the main contributions in our work.

- **Supervision agnostic**: A node representation learning algorithm is supervision agnostic if it is able to learn features in an unsupervised way (embeddings) without supervision (node level target variable). The basic FEATHER algorithm which we propose is completely unsupervised, while FEATHER-N and FEATHER-L require supervision.

- **Inductive**: The node embedding function is able to map unseen nodes to the embedding space which are not necessarily connected to the nodes seen at the training time. This is an extremely important property in most practical use cases. Besides the supervised and unsupervised FEATHER variants all of the supervised representation learning methods [5, 28, 71, 92, 93, 210, 222] and MUSAE [165] are able to do this as the node embeddings are learned based on the feature context in the neighbourhood.

### 4.3 Characteristic functions on graphs

In this section we introduce the idea of characteristic functions defined on attributed graphs. Specifically, we discuss the idea of describing node feature distributions in a neighbourhood with characteristic functions. We propose a specific instance of these functions, the *r-scale random walk weighted characteristic function* and we describe an algorithm to calculate this function for all nodes in linear time. We prove the robustness of these functions and how they represent isomorphic graphs when node level functions are pooled. Finally, we discuss how characteristic functions can serve as building blocks for parametric statistical models.

#### Node feature distribution characterization

We assume that we have an attributed and undirected graph \( G = (V, E) \). Nodes of \( G \) have a feature described by the random variable \( X \), specifically defined as the feature vector \( x \in \mathbb{R}^{|V|} \), where \( x_v \) is the feature value for node \( v \in V \). We are interested in describing the distribution of this feature in the neighbourhood of \( u \in V \). The characteristic function of \( X \) for source node \( u \) at characteristic function evaluation point \( \theta \in \mathbb{R} \) is the function defined by Equation 4.1 where \( i \) denotes the imaginary unit.

\[
E \left[ e^{i\theta X} | G, u \right] = \sum_{w \in V} P(w|u) \cdot e^{i\theta x_w} \tag{4.1}
\]

In Equation 4.1 the affiliation probability \( P(w|u) \) describes the strength of the relationship between the source node \( u \) and the target node \( w \in V \). We would like to emphasize that the source node \( u \) and the target nodes do not have to be connected directly and that \( \sum_{w \in V} P(w|u) = 1 \) holds \( \forall u \in V \). We use Euler’s identity to obtain the real and imaginary part of the function described...
The real and imaginary parts of the characteristic function are respectively weighted sums of cosine and sine waves where the weight of an individual wave is $P(w|u)$, the evaluation point $\theta$ is equivalent to time, and $x_w$ describes the angular frequency.

The **r-scale random walk weighted characteristic function**

So far we have not specified how the affiliation probability $P(w|u)$ between the source $u$ and target $w$ is parametrized. Now we will introduce a parametrization which uses random walk transition probabilities. The sequence of nodes in a random walk on $G$ is denoted by $\{v_j, v_{j+1}, \ldots, v_{j+r}\}$.

Let us assume that the neighbourhood of $u$ at scale $r$ consists of nodes that can be reached by a random walk in $r$ steps from source node $u$. We are interested in describing the distribution
of the feature in the neighbourhood of \( u \in V \) at scale \( r \) with the real and imaginary parts of the characteristic function – these are respectively defined by Equations 4.4 and 4.5.

\[
\begin{align*}
\text{Re} \left( \mathbb{E} \left[ e^{i\theta X} \mid G, u, r \right] \right) &= \sum_{w \in V} P(v_{j+r} = w \mid v_j = u) \cos(\theta x_w) \quad (4.4) \\
\text{Im} \left( \mathbb{E} \left[ e^{i\theta X} \mid G, u, r \right] \right) &= \sum_{w \in V} P(v_{j+r} = w \mid v_j = u) \sin(\theta x_w) \quad (4.5)
\end{align*}
\]

In Equations 4.4 and 4.5, \( P(v_{j+r} = w \mid v_j = u) = P(w \mid u) \) is the probability of a random walk starting from source node \( u \), hitting the target node \( w \) in the \( r \)th step. The adjacency matrix of \( G \) is denoted by \( A \) and the weighted diagonal degree matrix is \( D \). The normalized adjacency matrix is defined as \( \hat{A} = D^{-1}A \). We can exploit the fact that, for a source-target node pair \((u, w)\) and a scale \( r \), we can express \( P(v_{j+r} = w \mid v_j = u) \) with the \( r \)th power of the normalized adjacency matrix. Using \( \hat{A}_{u,w}^r = P(v_{j+r} = w \mid v_j = u) \), we get Equations 4.6 and 4.7.

\[
\begin{align*}
\text{Re} \left( \mathbb{E} \left[ e^{i\theta X} \mid G, u, r \right] \right) &= \hat{A}^r_{u,w} \cos(\theta x_w) \quad (4.6) \\
\text{Im} \left( \mathbb{E} \left[ e^{i\theta X} \mid G, u, r \right] \right) &= \hat{A}^r_{u,w} \sin(\theta x_w) \quad (4.7)
\end{align*}
\]

Figure 4.2 shows the real and imaginary part of the \( r \)-scale random walk weighted characteristic function of the log transformed degree for a low and high degree node in the Twitch England network [165]. A few important properties of the function are visible: (i) the real part is an even function while the imaginary part is odd, (ii) the range of both parts is in the \([-1,1]\) interval, (iii) nodes with different structural roles have different characteristic functions.

**Calculating the \( r \)-scale random walk weighted characteristic function**

Up to this point we have only discussed the characteristic function at scale \( r \) for a single \( u \in V \). However, we might want to characterize every node with respect to a feature in the graph in an efficient way. Moreover, we do not want to evaluate each node characteristic function on the whole domain. Because of this we will sample \( d \) points from the domain and evaluate the function at these points which are described by the evaluation point vector \( \Theta \in \mathbb{R}^d \). We define the \( r \)-scale random walk weighted characteristic function of the whole graph as the complex matrix valued function denoted as \( \mathcal{CF}(G, X, \Theta, r) \rightarrow \mathbb{C}^{\left|V\right| \times d} \). The real and imaginary parts of this complex matrix valued function are described by the matrix valued functions in Equations 4.8 and 4.9 respectively.

\[
\begin{align*}
\text{Re}(\mathcal{CF}(G, X, \Theta, r)) &= \hat{A}^r \cdot \cos(x \otimes \Theta) \quad (4.8) \\
\text{Im}(\mathcal{CF}(G, X, \Theta, r)) &= \hat{A}^r \cdot \sin(x \otimes \Theta) \quad (4.9)
\end{align*}
\]

These matrices describe the feature distributions around nodes if two rows are similar it, implies that the corresponding nodes have similar distributions of the feature around them at scale \( r \). This representation can be seen as a node embedding, which characterizes the nodes in terms of the
local feature distribution. Calculating the $r$-scale random walk weighted characteristic function for the whole graph has a time complexity of $O(|E| \cdot d \cdot r)$ and memory complexity of $O(|V| \cdot d)$.

Characterizing multiple features for all nodes

Up to this point, we have assumed that the nodes have a single feature, described by the feature vector $x \in \mathbb{R}^{|V|}$. Now we will consider the more general case when we have a set of $k$ node feature vectors. In a social network these vectors might describe the age, income, and other generic real valued properties of the users. This set of vertex features is defined by $\mathcal{X} = \{x^1, \ldots, x^k\}$.

We now consider the design of an efficient sparsity aware algorithm which can calculate the $r$ scale random walk weighted characteristic function for each node and feature. We named this procedure FEATHER, and it is summarized by Algorithm 4. It evaluates the characteristic functions for a graph for each feature $x_i \in \mathcal{X}$ at all scales up to $r$. The connectivity of the graph is described by the normalized adjacency matrix $\tilde{A}$. For each feature vector $x_i^t$, $i \in 1, \ldots, k$ at scale $r$ we have a corresponding characteristic function evaluation vector $\Theta_{i,r} \in \mathbb{R}^d$. For simplicity we assume that we evaluate the characteristic functions at the same number of points.

Let us look at the mechanics of Algorithm 4. First, we initialize the real and imaginary parts of the embeddings denoted by $Z_{Re}$ and $Z_{Im}$ respectively (lines 1 and 2). We iterate over the $k$ different node features (line 3) and the scales up to $r$ (line 4). When we consider the first scale (line 6) we calculate the outer product of the feature being considered and the corresponding evaluation point vector – this results in $H$ (line 7). We elementwise take the sine and cosine of this matrix (lines 8 and 9). For each scale we calculate the real and imaginary parts of the graph characteristic function evaluations ($H_{Re}$ and $H_{Im}$) – we use the normalized adjacency matrix to define the probability weights (lines 10 and 11). We append these matrices to the real and imaginary part of the embeddings (lines 13 and 14). When the characteristic function of each feature is evaluated at every scale we concatenate the real and imaginary part of the embeddings (line 17) and we return this embedding (line 18).

Calculating the outer product (line 7) $H$ takes $O(|V| \cdot d)$ memory and time. The probability weighting (lines 10 and 11) is an operation which requires $O(|V| \cdot d)$ memory and $O(|E| \cdot d)$ time. We do this for each feature at each scale with a separate evaluation point vector. This means that altogether calculating the $r$ scale graph characteristic function for each feature has a time complexity of $O((|E| + |V|) \cdot d \cdot r^2 \cdot k)$ and the memory complexity of storing the embedding is $O(|V| \cdot d \cdot r \cdot k)$.

Theoretical properties

We focus on two theoretical aspects of the $r$-scale random weighted characteristic function which have practical implications: robustness and how it represents isomorphic graphs.

**Remark 4.1.** Let us consider a graph $G$, the feature $X$ and its corrupted variant $X'$ represented by the vectors $x$ and $x'$. The corrupted feature vector only differs from $x$ at a single node $w \in V$ where $x'_w = x_w \pm \varepsilon$ for any $\varepsilon \in \mathbb{R}$. The absolute changes in the real and imaginary parts of the $r$-scale random walk weighted characteristic function for any $u \in V$ and $\theta \in \mathbb{R}$ satisfy that:
Data: \( \hat{A} \) – Normalized adjacency matrix.  
\( \mathcal{X} = \{x^1, \ldots, x^k\} \) – Set of node feature vectors.  
\( \tilde{\Theta} = \{\Theta^{1,1}, \ldots, \Theta^{1,r}, \Theta^{2,1}, \ldots, \Theta^{k,r}\} \) – Set of evaluation point vectors.  
\( r \) – Scale of empirical graph characteristic function.

Result: Node embedding matrix \( Z \).

1. \( Z_{Re} \leftarrow \text{Initialize Real Features()} \)
2. \( Z_{Im} \leftarrow \text{Initialize Imaginary Features()} \)
3. for \( i \) in \( 1 : k \) do
   4. for \( j \) in \( 1 : r \) do
      5. for \( l \) in \( 1 : j \) do
         6. if \( l = 1 \) then
            7. \( H \leftarrow x^i \otimes \Theta^{1,l} \)
            8. \( H_{Re} \leftarrow \cos(H) \)
            9. \( H_{Im} \leftarrow \sin(H) \)
            10. \( H_{Re} \leftarrow \hat{A} H_{Re} \)
            11. \( H_{Im} \leftarrow \hat{A} H_{Im} \)
      end
   end
   12. \( Z_{Re} \leftarrow [Z_{Re} | H_{Re}] \)
   13. \( Z_{Im} \leftarrow [Z_{Im} | H_{Im}] \)
end
14. \( Z \leftarrow [Z_{Im} \ | \ Z_{Re}] \)
15. Output \( Z \).

**Algorithm 4:** Efficient \( r \)-scale random walk weighted characteristic function calculation for multiple node features.

\[
\begin{align*}
\text{Re} \left( E \left[ e^{i\theta X} | G, u, r \right] \right) - \text{Re} \left( E \left[ e^{i\theta X'} | G, u, r \right] \right) & \leq 2 \cdot \hat{A}_{u,w}^r \\
\text{Im} \left( E \left[ e^{i\theta X} | G, u, r \right] \right) - \text{Im} \left( E \left[ e^{i\theta X'} | G, u, r \right] \right) & \leq 2 \cdot \hat{A}_{u,w}^r.
\end{align*}
\]

**Proof.** We know that the absolute difference in the real and imaginary part of the characteristic function is bounded by the maxima of such differences:

\[ |\Delta \text{Re}| \leq \max |\Delta \text{Re}| \quad \text{and} \quad |\Delta \text{Im}| \leq \max |\Delta \text{Im}|. \]

We will prove the bound for the real part, the proof for the imaginary one follows similarly. Let us substitute the difference of the characteristic functions in the right hand side of the bound:

\[ |\Delta \text{Re}| \leq \max \left| \sum_{v \in V} \hat{A}_{u,v}^r \cos(\theta x_v) - \sum_{v \in V} \hat{A}_{u,v}^r \cos(\theta x'_v) \right|. \]

We exploit that \( x_v = x'_v, \forall v \in V \setminus \{w\} \) so we can rewrite the difference of sums because \( \cos(\theta x_v) - \cos(\theta x'_v) = 0, \forall v \in V \setminus \{w\} \).
\[ |\Delta \text{Re}| \leq \max \left| \sum_{v \in V \setminus \{w\}} \left( \hat{A}^r_{u,v} (\cos(\theta x_v) - \cos(\theta x'_v)) \right) + \hat{A}^r_{u,w} (\cos(\theta x_w) - \cos(\theta x'_w)) \right| \]

The maximal absolute difference between two cosine functions is 2 so our proof is complete which means that the effect of corrupted features on the r-scale random walk weighted characteristic function values is bounded by the tie strength regardless the extent of data corruption.

\[ |\Delta \text{Re}| \leq \hat{A}^r_{u,w} \cdot \max \left| \frac{\cos(\theta x_w) - \cos(\theta x'_w)}{2} \right| \]

**Definition 4.2.** The real and imaginary part of the mean pooled r-scale random walk weighted characteristic function are defined as \( \sum_{u \in V} \sum_{w \in V} \hat{A}^r_{u,w} \cos(\theta x_w) / |V| \) and \( \sum_{u \in V} \sum_{w \in V} \hat{A}^r_{u,w} \sin(\theta x_w) / |V| \).

The functions described by Definition 4.2 allow for the characterization and comparison of whole graphs based on structural properties. Moreover, these descriptors can serve as features for graph level machine learning algorithms.

**Remark 4.3.** Given two isomorphic graphs \( G, G' \) and the respective degree vectors \( x, x' \) the mean pooled r-scale random walk weighted degree characteristic functions are the same.

**Proof.** Let us denote the normalized adjacency matrices of \( G \) and \( G' \) as \( \hat{A} \) and \( \hat{A}' \). Because \( G \) and \( G' \) are isomorphic there is a \( P \) permutation matrix for which it holds that \( \hat{A} = \hat{A}' P^{-1} \). Using the same permutation matrix we get that \( x = Px' \). Using Definition 4.2 and the previous two equations it follows that the real and imaginary parts of pooled characteristic functions satisfy that

\[ \sum_{u \in V} \sum_{w \in V} \hat{A}^r_{u,w} \cos(\theta x_w) / |V| = \sum_{u \in V} \sum_{w \in V} (\hat{A}' P^{-1})^r_{u,w} \cos(\theta \cdot (Px)_w) / |V| \]
\[ \sum_{u \in V} \sum_{w \in V} \hat{A}^r_{u,w} \sin(\theta x_w) / |V| = \sum_{u \in V} \sum_{w \in V} (\hat{A}' P^{-1})^r_{u,w} \sin(\theta \cdot (Px)_w) / |V| . \]

**Parametric characteristic functions**

Our discussion postulated that the evaluation points of the r-scale random walk characteristic function are predetermined. However, we can define parametric models where these evaluation points are learned in a semi-supervised fashion to make the evaluation points selected the most discriminative with regards to a downstream classification task. The process which we describe in Algorithm 4 can be interpreted as the forward pass of a graph neural network which uses the normalized adjacency matrix and node features as input. This way the evaluation points and the weights of the classification model could be learned jointly in an end-to-end fashion.
Softmax parametric model

Now we define the classifiers with learned evaluation points, let $Y$ be the $|V| \times C$ one-hot encoded matrix of node labels, where $C$ is the number of node classes. Let us assume that $Z$ was calculated by using Algorithm 4 in a forward pass with a trainable $\tilde{\Theta}$. The classification weights of the softmax characteristic function classifier are defined by the trainable weight matrix $\beta \in \mathbb{R}^{(2k \cdot d \cdot r) \times C}$. The class label distribution matrix of nodes outputted by the softmax characteristic function model is defined by Equation 4.10 where the softmax function is applied row-wise. We reference this supervised softmax model as $FEATHER-L$.

$$\hat{Y} = \text{softmax}(Z \cdot \beta)$$

(4.10)

Neural parametric model

We introduce the forward pass of a neural characteristic function model with a single hidden layer of feed forward neurons. The trainable input weight matrix is $\beta_0 \in \mathbb{R}^{(2k \cdot d \cdot r) \times h}$ and the output weight matrix is $\beta_1 \in \mathbb{R}^{h \times C}$, where $h$ is the number of neurons in the hidden layer. The class label distribution matrix of nodes output by the neural model is defined by Equation 4.11, where $\sigma(\cdot)$ is an activation function applied element-wise (in our experiments it is a ReLU). We refer to neural models with this architecture as $FEATHER-N$.

$$\hat{Y} = \text{softmax}(\sigma(Z \cdot \beta_0) \cdot \beta_1)$$

(4.11)

Optimizing the parametric models

The log-loss of the $FEATHER-N$ and $FEATHER-L$ models being minimized is defined by Equation 4.12 where $U \subseteq V$ is the set of labeled training nodes.

$$\mathcal{L} = - \sum_{u \in U} \sum_{c=1}^{C} Y_{u,c} \cdot \log(\hat{Y}_{u,c})$$

(4.12)

This loss is minimized with a variant of gradient descent to find the optimal values of $\beta$ (respectively $\beta_0$ and $\beta_1$) and $\tilde{\Theta}$. The softmax model has $O(k \cdot r \cdot d \cdot C)$ while the neural model has $O(k \cdot r \cdot d \cdot h + C \cdot h)$ free trainable parameters, As a comparison, generating the representations upstream with $FEATHER$ and learning a logistic regression has $O(k \cdot r \cdot d \cdot C)$ trainable parameters.

4.4 Experimental evaluation

In this section, we overview the datasets used to quantify representation quality. We demonstrate how node and graph features distilled with $FEATHER$ can be used to solve node and graph classification tasks. Furthermore, we highlight the transfer learning capabilities, scalability and robustness of our method.
Datasets

We briefly discuss the real world datasets and their descriptive statistics which we use to evaluate the node and graph features extracted with our proposed methods.

Table 4.2: Statistics of social networks used for the evaluation of node classification algorithms, sensitivity analysis, and transfer learning.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Nodes</th>
<th>Density</th>
<th>Clustering Coefficient</th>
<th>Diameter</th>
<th>Unique Features</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wiki Croco</td>
<td>11,631</td>
<td>0.003</td>
<td>0.026</td>
<td>11</td>
<td>13,183</td>
<td>2</td>
</tr>
<tr>
<td>FB Page-Page</td>
<td>22,470</td>
<td>0.001</td>
<td>0.232</td>
<td>15</td>
<td>4,714</td>
<td>4</td>
</tr>
<tr>
<td>LastFM ASIA</td>
<td>7,624</td>
<td>0.001</td>
<td>0.179</td>
<td>15</td>
<td>7,842</td>
<td>18</td>
</tr>
<tr>
<td>Deezer EUR</td>
<td>28,281</td>
<td>0.002</td>
<td>0.096</td>
<td>21</td>
<td>31,240</td>
<td>2</td>
</tr>
<tr>
<td>Twitch DE</td>
<td>9,498</td>
<td>0.003</td>
<td>0.047</td>
<td>7</td>
<td>3,169</td>
<td>2</td>
</tr>
<tr>
<td>Twitch EN</td>
<td>7,126</td>
<td>0.002</td>
<td>0.042</td>
<td>10</td>
<td>3,169</td>
<td>2</td>
</tr>
<tr>
<td>Twitch ES</td>
<td>4,648</td>
<td>0.006</td>
<td>0.084</td>
<td>9</td>
<td>3,169</td>
<td>2</td>
</tr>
<tr>
<td>Twitch PT</td>
<td>1,912</td>
<td>0.017</td>
<td>0.131</td>
<td>7</td>
<td>3,169</td>
<td>2</td>
</tr>
<tr>
<td>Twitch RU</td>
<td>4,385</td>
<td>0.004</td>
<td>0.049</td>
<td>9</td>
<td>3,169</td>
<td>2</td>
</tr>
<tr>
<td>Twitch TW</td>
<td>2,772</td>
<td>0.017</td>
<td>0.120</td>
<td>7</td>
<td>3,169</td>
<td>2</td>
</tr>
</tbody>
</table>

Node level datasets.

We used various publicly available, and self-collected social network and webgraph datasets to evaluate the quality of node features extracted with FEATHER. The descriptive statistics of these datasets are summarized in Table 7.1. These graphs are heterogeneous with respect to size, density, and number of features, and they allow for binary and multi-class node classification.

- **Wikipedia Crocodiles** [168]: A webgraph of Wikipedia articles about crocodiles where each node is a page and edges are mutual links between edges. Attributes represent nouns appearing in the articles and the binary classification task on the dataset is deciding whether a page is popular or not.

- **Twitch Social Networks** [165]: Social networks of gamers from the streaming service Twitch. Features describe the history of games played and the task is to predict whether a gamer streams adult content. The country specific graphs share the same node features which means that we can perform transfer learning with these datasets.

- **Facebook Page-Page** [165]: A webgraph of verified Facebook pages which liked each other. Features were extracted from page descriptions and the classification target is the page category.

- **LastFM Asia**: The LastFM Asia graph is a social network of users from Asian (e.g. Philippines, Malaysia, Singapore) countries which we collected. Nodes represent users of the music streaming service LastFM and links among them are friendships. We collected these datasets in March 2020 via the use of the API. The classification task related to these two datasets is to predict the home country of a user given the social network and artists liked by the user.
• **Deezer Europe**: A social network of European Deezer users which we collected from the public API in March 2020. Nodes represent users and links are mutual follower relationships among users. The related classification task is the prediction of gender using the friendship graph and the artists liked.

**Graph level datasets.**

We utilized a range of publicly available non-attributed, social graph datasets to assess the quality of graph level features distilled via our procedure. Summary statistics, enlisted in Table 7.2, demonstrate that these datasets have a large number of small graphs with varying size, density and diameter.

- **Reddit Threads [168]**: A collection of Reddit thread and non-thread based discussion graphs. The related task is to correctly classify graphs according the thread – non-thread categorization.

- **Twitch Egos [168]**: The ego-networks of Twitch users who participated in the partnership program. The classification task entails the identification of gamers who only play with a single game.

- **GitHub Repos [168]**: Social networks of developers who starred machine learning and web design repositories. The target is the type of the repository itself.

- **Deezer Egos [168]**: A small collection of ego-networks for European Deezer users. The related task involves the prediction of the ego node’s gender.

**Table 4.3: Statistics of graph datasets used for the evaluation of graph classification algorithms.**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Graphs</th>
<th>Nodes</th>
<th>Density</th>
<th>Diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit Threads</td>
<td>203,088</td>
<td>11</td>
<td>97</td>
<td>0.021</td>
</tr>
<tr>
<td>Twitch Egos</td>
<td>127,094</td>
<td>14</td>
<td>52</td>
<td>0.038</td>
</tr>
<tr>
<td>GitHub Repos</td>
<td>12,725</td>
<td>10</td>
<td>957</td>
<td>0.003</td>
</tr>
<tr>
<td>Deezer Egos</td>
<td>9,629</td>
<td>11</td>
<td>363</td>
<td>0.015</td>
</tr>
</tbody>
</table>

**Node classification**

The node classification performance of *FEATHER* variants is compared to neighbourhood based, structural and attributed node embedding techniques. We also studied the performance in contrast to various competitive graph neural network architectures.

**Experimental settings**

We report mean micro averaged test AUC scores with standard errors calculated from 10 seeded splits with a 20%/80% train-test split ratio in Table 7.5.

The unsupervised neighbourhood based [22, 147, 148, 154, 170, 198], structural [11] and attributed node [116, 165, 227, 231, 234, 244] embeddings were created by the *Karate Club* [168]...
software package and used the default hyperparameter settings of the 1.0 release. This ensure that the number of free parameters used to represent the nodes by the upstream unsupervised models is the same. We used the publicly available official Python implementation of Node2Vec [66] with the default settings and the In-Out and Return hyperparameters were fine tuned with 5-fold cross validation within the training set. The downstream classifier was a logistic regression which used the default hyperparameter settings of Scikit-Learn [145] with the SAGA optimizer [37].

Table 4.4: Mean micro-averaged AUC values on the test set with standard errors on the node level datasets calculated from 10 seed train-test splits. Black bold numbers denote the best performing unsupervised model, while blue ones denote the best supervised one.

<table>
<thead>
<tr>
<th>Model</th>
<th>Wikipedia</th>
<th>Facebook</th>
<th>LastFM</th>
<th>Deezer</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepWalk [147]</td>
<td>.820 ± .001</td>
<td>.880 ± .001</td>
<td>.918 ± .001</td>
<td>.520 ± .001</td>
</tr>
<tr>
<td>LINE [198]</td>
<td>.856 ± .001</td>
<td>.956 ± .001</td>
<td>.949 ± .001</td>
<td>.543 ± .001</td>
</tr>
<tr>
<td>Walklets [148]</td>
<td>.872 ± .001</td>
<td>.975 ± .001</td>
<td><strong>.950 ± .001</strong></td>
<td>.547 ± .001</td>
</tr>
<tr>
<td>HOPE [139]</td>
<td>.855 ± .001</td>
<td>.903 ± .002</td>
<td>.922 ± .001</td>
<td>.539 ± .001</td>
</tr>
<tr>
<td>NetMF [154]</td>
<td>.859 ± .001</td>
<td>.946 ± .001</td>
<td>.943 ± .001</td>
<td>.538 ± .001</td>
</tr>
<tr>
<td>Node2Vec [66]</td>
<td>.850 ± .001</td>
<td>.974 ± .001</td>
<td>.944 ± .001</td>
<td>.556 ± .001</td>
</tr>
<tr>
<td>Diff2Vec [170]</td>
<td>.812 ± .001</td>
<td>.867 ± .001</td>
<td>.907 ± .001</td>
<td>.521 ± .001</td>
</tr>
<tr>
<td>GraRep [22]</td>
<td>.871 ± .001</td>
<td>.951 ± .001</td>
<td>.926 ± .001</td>
<td>.547 ± .001</td>
</tr>
<tr>
<td>Role2Vec [11]</td>
<td>.801 ± .001</td>
<td>.911 ± .001</td>
<td>.924 ± .001</td>
<td>.534 ± .001</td>
</tr>
<tr>
<td>GEMSEC [166]</td>
<td>.858 ± .001</td>
<td>.933 ± .001</td>
<td><strong>.951 ± .001</strong></td>
<td>.544 ± .001</td>
</tr>
<tr>
<td>ASNE [116]</td>
<td>.853 ± .001</td>
<td>.933 ± .001</td>
<td>.910 ± .001</td>
<td>.528 ± .001</td>
</tr>
<tr>
<td>BANE [231]</td>
<td>.534 ± .001</td>
<td>.866 ± .001</td>
<td>.610 ± .001</td>
<td>.521 ± .001</td>
</tr>
<tr>
<td>TENE [234]</td>
<td>.893 ± .001</td>
<td>.874 ± .001</td>
<td>.855 ± .002</td>
<td>.639 ± .002</td>
</tr>
<tr>
<td>TADW [227]</td>
<td>.901 ± .001</td>
<td>.849 ± .001</td>
<td>.851 ± .001</td>
<td>.644 ± .001</td>
</tr>
<tr>
<td>SINE [244]</td>
<td>.895 ± .001</td>
<td>.975 ± .001</td>
<td>.944 ± .001</td>
<td>.618 ± .001</td>
</tr>
<tr>
<td>GCN [92]</td>
<td>.924 ± .001</td>
<td><strong>.984 ± .001</strong></td>
<td>.962 ± .001</td>
<td>.632 ± .001</td>
</tr>
<tr>
<td>GAT [210]</td>
<td>.917 ± .002</td>
<td><strong>.984 ± .001</strong></td>
<td>.956 ± .001</td>
<td>.611 ± .002</td>
</tr>
<tr>
<td>GraphSAGE [71]</td>
<td>.916 ± .001</td>
<td><strong>.984 ± .001</strong></td>
<td>.955 ± .001</td>
<td>.618 ± .001</td>
</tr>
<tr>
<td>APPNP [93]</td>
<td>.900 ± .001</td>
<td><strong>.986 ± .001</strong></td>
<td><strong>.968 ± .001</strong></td>
<td>.667 ± .001</td>
</tr>
<tr>
<td>MixHop [5]</td>
<td>.928 ± .001</td>
<td>.976 ± .001</td>
<td>.956 ± .001</td>
<td><strong>.682 ± .001</strong></td>
</tr>
<tr>
<td>SGConv [222]</td>
<td>.889 ± .001</td>
<td>.966 ± .001</td>
<td>.957 ± .001</td>
<td>.647 ± .001</td>
</tr>
<tr>
<td>FEATHER</td>
<td><strong>.943 ± .001</strong></td>
<td>.981 ± .001</td>
<td><strong>.954 ± .001</strong></td>
<td>.651 ± .001</td>
</tr>
<tr>
<td>FEATHER-L</td>
<td><strong>.944 ± .002</strong></td>
<td><strong>.984 ± .001</strong></td>
<td>.960 ± .001</td>
<td>.656 ± .001</td>
</tr>
<tr>
<td>FEATHER-N</td>
<td><strong>.947 ± .001</strong></td>
<td><strong>.987 ± .001</strong></td>
<td><strong>.970 ± .001</strong></td>
<td><strong>.673 ± .001</strong></td>
</tr>
</tbody>
</table>

Supervised baselines were implemented with the PyTorch Geometric framework [47] and as a pre-processing step, the dimensionality of vertex features was reduced to be 128 by the Scikit-Learn implementation of Truncated SVD [70]. Each supervised model considers neighbours from 2 hop neighbourhoods except APPNP [93] which used a teleport probability of 0.2 and 10 personalized PageRank approximation iterations. Models were trained with the Adam optimizer [91] with a learning rate of 0.01 for 200 epochs. The input layers of the models had 32 filters and between the
final and input layer we used a 0.5 dropout rate [185] during training time. The ClusterGCN [28] models decomposed the graph with the METIS [88] algorithm before training – the number of clusters equaled the number of classes.

The FEATHER model variants used a combination of neighbourhood based, structural and generic vertex attributes as input besides the graph itself. Specifically we used:

- **Neighbourhood features**: We used Truncated SVD to extract 32 dimensional node features from the normalized adjacency matrix.

- **Structural features**: The log transformed degree and the clustering coefficient are used as structural vertex features.

- **Generic node features**: We reduced the dimensionality of generic vertex features with Truncated SVD to be 32 dimensional for each network.

The unsupervised FEATHER model used 16 evaluation points per feature, which were initialized uniformly in the \([0, 5]\) domain, and a scale of \(r = 2\). We used a logistic regression downstream classifier. The characteristic function evaluation points of the supervised FEATHER-L and FEATHER-N models were initialized similarly. Models were trained by the Adam optimizer with a learning rate of 0.001, for 50 epochs and the neural model had 32 neurons in the hidden layer.

**Node classification performance**

Our results in Table 7.5 demonstrate that the unsupervised FEATHER algorithm outperforms the proximity preserving, structural and attributed node embedding techniques. This predictive performance advantage varies between 0.4% and 4.6% in terms of micro averaged test AUC score. On the Wikipedia, Facebook and LastFM datasets, the performance difference is significant at an \(\alpha = 1\%\) significance level. On these three datasets the best supervised FEATHER variant marginally outperforms graph neural networks between 0.1% and 2.1% in terms of test AUC. However, this improvement of classification is only significant on the Wikipedia dataset at \(\alpha = 1\%\).

**Graph classification**

The graph classification performance of unsupervised and supervised FEATHER models is compared to that of implicit matrix factorization, spectral fingerprinting and graph neural network models.

**Experimental settings**

We report average test AUC values with standard errors on binary classification tasks calculated from 10 seeded splits with a 20%/80% train-test split ratio in Table 7.4.

The unsupervised implicit matrix factorization [27, 134] and spectral fingerprinting [34, 51, 202, 213] representations were produced by the Karate Club framework with the standard hyperparameter settings of the 1.0 release. The downstream graph classifier was a logistic
regression model implemented in Scikit-Learn, with the standard hyperparameters and the SAGA [37] optimizer.

Supervised models used the one-hot encoded degree, clustering coefficient and eccentricity as node features. Each method was trained by minimizing log-loss with the Adam optimizer [91] using a learning rate of 0.01 for 10 epochs with a batch size of 32. We used two consecutive graph convolutional [92] layers with 32 and 16 filters and ReLu activations. In the case of mean and maximum pooling the output of the second convolutional layer was pooled and fed to a fully connected layer. We do the same with Sort Pooling [247] by keeping 5 nodes and flattening the output of the pooling layer to create graph representations. In the case of Top-K pooling [52] and SAG Pooling [102] we pool the nodes after each convolutional layer with a pooling ratio of 0.5 and output graph representations with a final max pooling layer. The output of advanced pooling layers [52, 102, 247] was fed to a fully connected layer. The output of the final layers was transformed by the softmax function.

We used the unsupervised FEATHER model to create graph descriptors. We pooled the node features extracted for each characteristic function evaluation point with a permutation invariant aggregation function such as the mean, maximum and minimum. Node level representations only used the log transformed degree as a feature. We set $r = 5$, $d = 25$, and initialized the characteristic function evaluation points in the $[0, 5]$ interval uniformly. Using these descriptors we utilized logistic regression as a classifier with the settings used with other unsupervised methods.

Graph classification performance

Our results demonstrate that our proposed pooled characteristic function based classification method outperforms both supervised and unsupervised graph classification methods on the Reddit Threads, Twitch Egos and Github Repos datasets. The performance advantage of FEATHER varies between 1.1% and 12.0% in terms of AUC, which is a significant performance gain on all three of these datasets at an $\alpha = 1\%$ significance level. On the Deezer Egos dataset the disadvantage of our method is not significant, but specific supervised and unsupervised procedures have a somewhat better predictive performance in terms of test AUC. We also have evidence that the mean pooling of the node level characteristic functions provides superior performance on most datasets considered.

Sensitivity analysis

We investigated how the representation quality changes when the most important hyperparameters of the $r$-scale random walk weighted characteristic function are manipulated. Precisely, we looked at the scale of the $r$-scale random walk weighted characteristic function and the number of evaluation points.

We use the Facebook Page-Page dataset, with the standard (20% /80%) split and input the log transformed degree as a vertex feature. Figure 4.3 plots the average test AUC against the manipulated hyperparameter calculated from 10 seeded splits. The models were trained with the hyperparameter settings discussed in Subsection 4.4. We chose a scale of 5 when the number of
## Table 4.5: Mean AUC values with standard errors on the graph datasets calculated from 10 seed train-test splits. Bold numbers denote the model with the best performance.

<table>
<thead>
<tr>
<th>Model</th>
<th>Reddit Threads</th>
<th>Twitch Egos</th>
<th>GitHub Repos</th>
<th>Deezer Egos</th>
</tr>
</thead>
<tbody>
<tr>
<td>GL2Vec [27]</td>
<td>.754 ± .001</td>
<td>.670 ± .001</td>
<td>.532 ± .002</td>
<td>.500 ± .001</td>
</tr>
<tr>
<td>Graph2Vec [134]</td>
<td>.808 ± .001</td>
<td>.698 ± .001</td>
<td>.563 ± .002</td>
<td>.510 ± .001</td>
</tr>
<tr>
<td>SF [34]</td>
<td>.819 ± .001</td>
<td>.642 ± .001</td>
<td>.535 ± .001</td>
<td>.503 ± .001</td>
</tr>
<tr>
<td>NetLSD [202]</td>
<td>.817 ± .001</td>
<td>.630 ± .001</td>
<td>.614 ± .002</td>
<td>.525 ± .001</td>
</tr>
<tr>
<td>FGSD [213]</td>
<td>.822 ± .001</td>
<td>.699 ± .001</td>
<td>.650 ± .002</td>
<td>.528 ± .001</td>
</tr>
<tr>
<td>Geo-Scatter [51]</td>
<td>.800 ± .001</td>
<td>.695 ± .001</td>
<td>.532 ± .001</td>
<td>.524 ± .001</td>
</tr>
<tr>
<td>Mean Pool</td>
<td>.801 ± .002</td>
<td>.708 ± .001</td>
<td>.599 ± .003</td>
<td>.503 ± .001</td>
</tr>
<tr>
<td>Max Pool</td>
<td>.805 ± .001</td>
<td>.713 ± .001</td>
<td>.612 ± .013</td>
<td>.515 ± .001</td>
</tr>
<tr>
<td>Sort Pool [247]</td>
<td>.807 ± .001</td>
<td>.712 ± .001</td>
<td>.614 ± .010</td>
<td>.528 ± .001</td>
</tr>
<tr>
<td>Top K Pool [52]</td>
<td>.807 ± .001</td>
<td>.706 ± .002</td>
<td>.634 ± .001</td>
<td>.520 ± .003</td>
</tr>
<tr>
<td>SAG Pool [102]</td>
<td>.804 ± .001</td>
<td>.705 ± .002</td>
<td>.620 ± .001</td>
<td>.518 ± .003</td>
</tr>
<tr>
<td>FEATHER MIN</td>
<td>.834 ± .001</td>
<td>.719 ± .001</td>
<td>.694 ± .001</td>
<td>.518 ± .001</td>
</tr>
<tr>
<td>FEATHER MAX</td>
<td>.831 ± .001</td>
<td>.718 ± .001</td>
<td>.689 ± .001</td>
<td>.521 ± .002</td>
</tr>
<tr>
<td>FEATHER AVE</td>
<td>.823 ± .001</td>
<td>.719 ± .001</td>
<td>.728 ± .002</td>
<td>.526 ± .001</td>
</tr>
</tbody>
</table>

evaluation points was modulated and used 25 evaluation points when the scale was manipulated. The evaluation points were initialized uniformly in the [0, 5] domain.

### Figure 4.3: Mean AUC values on the Facebook page-page test set (10 seeded splits) achieved by FEATHER model variants as a function of random walk scale and characteristic function evaluation point count.

**Scale of the characteristic function**

First, we observe that including information from higher order neighbourhoods is valuable for the classification task. Second, the marginal performance increase is decreasing with the increase of the scale. Finally, when we only consider the first hop of neighbours we observe little performance difference between the unsupervised and supervised model variants. When higher order neighbourhoods are considered the supervised models have a considerable advantage.
Number of evaluation points

Increasing the number of characteristic function evaluation points increases the performance on the downstream predictive task. Supervised models are more efficient when the number of characteristic function evaluation points was low. The neural model is efficient in terms of the evaluation points needed for a good predictive performance. It is evident that the marginal predictive performance gains of the supervised models are decreasing with the number of evaluation points.

Transfer learning

Using the Twitch datasets, we demonstrate that the \( r \)-scale random walk weighted characteristic function features are robust and can be easily utilized in a transfer learning setup. We support evidence that the supervised parametric models also work in such scenarios. Figure 4.4 shows the transfer learning results for German, Spanish and Portuguese users, where the predictive performance is measured by average AUC values based on 10 experiments.

Each model was trained with nodes of a fully labeled source graph and evaluated on the nodes of the target graph. This transfer learning experiment requires that graphs share the target variable (abusing the Twitch platform), and that the characteristic function is calculated for the same set of node features. All models utilized the log transformed degree centrality of nodes as a shared and cheap-to-calculate structural feature. We used a scale of \( r = 5 \) and \( d = 25 \) characteristic function evaluation points for each FEATHER model variant. Models were fitted with the hyperparameter settings described in Subsection 4.4.

![Figure 4.4: Transfer learning performance of FEATHER variants on the Twitch Germany, Spain and Portugal datasets as target graphs. The transfer performance was evaluated by mean AUC values calculated from 10 seeded experimental repetitions.](image)

Firstly, our results presented on Figure 4.4 support that even the characteristic function of a single structural feature is sufficient for transfer learning as we are able to outperform the random guessing of labels in most transfer scenarios. Secondly, we see that the neural model has a predictive performance advantage over the unsupervised FEATHER and the shallow FEATHER-L model. Specifically, for the Portuguese users this advantage varies between 2.1 and 3.3% in terms of average AUC value. Finally, transfer from the English users seems to be poor to the other datasets. Which implies that the abuse of the platform is associated with different structural features in that case.
Runtime performances

We evaluated the runtime needed for calculating the proposed $r$-scale random walk weighted characteristic function. Using a synthetic Erdős-Rényi graph with $2^{12}$ nodes and $2^4$ edges per node, we measured the runtime of Algorithm 4 for various values of the size of the graph, number of features and characteristic function evaluation points. Figure 4.5 shows the mean logarithm of the runtimes against the manipulated input parameter based on 10 experimental repetitions.

![Figure 4.5: Average runtime of FEATHER as a function of node and edge count, number of features and characteristic function evaluation points. The mean runtimes were calculated from 10 repetitions using synthetic Erdős Rényi graphs.](image)

Our results support the theoretical runtime complexities discussed in Subsection 4.3. Practically it means that doubling the number of nodes, edges, features or characteristic function evaluation points doubles the expected runtime of the algorithm. Increasing the scale of random walks (considering more hops) increases the runtime. However, for small values of $r$ the quadratic increase in runtime is not evident.

4.5 Conclusions and future directions

We presented a general notion of characteristic functions defined on attributed graphs. We discussed a specific instance of these – the $r$-scale random walk weighted characteristic function. We proposed FEATHER an efficient algorithm to calculate this characteristic function efficiently on large attributed graphs in linear time to create Euclidean vector space representations of nodes. We proved that FEATHER is robust to data corruption and that isomorphic graphs have the same vector space representations. We have shown that FEATHER can be interpreted as the
forward pass of a neural network and can be used as a differentiable building block for parametric classifiers.

We demonstrated on various real world node and graph classification datasets that FEATHER variants are competitive with comparable embedding and graph neural network models. Our transfer learning results support that FEATHER models are able to efficiently and robustly transfer knowledge from one graph to another one. The sensitivity analysis of characteristic function based models and node classification results highlight that supervised FEATHER models have an edge compared to unsupervised representation creation with characteristic functions. Furthermore, runtime experiments presented show that our proposed algorithm scales linearly with the input size such as number of nodes, edges and features in practice.

As a future direction we would like to point out that the forward pass of the FEATHER algorithm could be incorporated in temporal, multiplex and heterogeneous graph neural network models to serve as a multi-scale vertex feature extraction block. Moreover, one could define a characteristic function based node feature pooling where the node feature aggregation is a learned permutation invariant function. Finally, our evaluation of the proposed algorithms was limited to social networks and web graphs – testing it on biological networks and other types of datasets could be an important further direction.
In this work we propose *Pathfinder Discovery Networks* (PDNs), a method for jointly learning a message passing graph over a multiplex network with a downstream semi-supervised model. PDNs inductively learn an aggregated weight for each edge, optimized to produce the best outcome for the downstream learning task. PDNs are a generalization of attention mechanisms on graphs which allow flexible construction of similarity functions between nodes. They also support edge convolutions and cheap multiscale mixing layers. We show that PDNs overcome weaknesses of existing methods for graph attention (e.g. Graph Attention Networks), such as the diminishing weight problem.

Our experimental results demonstrate competitive predictive performance on academic node classification tasks. Additional results from a challenging suite of node classification experiments show how PDNs can learn a wider class of functions than existing baselines. We analyze the relative computational complexity of PDNs, and show that PDN runtime is not considerably higher than static-graph models. Finally, we discuss how PDNs can be used to construct an easily interpretable attention mechanism that allows users to understand information propagation in the graph.

### 5.1 Introduction

Recently, there has been a surge of interest in applying neural networks to graph data. The last few years have seen the development of a wide variety of approaches, ranging from graph embedding [66, 147, 152, 170], to graph convolutional networks [71, 92], to message passing neural networks [58]. Though powerful, many of these approaches have a serious limitation: they assume that the underlying graph is static, provided as an immutable input parameter where edges between node-pairs have only a single weight. However, in many real world applications, there is rarely one ‘correct’ graph – instead, the best task performance comes from combining many different types of relationships [69]. For example, in a video classification task, the best graph to use might consider several different types of similarity between videos (e.g. both image similarity and audio similarity). In practice, we believe that it is a mistake to separate graph construction from the learning task at hand; rather, the optimal graph must come from deep consideration of the problem being solved.
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Figure 5.1: Pathfinder discovery networks take multiple sets of weighted edges and learn a graph specifically suited to a downstream predictive task. In Subfigure 5.1a we have three types of edges and a two types of nodes. The pathfinder discovery network would perform node classification and output a learned pathfinder graph where inter-class edges are forgotten – see Subfigure 5.1b.

Some methods have attempted to relax these limitations. For example, Graph Attention Networks (GATs) [210], attempt to re-weight each edge in the graph. However, GAT models are prone to overfitting, and due to their over-parameterization have difficulties being trained on large real world datasets. Further, they suffer from a diminishing weight problem, which drives learned edge weights towards zero as the degree of a node increases. Finally (and perhaps most importantly) GAT-style attention constrains edge reweighting to be a single aggregation of the node features, which prevents GATs from learning complex difference operators between edges in varying neighborhood structures.

A separate body of work has proposed specific models for heterogeneous data [237, 248]. However these models are often highly specific to specific kinds of data inputs (e.g. a model might support video and relational data, but not geospatial data), and are therefore difficult to integrate with new advances in modeling. More to the point, though heterogeneous approaches do incorporate a wide variety of data types, they still treat graph construction as a fundamentally isolated problem from graph learning. As a result, heterogeneous approaches will struggle for the same reasons mentioned above.

In this work, we answer the question: “How can we learn to construct the optimal graph for solving any given learning problem?”. For inspiration, we look back to pathfinder networks [178], a graph construction measure from the psychology literature. In a pathfinder network, multiple kinds of proximity judgements (e.g. relatedness scores from humans) are considered simultaneously in order to determine edges between node-pairs. A discrete algorithm finds the graph which best preserves some property (e.g. shortest paths) of the input proximities. While traditional pathfinder networks are useful for tasks such as aggregating subjective information, they are unfortunately unsuitable for use in most graph learning tasks. More recently, Halcrow et. al [69] describe a similar problem of graph construction from multiple proximities which occurs in a wide variety of industrial applications. Their solution, Grale, uses a model to precompute a fused similarity network for graph learning (one edge at a time). While this system has many advantages (scalability, allows use of different kinds of relationships, etc) and has been used in a wide variety of applications at Google, it is not able to learn a graph jointly with a downstream task. Here, we go one step further, and present Pathfinder Discovery Networks, a framework for learning a network over a set of entities with diverse similarity scores jointly with a graph neural network task.
Our main contribution is the design and validation of the pathfinder layer - a differentiable neural network layer which is able to combine multiple sources of proximity information defined over a set of nodes to form a single weighted graph. The pathfinder layer uses a feed forward neural network to learn the edge weights while the sparsity of the underlying weighted multiplex graph is unchanged (see Figure 5.1). This layer feeds directly into a downstream GNN model that is set up to learn arbitrary tasks – in this chapter, semi-supervised classification. Gradients from the supervised classification task propagate down to the edge weights, allowing PDNs to create a graph that is optimized for the classification task at hand. Our model learns this graph in an inductive manner, allowing transfer of learned graph aggregation from one graph to another.

We demonstrate the flexibility of our framework by showing that a number models can be seen as special cases of our general framework. First, we show how edge convolutional models can be formulated with our modeling framework. Second, we establish that one can define models that perform cheap multi-scale mixing with the pathfinder layer.

Our empirical analysis focuses on node classification tasks, feature importance measurements, and runtime comparisons. We use synthetic experiments to demonstrate a class of learnable tasks where PDNs significantly outperform current state-of-the-art methods thanks to the unique ability to learn arbitrary functions over multiple proximity inputs. We then switch to real world node classification problems, and demonstrate that PDN has a 0.8%-3.5% predictive performance advantage over the most competitive existing graph neural network models in terms of accuracy. We analyze the runtime of PDNs and demonstrate that the pathfinder layer increases the training runtime by a constant multiplier. Finally, we describe how the weights of the pathfinder layer can be seen as attention over the input graphs and edge features, and add interpretability to the underlying information propagation. The key contributions of our work are as follows:

1. We propose a flexible framework to learn a single graph for message passing from multiple graphs jointly with any graph convolution layer.
2. We showcase how this framework can be used to define edge convolution neural network models where the message passing graph is learned from node features.
3. We define models with cheap multi-scale mixing where the adjacency matrix of the message passing graph is a linear combination of adjacency matrix powers.
4. We empirically demonstrate that our models have competitive results on a range of node classification tasks, have decent runtimes on small-scale graphs, and have explainable weights in case of the simple models.

The source code of Pathfinder Discovery Networks is available at https://github.com/benedekrozemberczki/PDN.

5.2 Preliminaries

We begin by summarizing the notation used in our work and reviewing the related concepts of multiplexity, simplified spectral graph convolutions, and graph attention. We frame our model as a general building block that can be applied to a wide variety of graph neural network designs.
Notation

We assume that we have a set of vertices $V$, and $D$ graphs defined on these vertices described by $G_1, \ldots, G_D$ with respective edge sets $E_1, \ldots, E_D$. These graphs can be represented as $|V| \times |V|$ adjacency matrices which are respectively denoted by $A_1, \ldots, A_D$. We assume that nodes have generic vertex features. For the whole set $V$, these features are described by a feature matrix $X \in \mathbb{R}^{|V| \times F}$, where $F$ is the number of features. In addition, for each node we have a target that we want to predict. For the whole set $V$, the targets are defined as a $|V| \times C$ binary matrix, where $C$ is the number of node classes. Our goal is to predict the target class matrix using the graphs and the node features.

Multiplex graphs and learning

This problem setup can be framed as node classification with a weighted multiplex graph [128] which has no inter-layer edges (Figure 5.1a). Unlike heterogeneous graphs, multiplex graphs operate on a single node type. Current approaches to learning from multiplex graphs only generalize neighbourhood based embeddings to accommodate a multiplex setting [127, 245]. In these approaches, a separate node embedding is learned for each graph (or each layer in the multiplex graph); these embeddings are concatenated to form the node representations. These approaches have two limitations. First, the node embeddings are transductive so the models do not generalize from one graph to another. Second, these approaches are expensive, as node level embeddings must be calculated for each graph separately.

Graph convolutions

The traditional setting of spectral graph convolutional networks [92] has a single graph $G$ and a corresponding adjacency matrix $A$. In the forward pass of the spectral model the degree normalized adjacency matrix $D^{-1/2}AD^{-1/2}$ is used to propagate the hidden node representations. These hidden representations are obtained by multiplying the feature matrix $X$ by a trainable $F \times d$ weight matrix $W$. Finally, the aggregated representations are transformed by $\sigma(\cdot)$ an elementwise non-linearity just as in Equation equation 5.1 which describes the whole forward pass.

$$Z = \sigma(D^{-1/2}AD^{-1/2}XW)$$

As defined, the spectral graph convolutional model cannot accommodate the presence of multiple graphs – one either has to come up with a pre-defined edge weight aggregation function or use only one of the graphs from $G_1, \ldots, G_D$ as the message passing graph. PDNs are directly motivated by this fundamental weakness. We note that a range of graph neural network architectures use the spectral graph convolution as a building block [26]. We believe that overcoming the single graph limitation could therefore lead to significant improvements in all other related models.

Graph attention networks

Graph attention networks [210] learn the edge weights used for message passing using the features of nodes at the edge endpoints. Node features are transformed by a learnable parameter matrix and concatenated together for each edge. The node-pair representations are multiplied by an attention vector, and the weight of each edge is decided by a softmax unit defined over the
neighbors of the source node. Although the GAT model can learn multiple edge weights with multiple attention heads, this is not a straightforward comparison to learning multiplex graphs. In [210], each attention head is trained on the same node features, which precludes incorporating unique features from multiple sources. Furthermore, GAT cannot fully leverage the power of multiple attention heads, because the final edge weight is a simple average over the individual heads (and not a learned function). The GAT model is therefore unable to learn an expressive range of functions over multiple edge sets, which severely limits its applicability to multiplex graph problems.

Pathfinder discovery networks as a building block

The pathfinder learning module introduced in our work is sufficiently general to serve the message passing matrix for a wide range of general graph neural network models defined on multiplex graphs. A pathfinder learning module can output a graph defined over a set of nodes with a single edge weight for each edge; as a result, the pathfinder learning module is easily applied to any neural models that use the graph directly (including Spectral Graph Convolutions [92], Graph Sampling and Aggregation [71, 239], Multi-Scale Graph Convolutions [3, 5], Clustered Graph Convolutions [28], Personalized Propagation of Neural Predictions [18, 93] and Simplified Graph Convolutions [222]). We further note that pathfinder learning modules can be used as a building block for learning tasks beyond node prediction. For example, using the pathfinder module, an appropriate graph convolutional layer, and graph level pooling such as Sort Pooling or Diff Pooling [240, 247], one can easily define models which characterize or classify whole graphs.

5.3 Message passing on learned graphs

Our model jointly learns a single graph from a set of similarity graphs, and a graph neural network which uses the adjacency matrix of this learned graph as a propagation matrix. The adjacency matrices describing the input graphs themselves can be learned or pre-computed. An exemplar graph could be a set of k-nearest neighbor graphs of pairwise similarities calculated from multimodal datapoints, with separate graphs for images, sound, and text. Another potential example could be the use of normalized adjacency matrix powers as measures of pairwise similarity between nodes. In general, we can include as much information as possible with the expectation that the PDN will find the optimal graph structure based on consideration of all feature correlations.

Pathfinder learning layers

Here we detail the design of Pathfinder Learning Layers – neural network architectures for combining different kinds of proximity data together. We begin with the consideration of a simple model for combining proximity information, and extend it to support modeling complex relationships over multiplex data.

Definition 5.1. Pathfinder Neuron. A pathfinder neuron (Fig 5.2a) takes weighted adjacency matrices $\tilde{A}_1, \ldots, \tilde{A}_D$ as input and combines them into a single $|V| \times |V|$ learned graph $\tilde{G}$ as
its output. It uses trainable weights to learn the relative importance of each kind of similarity information, as follows:

$$
\tilde{G} = \sigma \left( \sum_{i=1}^{D} \beta_i \cdot \tilde{A}_i \right).
$$

(5.2)

The elementwise function \(\sigma(\cdot)\) is a non-linearity and \(\beta_i\) is a trainable weight specific to the \(i^{th}\) input adjacency matrix (see Figure 5.2a). We assume that there is no bias term present, which implies: (i) calculating \(\tilde{G}\) can be done entirely with sparse linear algebra operations; (ii) the output graph from one pathfinder neuron can be used as an input to other pathfinder neurons. Further, we note that multiple pathfinder neurons can take in the same inputs and learn different weights, akin to the GAT multi-attention-head.

**Definition 5.2. Pathfinder Layer.** A pathfinder layer uses multiple pathfinder neurons as building blocks for a more complex neural model. The \(l^{th}\) pathfinder layer with \(q\) neurons using \(p\) input graphs can be written by:

$$
\tilde{G}_{l+1,1}; \ldots; \tilde{G}_{l+1,q} = f^l \left( \tilde{G}_{l,1}; \ldots; \tilde{G}_{l,p} \right).
$$

(5.3)

Each \(\tilde{G}\) is output by a single pathfinder neuron. The number of parameters in the neuron depends on the number of pathfinder graphs in the previous layer.

**Definition 5.3. Pathfinder Graph.** The final output of a pathfinder neuron, or a series of pathfinder layers in a pathfinder discovery network is the *pathfinder graph*, denoted by \(\hat{G}\).

The pathfinder graph can be used for message passing in an arbitrary downstream graph convolutional model (see Figure 5.2b). If the edge sets of input graphs sufficiently overlap and the original graphs are sparse, we expect \(\hat{G}\) to be sparse.

**Pathfinder discovery networks**

The pathfinder graph described above can be used as an input for an arbitrary downstream graph neural network. As a motivating example, consider the spectral graph convolutional network defined by Equation 5.1. We can augment this equation by replacing \(A\) with the final pathfinder graph:

$$
Z = \hat{\sigma} \left( D^{-1/2}_G \hat{G} D^{-1/2}_G X W \right).
$$

(5.4)

**Definition 5.4. Pathfinder Discovery Networks.** This general combined design of a message passing model and pathfinder layers (or neurons) is a *Pathfinder Discovery Network*. An instance where the pathfinder network has a single hidden layer is depicted in Figure 5.2b.

While we focus on specific applications in this work, we note that PDNs can be used with most graph neural network models and objectives (both supervised and unsupervised).
5.4 Advantages of PDNs

As noted by [69] and others [36, 223], the performance of graph learning systems can vary greatly based on the quality of the network used. In this section we compare methods based on the popular graph attention network (GAT) model with PDNs. While GAT is not explicitly motivated by the problem of graph construction, we note that in the current literature the GAT approach can be viewed as attempting to learn a graph jointly with a deep learning task. However, GAT and related attention models have the following critical weaknesses that make them ill-suited for graph building:

1. GAT models learn a single aggregation over a single source of features, which significantly constrains the expressivity of the graph it can learn.

2. The GAT framework is heavily dependent on multiple attention heads for regularization. Unfortunately, the increase in parameters results in overfitting, which raises issues when training on real world datasets [181, 216].

PDNs can mitigate these weaknesses.

Expressivity

PDNs are designed from the ground up to handle an arbitrary number of modalities, each defined as a similarity measure over the vertices. The pathfinder network is able to combine these similarity measures in arbitrary ways.

Exclusive OR

As a motivating example, consider an XOR operation. In a multiplex graph setting, an XOR can describe a case where the presence of two edges together has a different semantic meaning than the presence of either edge separately.

Proposition. PDNs can learn XOR operations over different layers of a multiplex graph.
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Table 5.1: The PDN model is able to learn complex relationships over multiplex edges. Here we show how an XOR relationship can be learned over two networks \( (A'_{u,v} \text{ and } A''_{u,v}) \).

<table>
<thead>
<tr>
<th>Edge State PDN activations</th>
<th>( A'_{u,v} )</th>
<th>( A''_{u,v} )</th>
<th>( h_1 )</th>
<th>( h_2 )</th>
<th>( \alpha_{u,v} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Proof. Let us consider a node classification problem with two component binary valued edge weight vectors \( (A'_{u,v}, A''_{u,v}) \) on each edge. Further, consider a PDN composed of a hidden layer with 2 neurons, described by these equations:

\[
\begin{align*}
    h_1 &= \text{ReLU}(A'_{u,v} + A''_{u,v}) \\
    h_2 &= \text{ReLU}(A'_{u,v} + A''_{u,v} - 1) \\
    \alpha_{u,v} &= h_1 - 2 \cdot h_2
\end{align*}
\]

As shown in Table 5.1, this network reproduces the exclusive-or function. We also include the hidden states \( (h_1, h_2) \) and predicted edge weights \( (\alpha_{u,v}) \) obtained with this pathfinder layer.

In practice without feature engineering GCN and GAT models can only utilize one of the edge features or the edge existence as an edge weight. Such weights on their own cannot separate different edge types.

Different edge weight semantics

Similar analysis can be done when considering the case where a node has two edge types where one edge denotes similarity and one denotes distance. A PDN can correctly learn to invert the distance edge, producing a single similarity measure that incorporates the full range of provided information. Because GAT uses a softmax aggregation, it cannot learn inversions; the best it can do is ignore the distance edge. The standard GCN treats all edges as either similarity or distance, and so will end up misinterpreting the information being provided by one of the two edge types.

Resilience to skewed degree distributions

Many GNN implementations suffer when faced with nodes that have very large degrees. As shown by [120] the limiting behaviour of \( \alpha_{u,v} \) in the graph attention (GAT) model [210] forces edges weights to 0 as the neighbourhood size of \( u \) increases:

\[
\lim_{{|N(u)| \to \infty}} \alpha_{u,v} = \lim_{{|N(u)| \to \infty}} \frac{\exp(f_{\theta}(H_{u,v}; H_{v,v}))}{\sum_{w \in N(u)} \exp(f_{\theta}(H_{u,v}; H_{w,v}))} = 0. \tag{5.5}
\]

This over-smoothing limits the effectiveness of GAT and similar models on real world graphs, where node degrees often follow a power law distribution [120]. By comparison, PDNs can score edge weights independently, and therefore do not incorrectly penalize high degree nodes.

Proposition. PDNs can be constructed such that high degree nodes do not drive edge weights to 0.
Proof. Let us consider an edge \((u, v)\) of the undirected graph \(G\) used for message passing. Let us denote the message passing weight of this edge as \(\alpha_{u,v}\). Moreover, let us assume that the edge has a two dimensional feature vector \((A'_{u,v}, A''_{u,v})\). Let us further define the behaviour of \(\alpha_{u,v}\) in a PDN which has no hidden layer and has a linear activation function:

\[
\lim_{|N(u)| \to \infty} \alpha_{u,v} = \beta_1 \cdot A'_{u,v} + \beta_2 \cdot A''_{u,v}.
\] (5.6)

In Equation 5.6 the \(\beta\) values are trainable parameters of the PDN. We see that the limiting behaviour of the PDN edge weight does not depend on the neighbourhood size. ■

High degree nodes in the GAT and GCN model will have a large number of edge weights close to zero. This results in poor quality neighbourhood representations which are not discriminative on the downstream task.

**Edge-weight calculation time complexity**

GAT implementations are heavily regularized through averaging of multiple attention heads; experimental results in [210] use 8 unique attention heads over all of the node features. This can result in significant overfitting for cases where there are few features, or extremely large matrix calculations for large feature spaces.

This has an impact on the runtime necessary to calculate each edge, both during training and during inference. Naive implementations of the GCN and GAT models which do not use a cache can calculate the weight \(\alpha_{u,v}\) in \(O(|N(v)|)\) time. By contrast the same edge weight can be calculated in \(O(1)\) time with a shallow PDN which has a linear activation function.

**5.5 Variations on the basic model**

In order to understand the core motivations behind PDNs, we have thus far limited our discussion to high level, general characteristics. In this section, we drill down to specific variations on the basic model to demonstrate the flexibility and expressive power of the proposed framework.

**A model with learned similarities**

We have mentioned in passing that one can design a PDN where the weights in the adjacency matrices describing the similarity graphs are themselves parametrized by neural networks. We have thus far assumed that the weights described by the adjacency matrices \(\tilde{A}_1, \ldots, \tilde{A}_D\) are coming from pre-calculated similarities. Instead, let us assume that for each binary \(\tilde{A}_1, \ldots, \tilde{A}_D\) we have a feature matrix \(X_1, \ldots, X_D\). We can then define a graph convolutional model where the edge weights of an input graph are learned by node features. Let \(H_i\) be the node hidden representation matrix,

\[
H_i = \sigma(X_i \cdot W'_i + b_i).
\] (5.7)

Here \(X_i\) is the \(i^{th}\) generic node feature matrix, the function \(\sigma(\cdot)\) is an elementwise non-linearity, and \(W'_i\) and \(b_i\) are the feature matrix specific trainable weight matrix and bias vector. Using the
endpoint representations we define \( \hat{G}_i \) as a learned input adjacency matrix for a graph learning neuron:

\[
\hat{G}_i = A_i \odot \hat{\sigma}(H_i \cdot H_i^T). \tag{5.8}
\]

We use the elementwise non linearity \( \hat{\sigma}(\cdot) \) to transform the raw edge weights which are conditioned on the original adjacency matrix by a Hadamard product. Exploiting the similarity of the individual adjacency matrices the calculation of 5.8 happens in \( O(|E|) \).

\[
\begin{align*}
X_1 & \xrightarrow{\sigma(\cdot)} H_1 \xrightarrow{\sigma(\cdot)} G_1 = A_1 \odot \hat{\sigma}(H_1 H_1^T) \\
A_1 & \quad \vdots \quad \vdots \\
A_D & \xrightarrow{\sigma(\cdot)} H_D = A_D \odot \hat{\sigma}(H_D H_D^T) \\
\end{align*}
\]

\[ \hat{G}_D = \hat{\sigma} \left( D \sum_{i=1}^{D} \beta_i \hat{G}_i \right) \tag{5.9} \]

\textbf{Figure 5.3:} The pathfinder neuron design with learned similarity scores. From each node feature matrix conditioned by the corresponding adjacency matrix we learn a similarity graph. In the pathfinder neuron we learn to combine these together as a single learned graph denoted by \( \hat{G} \). This output graph can serve as the input for an arbitrary downstream graph convolutional layer.

A pathfinder neuron receives multiple learned graphs as input, combines those and outputs a final graph. This idea is summarized by Figure 5.3 where we have \( D \) different feature matrices and from each of them we learn a separate graph that we use as input for the pathfinder neuron, which in turn outputs \( \hat{G} \). This final aggregation is defined by Equation 5.9 in which \( \beta_i \) is a learned parameter that acts as a weight for the learned graphs and \( \hat{\sigma}(\cdot) \) is a non-linearity.

\[ \hat{G} = \hat{\sigma} \left( D \sum_{i=1}^{D} \beta_i \hat{G}_i \right) \tag{5.9} \]

\textbf{A model with cheap multi-scale mixing}

Multi-scale graph neural network models obtain information about the neighbourhoods of nodes at multiple hops \([5, 148, 165, 171]\) and learn features for each hop. Most graph neural networks \([28, 71, 92, 93, 224]\) which are not multi-scale (with the exception being AttentionWalk \([4]\) and DCRNN \([115]\)) pool features from neighbourhoods at different scales without considering what is the optimal mixing of information. In the following we will define a corner case of our model which allows for supervised and explainable pooling of multi-scale information with trainable weights.
**Data:** \( \bar{A} \) - Normalized adjacency matrix 
\( X \) - Feature matrix 
\( D \) - Order of adjacency matrix powers 
\( d \) - Number of filters

**Result:** \( Z \) – Hidden state matrix

1. \( Z \leftarrow \text{Initialize representations}(d) \).
2. \( Z_0 \leftarrow XW \)
3. for \( i \in \{1, \ldots, D\} \) do
4. \( Z_i \leftarrow \bar{A}Z_{i-1} \)
5. \( Z \leftarrow Z + P_i \cdot Z_i \)
6. end

**Algorithm 5:** Efficient sparsity aware forward pass multi-scale mixing with a softmax learned graph and a linear graph convolutional activation function.

Let \( \bar{A} \) be the normalized adjacency matrix of the weighted undirected graph \( G \). We assume that the similarity graphs of interest are described by powers of this normalized adjacency matrix for a given \( D \) number of hops – \( \bar{A}_i = \bar{A}^i \), \( \forall i = 1, \ldots, D \). The learned graph used for the forward pass is defined as:

\[
\hat{G} = \sum_{i=1}^{D} P_i \cdot \bar{A}_i
\]

(5.10)

where \( P_i \) is the weight of a given adjacency matrix power, and is parametrized with a softmax as \( \exp(\alpha_i) / \left( \sum_{i=1}^{D} \exp(\alpha_i) \right) \). As the direct calculation of the adjacency matrix powers is prohibitive, we instead use an efficient forward pass algorithm to calculate the hidden state matrices described by Algorithm 5. The core idea is to exploit the sparsity of the adjacency matrix in each iteration by using the normalized adjacency to average node representations, and weighting the representations with learned \( P_i \) scores.

### 5.6 Experimental evaluation

Above, we theoretically motivated the development of PDNs by discussing the importance of jointly learning graphs and GNNs for specific tasks and evaluating the expressivity of the pathfinder learning module. In the following, we empirically validate our analysis by demonstrating that PDNs have a significant advantage on a class of graph learning tasks, while maintaining competitive predictive performance on other baselines. We also describe how weights in a pathfinder neuron can be interpreted as attention, and we analyze model runtime to discuss the scalability of our models.

**Synthetic node classification experiment**

PDNs are a natural fit for dealing with noisy node and edge features, because they can learn complex correlations across many different combined modalities of data while removing unimportant
information. To highlight this key advantage, we investigate node classification performance on synthetically generated datasets that are specifically designed with imperfect feature information.

Experimental settings

The default setting for synthetic graph generation are as follows: we generate graphs with $C = 3$ label classes and $n = 500$ nodes per class; we set edge probabilities to $P = 0.01$ and $Q = 0.005$; we set feature dimensions to $F = 32$ and $D = 32$; and we set feature correlations to $\sigma_F = 5.0$ and $\sigma_D = 2.0$ standard deviations. We modulate these hyperparameters in the experimental scenarios described in Table 5.2, where each scenario modifies a single parameter from the defaults described above. For each scenario, we used 80%/20% train-test splits, and report the average of 10 synthetic graph generation%model training cycles.

For our synthetic experiments, we use GCN, GAT, and DeepWalk as baselines, with the hyperparameter settings described in [5]. To this set, we add the following baselines and corresponding hyperparameters:

- **AAPNP** [18, 93]: The feedforward component of the model has 32 filters and we did 10 personalized pagerank approximation iterations with a teleport probability of 0.2.

- **SGCONV** [222]: We used information from the $2^{nd}$ order proximity of the normalized adjacency matrix with 32 dimensional filters.

- **ClusterGCN** [28]: We used the settings of the Spectral GCN model on the graph pre-clustered by the METIS community detection algorithm [88].

By comparison, we construct a PDN with a single hidden layer containing 16 pathfinder neurons and a ReLU activation function [132] in the hidden layer, followed by a softmax activation function in the output layer of the pathfinder module. On top of the pathfinder module, we add a standard 2-hop spectral GCN [92] with a hidden layer dimension size of 32. All models, including PDNs, were trained using Adam [91] with a learning rate of $10^{-2}$, over 200 training epochs. Where relevant, we used a dropout value of 0.5 and an $l_2$ weight regularization coefficient of $10^{-3}$. All models were implemented using the PyTorch Geometric framework [47].

**Table 5.2:** Synthetic node classification scenarios with the range of the manipulated hyperparameters and specific implications of the modulation in the scenario.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Parameter</th>
<th>Implication of increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$C \in [2, 6]$</td>
<td>Less clear classes</td>
</tr>
<tr>
<td>2</td>
<td>$n \in [2^4, 2^{10}]$</td>
<td>More instances for generalization</td>
</tr>
<tr>
<td>3</td>
<td>$P \in [2^{-10}, 2^{-4}]$</td>
<td>Stronger class cohesion</td>
</tr>
<tr>
<td>4</td>
<td>$Q \in [2^{-10}, 2^{-4}]$</td>
<td>More inter-class edges</td>
</tr>
<tr>
<td>5</td>
<td>$F \in [2^2, 2^6]$</td>
<td>More node features</td>
</tr>
<tr>
<td>6</td>
<td>$D \in [2^2, 2^6]$</td>
<td>More edge features</td>
</tr>
<tr>
<td>7</td>
<td>$\sigma_F \in [2^{-1}, 2^5]$</td>
<td>Lower node feature quality</td>
</tr>
<tr>
<td>8</td>
<td>$\sigma_D \in [2^{-1}, 2^5]$</td>
<td>Easier separation of edge type</td>
</tr>
</tbody>
</table>
Synthetic data generation procedure

Each synthetic graph has $C$ node label classes and $n$ nodes in the graph belonging to a given class. These two hyperparameters decide the overall number of nodes in the synthetically generated graph, $C \times n$. We generate features as follows:

1. **Generation of correlated node features.** For each node we generate $d_N$ continuous node features which are standard normally distributed with a pre-defined correlation structure. The eigenvalues of the node feature correlation matrix are distributed proportional to a standard half-normal distribution. This ensures that the eigenvalues of the generated correlation matrix are positive.

2. **Generation of node labels.** The node feature matrix $X$ is multiplied by a normally distributed $F$ dimensional weight vector $w$ which results in a continuous node target feature $y$. We add zero mean normally distributed noise to this target vector with standard deviation $\sigma_F$ which results in the noisy target vector $\tilde{y}$. We quantile bin the continuous target vector to get a label vector for the node classification task with $C$ distinct classes.

3. **Edge addition.** We define two edge types in our graph: intra-class edges (those edges between nodes that share a class); and inter-class edges (the opposite). An edge exists between two intra-class nodes with probability $P$, while an edge exists between two inter-class nodes with probability $Q$.

4. **Generation of edge features.** For each edge we generate $D$ continuous edge features which are normally distributed and uncorrelated. Inter-class edge features have a standard deviation of $\sigma_D$ while intra-class edge features are distributed according to the standard normal distribution. This allows us to tune how much information can be propagated from the edges themselves.

Findings and discussion

The mean accuracy scores for each scenario are shown in Figure 5.4. PDN materially outperforms the baselines for a wide range of synthetic graphs. The results of Scenario 1 demonstrate that PDN is able to distinguish between less clearly defined classes, while competing graph neural networks struggle to maintain competitive performance. We highlight data efficiency in Scenario 2 – given a fixed number of instances, PDN generalizes better to unseen data where $n \geq 2^6$. In Scenario 3, we observe that stronger class-cohesion results in better classification performance for all models, and that PDN displays superior marginal predictive performance gain. As one can see ClusterGCN uses a pre-processing step which is purely topological and this filters out inter-class edges. Increasing the number of inter-class edges in Scenario 4 initially decreases the predictive performance of the baselines; by comparison, PDN is able to learn to ignore the noise propagating inter-class edges. Scenario 5 shows that all supervised models gain when more vertex features are available, and again PDN displays superior marginal performance gain. On the contrary, we see that the PDN overfits when a large number of edge features is available based on Scenario 6. Though all models are sensitive to node features, Scenario 7 shows that PDNs are significantly
more resilient to node feature corruption. Finally, in Scenario 8, higher quality edge features only help PDN.

We briefly want to focus on the results in Scenario 4, as we believe this demonstrates the XOR functionality of the PDN. The GCN baseline models learn from the expected value of neighboring hidden states. In high homophily graphs (i.e. the low Q region), neighboring states will correlate with node features resulting in high performance. The same holds for low homophily graphs (i.e. the high Q region), except the weights are inverted – in other words, the baseline GCN models will learn to simply invert neighboring node states. In the middle, the baseline models cannot learn a single aggregation that correctly handles the differing edge information. By contrast, PDNs are expressive enough to learn to differentiate the edge weights, allowing it to maintain high performance throughout.

Implicit learning of inter- and intra-class edges

We perform a visual embedding analysis in Figure 5.5, where we examine the 2 dimensional t-SNE embeddings [207, 208] of hidden layer edge representations for the PDN and GAT models. The representations extracted from the PDN show distinct separation for the inter and intra-class edges, which implies that the model has learned to meaningfully distinguish these two modalities of information. By contrast, the GAT representations are not separated by the type of the edge. This further demonstrates the high expressivity of PDNs.
Figure 5.5: The t-SNE embedding of PDN and GAT hidden layer edge representations on the synthetic dataset with the standard data generation settings. The PDN model is able to separate inter-class and inter-class edges better.

Node classification performance

Excitingly, PDNs are quite capable in the multiplex graph settings. That said, we want to ensure PDNs maintain high performance in traditional single graph settings. Further, we believe that joint training of the pathfinder and classifier will lead to lift even on well established problems. We therefore evaluate the node classification performance of our proposed model variants on widely used citation graphs [118, 133] and social networks [165, 171]. The descriptive statistics of these datasets are in Table 5.3.

Table 5.3: Descriptive statistics of the attributed citations graphs and social networks used for node classification performance evaluation and comparison in our work.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Nodes</th>
<th>Clustering Coefficient</th>
<th>Density</th>
<th>Unique Features</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cora</td>
<td>2,708</td>
<td>0.094</td>
<td>0.002</td>
<td>1,432</td>
<td>7</td>
</tr>
<tr>
<td>Citeseer</td>
<td>3,327</td>
<td>0.130</td>
<td>0.001</td>
<td>3.703</td>
<td>6</td>
</tr>
<tr>
<td>Pubmed</td>
<td>19,717</td>
<td>0.054</td>
<td>0.001</td>
<td>500</td>
<td>3</td>
</tr>
<tr>
<td>Facebook Page-Page</td>
<td>22,470</td>
<td>0.232</td>
<td>0.001</td>
<td>4,714</td>
<td>4</td>
</tr>
<tr>
<td>Deezer Europe</td>
<td>28,281</td>
<td>0.096</td>
<td>0.001</td>
<td>31,240</td>
<td>2</td>
</tr>
</tbody>
</table>

Experimental settings

Because PDNs are general, we included a wide variety of unsupervised and supervised baselines to best understand relative performance. We evaluated proximity preserving node embedding techniques [66, 139, 147, 154, 166, 170, 198], including multi-scale methods [22, 148]. We also included a range of attributed node embedding methods [227, 234] and attributed methods that incorporate node attribute information from multiple hops [231]. Each of the upstream node embeddings was trained with the default hyperparameter settings of the Karate Club package
[168] – 128 dimensional node embeddings which have a comparable number of free parameters. The downstream model was an $l_1$ regularized multinomial logistic regression (softmax) classifier pulled from scikit-learn [145].

TABLE 5.4: Tie strength scoring functions for edge $(u, v) \in E$ used as edge features of the Pathfinder Discovery Networks.

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adamic-Adar</td>
<td>$\sum_{w \in N(u) \cap N(v)} \frac{\log</td>
</tr>
<tr>
<td>Association Strength</td>
<td>$</td>
</tr>
<tr>
<td>Common Neighbors</td>
<td>$\frac{</td>
</tr>
<tr>
<td>Cosine</td>
<td>$\frac{</td>
</tr>
<tr>
<td>Degree Product</td>
<td>$</td>
</tr>
<tr>
<td>Jaccard</td>
<td>$\frac{</td>
</tr>
<tr>
<td>Max Overlap</td>
<td>$\frac{\max(</td>
</tr>
<tr>
<td>Min Overlap</td>
<td>$\frac{\min(</td>
</tr>
<tr>
<td>N-Measure</td>
<td>$\frac{\sqrt{</td>
</tr>
<tr>
<td>Pearson Correlation</td>
<td>$\frac{1}{\sqrt{</td>
</tr>
<tr>
<td>Resource Allocation</td>
<td>$\sum_{w \in N(u) \cap N(v)} \frac{1}{</td>
</tr>
</tbody>
</table>

For supervised baselines, we used GNN hyperparameter settings, training setup, and citation graph results from [5], specifically the performance of the two layer feedforward neural network, Chebyshev GCN [38], Spectral GCN [92] and GAT [210]. For comparison, we examine three PDNs: the basic Pathfinder Discovery Network, the PDN EdgeConv method described in 5.5, and the PDN Multi-Scale method described in 5.5. The default PDN has a single hidden layer with 16 pathfinder neurons and uses the neighbourhood similarity metrics [6, 43, 137, 249] described in Table 5.4 as input features. In addition, our edge convolutional model uses information from the 1st and 2nd hop, while the cheap multi-scale model uses information up to the 2nd order proximity. We use the hyperparameters and optimizer settings from the synthetic experiments. All models were trained on a 100-shot learning experiment where we calculated the average node classification accuracy on the test set based on 10 seeded train-test splits.

Findings and discussion

We report the standard deviation of the mean accuracy estimates in Table 5.5. Our results demonstrate that PDNs outperform unsupervised methods by between 2.5 and 16.5% in terms of accuracy. Against all approaches, including supervised approaches, PDN variants are the most competitive models on the Cora, Pubmed, Facebook, and Deezer benchmarks, with a relative accuracy advantage between 0.8 and 3.5%. PDNs fall behind only the standard GCN model on the Citeseer benchmark.
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### Table 5.5: Average node classification test accuracy results of 100-shot learning runs calculated from 10 experimental runs (standard deviations around the mean below the accuracy) on citation graph datasets and social networks. Bold red numbers denote the best performing model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Citeseer</th>
<th>Cora</th>
<th>Pubmed</th>
<th>Facebook Pages</th>
<th>Deezer</th>
<th>Europe</th>
</tr>
</thead>
<tbody>
<tr>
<td>LINE2 [198]</td>
<td>0.470</td>
<td>0.686</td>
<td>0.675</td>
<td>0.762</td>
<td>0.503</td>
<td></td>
</tr>
<tr>
<td>DeepWalk [147]</td>
<td>0.523</td>
<td>0.762</td>
<td>0.704</td>
<td>0.531</td>
<td>0.510</td>
<td></td>
</tr>
<tr>
<td>Walklets [148]</td>
<td>0.513</td>
<td>0.735</td>
<td>0.675</td>
<td>0.819</td>
<td>0.511</td>
<td>0.508</td>
</tr>
<tr>
<td>GraRep [22]</td>
<td>0.421</td>
<td>0.634</td>
<td>0.653</td>
<td>0.705</td>
<td>0.507</td>
<td></td>
</tr>
<tr>
<td>HOPE [139]</td>
<td>0.397</td>
<td>0.717</td>
<td>0.561</td>
<td>0.593</td>
<td>0.508</td>
<td></td>
</tr>
<tr>
<td>NetMF [154]</td>
<td>0.446</td>
<td>0.707</td>
<td>0.710</td>
<td>0.756</td>
<td>0.512</td>
<td></td>
</tr>
<tr>
<td>ASNE [81]</td>
<td>0.691</td>
<td>0.760</td>
<td>0.801</td>
<td>0.652</td>
<td>0.621</td>
<td></td>
</tr>
<tr>
<td>AANE [116]</td>
<td>0.589</td>
<td>0.758</td>
<td>0.738</td>
<td>0.636</td>
<td>0.608</td>
<td></td>
</tr>
<tr>
<td>MUSAE [165]</td>
<td>0.636</td>
<td>0.758</td>
<td>0.784</td>
<td>0.822</td>
<td>0.563</td>
<td></td>
</tr>
<tr>
<td>TADW [227]</td>
<td>0.657</td>
<td>0.644</td>
<td>0.765</td>
<td>0.536</td>
<td>0.558</td>
<td></td>
</tr>
<tr>
<td>BANE [231]</td>
<td>0.566</td>
<td>0.743</td>
<td>0.729</td>
<td>0.648</td>
<td>0.517</td>
<td></td>
</tr>
<tr>
<td>TENE [234]</td>
<td>0.658</td>
<td>0.662</td>
<td>0.775</td>
<td>0.598</td>
<td>0.593</td>
<td></td>
</tr>
<tr>
<td>FEATHER [171]</td>
<td>0.649</td>
<td>0.805</td>
<td>0.769</td>
<td>0.854</td>
<td>0.539</td>
<td></td>
</tr>
<tr>
<td>2-Layer MLP</td>
<td>0.706</td>
<td>0.690</td>
<td>0.783</td>
<td>0.761</td>
<td>0.565</td>
<td></td>
</tr>
<tr>
<td>Chebyshev [38]</td>
<td>0.742</td>
<td>0.855</td>
<td>0.818</td>
<td>0.838</td>
<td>0.564</td>
<td></td>
</tr>
<tr>
<td>GCN [92]</td>
<td>0.767</td>
<td>0.861</td>
<td>0.822</td>
<td>0.854</td>
<td>0.545</td>
<td></td>
</tr>
<tr>
<td>GAT [210]</td>
<td>0.748</td>
<td>0.830</td>
<td>0.818</td>
<td>0.839</td>
<td>0.532</td>
<td></td>
</tr>
<tr>
<td>SGConv [222]</td>
<td>0.699</td>
<td>0.850</td>
<td>0.796</td>
<td>0.762</td>
<td>0.536</td>
<td></td>
</tr>
<tr>
<td>ClusterGCN [28]</td>
<td>0.708</td>
<td>0.836</td>
<td>0.819</td>
<td>0.817</td>
<td>0.558</td>
<td></td>
</tr>
<tr>
<td>GraphSAGE [71]</td>
<td>0.706</td>
<td>0.840</td>
<td>0.803</td>
<td>0.846</td>
<td>0.554</td>
<td></td>
</tr>
<tr>
<td>PDN</td>
<td>0.764</td>
<td>0.868</td>
<td>0.835</td>
<td>0.875</td>
<td>0.584</td>
<td></td>
</tr>
<tr>
<td>PDN EdgeConv</td>
<td>0.711</td>
<td>0.864</td>
<td>0.833</td>
<td>0.863</td>
<td>0.548</td>
<td></td>
</tr>
<tr>
<td>PDN Multi-Scale</td>
<td>0.740</td>
<td>0.866</td>
<td>0.836</td>
<td>0.793</td>
<td>0.568</td>
<td></td>
</tr>
</tbody>
</table>

#### Relative runtime

The time complexity of training a traditional spectral graph convolutional networks is \(O(|E|F)\) while a Pathfinder Discovery Network has a time complexity of \(O(|E|(F + D))\). Using synthetic data, we compare the relative runtime of PDNs in a number of scenarios to provide a better empirical understanding of what the additional time complexity means in practice.

We generate Watts-Strogatz graphs [220] with \(10^{12}\) nodes, \(2^4\) edges per node and a rewiring probability of 0.5. In addition, we sample \(F = 2^7\) node and \(D = 2^7\) edge features using Gaussians and draw labels for the nodes from \(C = 4\) classes uniformly. We calculate the average epoch runtime for a spectral GCN [92], a generalized linear PDN, a shallow PDN with \(\{32\}\) neurons, and a deep PDN with \(\{32, 16\}\) neurons in the hidden layers.
Findings and discussion

The relative runtime is shown in Figure 5.6. The results are in line with the runtime complexities discussed above: increasing the number of edges does not increase the relative runtime of the PDNs, but increasing the edge feature count does increase the relative runtime. We also see that more complex (deeper) edge aggregation models are slower.

![Figure 5.6: The relative runtime increase (compared to spectral graph convolutions) needed for training PDN models on synthetic datasets. Increasing the number of edges does not change the relative runtime, but a higher edge feature count results in longer relative training times.](image)

Edge feature importance

Model interpretability is an important part of developing deep neural networks. Architectures with interpretable weights can provide novel insights on the structure of data, while also making validation, inspection, and debugging significantly easier. We believe that PDNs can add significant interpretability to graph learning tasks when we frame the learned weights as an attention mechanism over the input graphs. In this set of experiments we discuss two scenarios when learned PDN weights have direct interpretations.

Attention on proximity

In this experiment, we use the multi-scale model described in Section 5.5. We utilize the first 5 normalized adjacency matrix powers as input similarity graphs and apply the hyperparameters described in Section 5.6. We train this model on 100-shot learning tasks, and report the mean weight for each adjacency power from 100 repetitions (see Figure 5.7).

Based on these learned weights, we observe that the model has learned to prioritize messages that come from the first order neighbourhoods of vertices – in other words, the PDN attends to closer neighbors more. We note that the Cora and Pubmed graphs exhibit high homophily between nodes, suggesting that the model’s weighting scheme is well motivated. Interestingly, we also observe that the importance of information coming from the second hop starts to decline between 50-100 epochs; not coincidentally, this is around when peak test accuracy is reached, after which we observe a decline (test accuracy not shown). This implies that graph neural network models overfit to information coming from the first order proximity of individual data points.
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Figure 5.7: The change of the attention weights as training progresses in a single neuron PDN trained on the Cora and Pubmed datasets.

More importantly, the added interpretability from PDN allows us to observe exactly where the overfitting is occurring.

**Attention on neighbourhood similarity**

Using the similarity scores listed in Table 5.1 we train a Linear PDN model with the hyperparameter settings described in Subsection 5.6. As a reminder, this implementation of the pathfinder module uses softmax activations and does not have a hidden layer – in this setting, the weights of the pathfinder module can be interpreted as attention. For the citation graph and social network datasets we plot the average attention score (calculated from 10 training runs) for a selected subset of edge scores in Figure 5.8.

The results show that unnormalized edge similarity scores such as the degree product and common neighbours tend to receive low attention when the edge weight aggregation happens in the pathfinder module. On most datasets similarity metrics which are normalized and do not consider the degree of shared neighbors (e.g. association strength and minimal overlap) receive relatively high attention.

**Multiplex node classification performance**

We evaluated the predictive performance of PDNs on real world node classification problems using publicly available multiplex webgraph datasets [142]. The descriptive statistics of these graph datasets are presented Table 5.6. We would like to point out that the layer wise characteristics of the networks are remarkably different for these two datasets.

Table 5.6: Descriptive statistics of the multiplex webgraphs (individual layers) used for node classification performance evaluation and comparison in our work.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Layers</th>
<th>Nodes</th>
<th>Density</th>
<th>Clustering Coefficient</th>
<th>Unique Features</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMDB</td>
<td>2</td>
<td>3550</td>
<td>0.005</td>
<td>0.509</td>
<td>2000</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMC</td>
<td>2</td>
<td>3025</td>
<td>0.242</td>
<td>1.000</td>
<td>1870</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.687</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Multiplex node classification experimental settings**

We created 10 seeded 100-shot learning splits for evaluation, because of this the mean performance metrics are comparable across models as there is no variation coming from the splits. The PDN had a single hidden layer with 2 neurons, the other hyperparameters were the same as the ones described earlier. The other supervised reference models Multi-GCN [90] and DMGI [142] used the default hyperparameters from the experimental section of the respective research papers. The evaluation of the unsupervised techniques MVN2Vec [183], MELL [127] and MNE [246] used a two stage upstream and downstream learning setup. First, we trained embeddings with hyperparameters from the original papers. Second, we trained a scikit-learn [145] logistic regression on the embedding features using the default settings.

**Findings and discussion**

The average test accuracy scores are plotted on Figure 5.9 with standard deviations around the mean. Our results demonstrate that PDNs significantly outperform the competing supervised and unsupervised multiplex graph representation learning techniques on these datasets in terms of test accuracy. It is also evident that supervised learning methods have a considerable performance advantage over the unsupervised ones.
5.7 Conclusion and future directions

In this chapter we proposed pathfinder discovery networks (PDN), a graph neural network architecture for learning a message passing graph from a multiplex graph defined on a fixed set of nodes. Our modular architecture allows for joint training of a graph neural network and the pathfinder discovery layer, which in turn allows practitioners to find the optimal message passing graph for a specific supervised task. We examine the comparative characteristics of PDNs, concluding that PDNs are significantly more expressive and resilient than existing approaches. We then describe general extensions of our model, which allow for the definition of multi-scale graph convolutional layers and edge convolutions without edge features.

In our empirical analysis, we establish that PDNs have competitive predictive performance on various node classification tasks. We showed that the relative runtime increase of PDNs is independent of the dataset size in terms of edge set cardinality. And finally, we examined the weights of the graph aggregation model from the lens of learned attention.

We believe there are many exciting areas of future work. We are particularly excited about the possibility of extracting the PDN-learned graph for use in other tasks. We intuit that it would be possible to learn several PDN graphs for many different kinds of supervised tasks, and then combine those graphs in another PDN. We believe that this yet-unexplored use case will be very important in improving abstract notions of ‘graph accuracy’ for a wide range of datasets, while simultaneously opening new areas of transfer learning on graphs.
Chapter 6

The Shapley Value of Classifiers in Ensemble Games

What is the value of an individual model in an ensemble of binary classifiers? We answer this question by introducing a class of transferable utility cooperative games called *ensemble games*. In machine learning ensembles, pre-trained models cooperate to make classification decisions. To quantify the importance of models in these ensemble games, we define *Troupe* – an efficient algorithm which allocates payoffs based on approximate Shapley values of the classifiers. We argue that the Shapley value of models in these games is an effective decision metric for choosing a high performing subset of models from the ensemble. Furthermore, we propose the *Shapley entropy* as a way to quantify the heterogeneity of ensembles with respect to model quality. Our analytical findings prove that our Shapley value estimation scheme is precise and scalable; its performance increases with size of dataset and ensemble. Empirical results on real world graph classification tasks demonstrate that our algorithm produces high quality estimates of the Shapley value. We find that Shapley values can be utilized for ensemble pruning, and that adversarial models receive a low valuation. Complex classifiers are frequently found to be responsible for both correct and incorrect classification decisions.

6.1 Introduction

The advent of black box machine learning models raised fundamental questions about how input features and individual training data points contribute to the decisions of expert systems [55, 119, 172]. There has also been interest in how the heterogeneity of models in an ensemble results in heterogeneous contributions of those to the classification decisions of the ensemble [54, 206]. For example one would assume that computer vision, credit scoring and fraud detection systems which were trained on varying quality proprietary datasets output labels for data points with varying accuracy. Another source of varying model performance can be the complexity of models e.g. the number of weights in a neural network or the depth of a classification tree.

Quantifying the contributions of models to an ensemble is paramount for practical reasons. Given the model valuations, the gains of the task can be attributed to specific models, large ensembles can be reduced to smaller ones without losing accuracy [100, 125] and performance heterogeneity of ensembles can be gauged [54]. This raises the natural question: How can we
measure the contributions of models to the decisions of the ensemble in an efficient, model type agnostic, axiomatic and data driven manner?

We frame this question as one of valuation of models in an ensemble. The solution to the problem requires an analytical framework to assess the worth of individual classifiers in the ensemble. This idea is described in Figure 6.1. Each classifier in the ensemble receives the data points, and they output for each data point a probability distribution over the potential classes. Using these propensities an oracle – which has access to the ground truth – quantifies the worth of models in the ensemble. These importance metrics can be used to make decisions – e.g. pruning the ensemble and allocation of payoffs.

**Present work.** We introduce *ensemble games*, a class of transferable utility cooperative games [135]. In these games binary classifiers which form an ensemble play a voting game to assign a binary label to a data point by utilizing the features of the data point. Building on the ensemble games we derive *dual ensemble games* in which the classifiers cooperate in order to misclassify a data point. We do this to characterize the role of models in incorrect decisions.

We argue that the Shapley value [180], a solution concept from cooperative game theory, is a model importance metric. The Shapley value of a classifier in the ensemble game defined for a data point can be interpreted as the probability of the model becoming the pivotal voter in a uniformly sampled random permutation of classifiers. Computing the exact Shapley values in an ensemble game would take factorial time in the number of classifiers. In order to alleviate this we exploit an accurate approximation algorithm of the individual Shapley values which was tailored to voting games [46]. We propose *Troupe*, an algorithm which approximates the average of Shapley values in ensemble games and dual games using data.

We utilize the average Shapley values as measures of model importance in the ensemble. The Shapley values are interpretable as an importance distribution over classifiers, hence the information entropy of this distribution is a straightforward measure of ensemble heterogeneity.
when it comes to model quality. Using the newly introduced Shapley entropy we are able to quantify heterogeneity with respect to correct and incorrect decisions.

We evaluate Troupe by performing various classification tasks. Using data from real world webgraphs (Reddit, GitHub, Twitch) we demonstrate that Troupe outputs high quality estimates of the Shapley value and the ensemble heterogeneity metrics. We validate that the Shapley value estimates of Troupe can be used as a decision metric to build space efficient and accurate ensembles. Our results establish that more complex models in an ensemble have a prime role in both correct and incorrect decisions.

**Main contributions.** Specifically the contributions of our work can be summarized as:

1. We propose ensemble games and their dual games to model the contribution of individual classifiers to the decisions of voting based ensembles.
2. We design Troupe an approximate Shapley value based algorithm to quantify the role of classifiers in decisions.
3. We define ensemble heterogeneity metrics using the entropy of approximate Shapley values outputted by Troupe.
4. We provide a probabilistic bound for the approximation error of average Shapley values estimated from labeled data.
5. We empirically evaluate Troupe for model valuation and forward ensemble building on graph classification tasks.

The rest of this work has the following structure. In Section 6.2 we discuss related work on the Shapley value, its approximations and applications in machine learning. We introduce the concept of ensemble games in Section 6.3 and discuss Shapley value based model valuation in Section 6.4 with theoretical results. We evaluate the proposed algorithm experimentally in Section 6.5. We summarize our findings in Section 6.6 and discuss future work. The reference implementation of Troupe is available at https://github.com/benedekrozemberczki/shapley.

### 6.2 Related work

The Shapley value [180] is a solution to the problem of distributing the gains among players in a transferable utility cooperative game [135]. It is widely known for its desirable axiomatic properties [25] such as efficiency and linearity. However, exact computation of Shapley value takes factorial time, making it intractable in games with a large number of players. General [122, 140] and game specific [46] approximation techniques have been proposed. In Table 6.1, we compare various approximation schemes with respect to certain desired properties.

Shapley values can be approximated using a Monte Marlo MC sampling of the permutations of players, and a truncated sampling TMC [122, 123, 251]. A more tractable approximation is proposed in [140], using a multilinear extension (MLE) of the Shapley value. A variant of this technique [103, 104] calculates the value of large players explicitly and applies the MLE technique to small ones. The only approximation technique tailored to weighted voting games is
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the expected marginal contributions method (EMC) which estimates the Shapley values based on contributions to varying size coalitions. Our proposed algorithm Troupe builds on EMC.

Table 6.1: Comparison of Shapley value computation and approximation techniques in terms of having (✔) and missing (✘) desiderata; complexities with respect to the number of players \( m \) and permutations \( p \).

<table>
<thead>
<tr>
<th>Method</th>
<th>Voting</th>
<th>Bound</th>
<th>Non-Random</th>
<th>Space</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explicit</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>( \mathcal{O}(m) )</td>
<td>( \mathcal{O}(m!) )</td>
</tr>
<tr>
<td>MC [123]</td>
<td>✘</td>
<td>✔</td>
<td>✘</td>
<td>( \mathcal{O}(m) )</td>
<td>( \mathcal{O}(mp) )</td>
</tr>
<tr>
<td>TMC [55]</td>
<td>✘</td>
<td>✔</td>
<td>✘</td>
<td>( \mathcal{O}(m) )</td>
<td>( \mathcal{O}(mp) )</td>
</tr>
<tr>
<td>MLE [140]</td>
<td>✘</td>
<td>✘</td>
<td>✔</td>
<td>( \mathcal{O}(m) )</td>
<td>( \mathcal{O}(m) )</td>
</tr>
<tr>
<td>MMLE [103, 104]</td>
<td>✘</td>
<td>✘</td>
<td>✔</td>
<td>( \mathcal{O}(m) )</td>
<td>( \mathcal{O}(m!) )</td>
</tr>
<tr>
<td>EMC [46]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>( \mathcal{O}(m) )</td>
<td>( \mathcal{O}(m^2) )</td>
</tr>
</tbody>
</table>

Shapley value has previously been used in machine learning for measuring feature importance in linear models [117, 131, 151]. In the feature selection setting the features are seen as players that cooperate to achieve high goodness of fit. Various discussed approximation schemes [122, 188] have been exploited to make feature importance quantification in high dimensional spaces feasible [119, 195, 196] when explicit computation is not tractable. Another machine learning domain for applying the Shapley value was the pruning of neural networks [13, 56, 187]. In this context approximate Shapley values of hidden layer neurons are used to downsize overparametrized classifiers. It is argued in [187] that pruning neurons is analogous to feature selection on hidden layer features. Finally, there has been increasing interest in the equitable valuation of data points with game theoretic tools [84]. In such settings the estimated Shapley values are used to gauge the influence of individual points on a supervised model. These approximate scores are obtained with group testing of features [84] and permutation sampling [23, 55].

6.3 Ensemble games

We now introduce a novel class of co-operative games and examine axiomatic properties of solution concepts which can be applied to these games. We will discuss shapley value as an exact solution for these games, [180], and discuss approximations of the Shapley value based solution [46, 123, 140].

Ensemble game

We define an ensemble game to be one where binary classifier models (players) co-operate to label a single data point. The aggregated decision of the ensemble is assumed to be made by a vote of the players.

We assume that a set of labelled data points are known:

**Definition 6.1. Labeled data point.** Let \((x, y)\) be a labeled data point where \(x \in \mathbb{R}^d\) is the feature vector and \(y \in \{0, 1\}\) is the corresponding binary label.

Our work considers arbitrary binary classifier models (e.g. classification trees, support vector machines, neural networks) that operate on the same input feature vector \(x\). This approach is agnostic of the exact type of the model, we only assume that \(M\) can output a probability of
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the data point having a positive label. The model owner does not access the label, just a probability of \( y = 1 \) is output by the model.

**Definition 6.2. Positive classification probability for model** \( M \). Let \((x, y)\) be a labeled data point and \( M \) be a binary classifier, \( P(y = 1 \mid M, x) \) is the probability of the data point having a positive label output by classifier \( M \).

We are now ready to define the operation of an ensemble classifier consisting of multiple models.

**Definition 6.3. Ensemble.** An ensemble is a set \( M \) of size \( m \) that consists of binary classifier models \( M \in \mathcal{M} \) which can each output a probability for a data point \( x \in \mathbb{R}^d \) having a positive label. The ensemble sets the probability of a label as:

\[
P(y = 1 \mid \mathcal{M}, x) = \frac{\sum_{M \in \mathcal{M}} P(y = 1 \mid M, x)}{m}.
\]

And it makes decision about the label as:

\[
\hat{y} = \begin{cases} 
1 & \text{if } P(y = 1 \mid \mathcal{M}, x) \geq \gamma, \\
0 & \text{otherwise}.
\end{cases}
\]

where \( 0 \leq \gamma \leq 1 \) is the decision threshold and \( \hat{y} \) is the predicted label of the data point.

**Definition 6.4. Sub-ensemble.** A sub-ensemble \( S \) is a subset \( S \subseteq \mathcal{M} \) of binary classifier models.

**Definition 6.5. Individual model weight.** The individual weight of the vote for \( M \), in sub-ensemble \( S \subseteq \mathcal{M} \) for data point \((y, x)\) is defined as:

\[
w_M = \begin{cases} 
P(y = 1 \mid M, x)/m & \text{if } y = 1, \\
P(y = 0 \mid M, x)/m & \text{otherwise}.
\end{cases}
\]

Under this definition, the individual model weight of any binary classifier \( M \in \mathcal{M} \) is bounded: \( 0 \leq w_M \leq 1/m \). Note that the weight of \( M \in S \) depends on \( m \) – the size of the larger ensemble and not on the size \( |S| \) of the sub-ensemble.

**Definition 6.6. Ensemble game.** Let \( \mathcal{M} \) be a set of binary classifiers. An ensemble game for a labeled data point \((y, x)\) is then a co-operative game \( G = (\mathcal{M}, v) \) in which:

\[
v(S) = \begin{cases} 
1 & \text{if } w(S) \geq \gamma, \\
0 & \text{otherwise}.
\end{cases}
\]

where \( w(S) = \sum_{M \in S} w_M \) for any sub-ensemble \( S \subseteq \mathcal{M} \) and threshold \( 0 \leq \gamma \leq 1 \).

This definition is the central idea in our work. The models in the ensemble play a cooperative voting game to classify the data point correctly. When the data point is classified correctly the payoff is 1, an incorrect classification results in a payoff of 0. Each model casts a weighted vote about the data point and our goal is going to be to quantify the value of individual models in
the final decision. In other words, we would like to measure how individual binary classifiers contribute on average to the correct classification of a specific data point. This solution concept is described in the next section (6.3).

We can consider a misclassification as a dual ensemble game:

**Definition 6.7. Dual ensemble game.** Let \( \mathcal{M} \) be a set of binary classifiers. A dual ensemble game for a labeled data point \((y, x)\) is then a co-operative game \(G = (\mathcal{M}, \tilde{v})\) in which:

\[
\tilde{v}(S) = \begin{cases} 
1 & \text{if } \tilde{w}(S) \geq \tilde{\gamma}, \\
0 & \text{otherwise.}
\end{cases}
\]

for a binary classifier ensemble vote score \(0 \leq \tilde{w}(S) \leq 1\) where \(\tilde{w}(S) = \sum_{M \in S} (1/m - w_M)\) for any sub-ensemble \(S \subseteq \mathcal{M}\) and inverse cutoff value \(0 \leq \tilde{\gamma} \leq 1\) defined by \(\tilde{\gamma} = 1 - \gamma\).

If the sum of classification weights for the binary classifiers is below the cutoff value the models in the ensemble misclassify the point, lose the ensemble game and as a consequence receive a payoff that is zero. In such scenarios it is interesting to ask: How can we describe the role of models in the misclassification? The dual ensemble game is derived from the original ensemble game in order to characterize this situation.

The classification game and its dual can be reframed simply as:

**Definition 6.8. Simplified ensemble game.** An ensemble game in simplified form is described by the cutoff value – weight-vector tuple \((\gamma, [w_1, \ldots, w_m])\).

**Definition 6.9. Simplified dual ensemble game.** Given a simplified form ensemble game \((\gamma, [w_1, \ldots, w_m])\), the corresponding simplified dual ensemble game is defined by the cutoff value – weight vector tuple:

\[(\tilde{\gamma}, [\tilde{w}_1, \ldots, \tilde{w}_m]) = (1 - \gamma, [1/m - w_1, \ldots, 1/m - w_m])\]

The simplified forms of ensemble and dual ensemble games are compact data structures which can describe the game without the models themselves and the enumeration of every sub-ensemble.

**Solution concepts for model valuation**

We have defined the binary classification problem with an ensemble as a weighted voting game, which is a type of co-operative game. Now we will argue that solution concepts of co-operative games are suitable for the valuation of individual models which form the binary classifier ensemble.

**Definition 6.10. Solution concept.** A solution concept defined for the ensemble game \(G = (\mathcal{M}, v)\) is a function which assigns the real value \(\Phi_M(\mathcal{M}, v) \in \mathbb{R}\) to each binary classifier \(M \in \mathcal{M}\).

The scalar \(\Phi_M\) can be interpreted as the value of the individual binary classifier \(M\) in the ensemble \(\mathcal{M}\). In the following we discuss axiomatic properties of solution concepts which are the desiderata for model valuation functions, and the implications of the axioms in the context of model valuation in binary ensemble games.
Axiom 6.11. **Null classifier.** A solution concept has the null classifier property if \( \forall S \subseteq M : v(S \cup \{M\}) = v(S) \rightarrow \Phi_M(M, v) = 0. \)

Having the null classifier property means that a binary classifier which always has a zero marginal contribution in any sub-ensemble will have a zero payoff on its own. This also implies that the classifier never casts the deciding vote to correctly classify the data point when it is added to a sub-ensemble. Conversely, in the dual ensemble game the model never contributes to the misclassification of the data point.

Axiom 6.12. **Efficiency.** A solution concept satisfies the efficiency property if \( v(M) = \sum_{M \in \mathcal{M}} \Phi_M(M, v). \)

That is, the value (loss or gain) of an ensemble can be split precisely into the contributed value of the constituent models.

Axiom 6.13. **Symmetry.** A solution concept has the symmetry property if \( \forall S \subseteq M \setminus \{M', M''\} : v(S \cup \{M'\}) = v(S \cup \{M''\}) \) implies that \( \Phi_{M'}(M, v) = \Phi_{M''}(M, v). \)

Two binary classifiers which make equal marginal contribution to all sub-ensembles have the same value in the full ensemble.

Axiom 6.14. **Linearity.** A solution concept has the linearity property if given any two ensemble games \( G = (M, v) \) and \( G' = (M, v') \) on the same set \( M \), the binary classifier \( M \) satisfies \( \Phi_M(M, v + v') = \Phi_M(M, v) + \Phi_M(M, v') \).

That is, the value in the combined game is the sum of the values in individual games. This property will imply that valuations of a model for different datapoints, when added, leads to its valuation on the dataset.

**The Shapley value**

The Shapley value [180] of a classifier is the average marginal contribution of the model over the possible different permutations in which the ensemble can be formed [25]. It is a solution concept which satisfies Axioms 6.11-6.14 and the only solution concept which is uniquely characterized by Axioms 6.13 and 6.14.

**Definition 6.15. Shapley value.** The Shapley value of binary classifier \( M \) in the ensemble \( \mathcal{M} \), for the data point level ensemble game \( G = (M, v) \) is defined as

\[
\Phi_M(v) = \sum_{S \subseteq \mathcal{M} \setminus \{M\}} \frac{|S|!(|M|-|S|-1)!}{|\mathcal{M}|!} (v(S \cup \{M\}) - v(S)).
\]

Calculating the exact Shapley value for every model in an ensemble game would take \( O(m!) \) time, or more, which is computationally unfeasible in large ensembles. We discuss a range of approximation approaches in detail which can give Shapley value estimates in \( O(m) \) and \( O(m^2) \) time.
Multilinear extension (MLE) approximation of the Shapley value

The MLE approximation of the Shapley value in a voting game [46, 140] can be used to estimate the Shapley value in the ensemble game and its dual game. Let us define the expectation and the variation of the aggregated ensemble contributions for the remaining models as: $\mu_M = \sum_{i=1}^{m} w_j - w_M$ and $\nu_M = \sum_{i=1}^{m} w_j^2 - w_M^2$. For a classifier $M \in \mathcal{M}$ the multi-linear approximation of the unnormalized Shapley value is computed by:

$$\hat{\Phi}_M \propto \int_{-\infty}^{\gamma} \frac{1}{\sqrt{2\pi \nu_M}} \exp\left(-\frac{(x - \mu_M)^2}{2\nu_M}\right) dx - \int_{-\infty}^{\gamma - w_M} \frac{1}{\sqrt{2\pi \nu_M}} \exp\left(-\frac{(x - \mu_M)^2}{2\nu_M}\right) dx.$$

This approximation assumes that the size of the game is large (many classifiers in the ensemble in our case) and also that $\mu$ has an approximate normal distribution. Calculating all of the approximate Shapley values by MLE takes $O(m)$ time.

Monte Carlo (MC) approximation of the Shapley value

The MC approximation [122, 123] given the ensemble $\mathcal{M}$ estimates the Shapley value of the model $M \in \mathcal{M}$ by the average marginal contribution over uniformly sampled permutations.

$$\hat{\Phi}_M = \mathbb{E}_{\theta \sim \Theta}[v(S^M_\theta \cup \{M\}) - v(S^M_\theta)] \quad (6.1)$$

In Equation equation 6.1, $\Theta$ is a uniform distribution over the $m!$ permutations of the binary classifiers and $S^M_\theta$ is the subset of models that appear before the classifier $M$ in permutation $\theta$. Approximating the Shapley value requires the generation of $p$ classifier permutations (for a suitable $p$), and marginal contribution calculations with respect to those contributions – this takes $O(mp)$ time.

Data: $[w_1, \ldots, w_m]$ – Weights of binary classifiers.
$\gamma$ – Cutoff value.
$\delta$ – Numerical stability parameter.
$\mu$ – Expected value of weights.
$\nu$ – Variance of weights.

Result: $(\hat{\Phi}_1, \ldots, \hat{\Phi}_m)$ – Approximate Shapley values.

```plaintext
1 for $j \in \{1, \text{values} \ldots, m\}$ do
2     $\hat{\Phi}_j \leftarrow 0$
3 for $k \in \{1, \ldots, m - 1\}$ do
4     $a \leftarrow (\gamma - w_j)/k$
5     $b \leftarrow (\gamma - \delta)/k$
6     $\hat{\Phi}_j \leftarrow \hat{\Phi}_j + \frac{1}{\sqrt{2\pi\nu/a}} \int_a^b \exp\left(-\frac{k(x-\mu)^2}{2\nu}\right) dx$
7 end
8 end
```

Algorithm 6: Expected marginal contribution approximation of Shapley values.
Voting game approximation of the Shapley value

The ensemble games introduced above are a variant of voting games [138], hence we can use the Expected Marginal Contributions (EMC) approximation [46]. This procedure sums the expected marginal contributions of a model to fixed size ensembles – it is described in the pseudo-code Algorithm 6. The algorithm iterates over the individual model weights and initializes Shapley values as zeros (lines 1-2). For each ensemble size it calculates the expected contribution of the model to the ensemble. This expected contribution is the probability that a classifier becomes the marginal voter. These marginal contributions are added to the approximate Shapley value (lines 3-8). Using this Shapley value approximation technique takes $O(m^2)$ time. However, it is the most accurate Shapley value approximation technique in terms of absolute error of the Shapley value estimates [46].

**Algorithm 6.** The algorithm iterates over the individual model weights and initializes Shapley approximation [46]. This procedure sums the expected Expected Marginal Contributions (EMC) values as zeros (lines 1-2). For each ensemble size it calculates the expected contribution of the model to the ensemble. This expected contribution is the probability that a classifier becomes the marginal voter. These marginal contributions are added to the approximate Shapley value (lines 3-8). Using this Shapley value approximation technique takes $O(m^2)$ time. However, it is the most accurate Shapley value approximation technique in terms of absolute error of the Shapley value estimates [46].
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6.4 Model valuation with the Shapley value

In this section we present Troupe, the mechanism used for model valuation in ensembles. The chart in Figure 6.2 gives a high-level summary of our model valuation approach. We also point out theoretical properties of the proposed model valuation framework.

**Data:** $(x, y) –$ Labeled data point.

$\{M_1, \ldots, M_m\} –$ Set of binary classifiers.

**Result:** $[w_1, \ldots, w_m] –$ Weights of individual models.

1. for $j \in \{1, \ldots, m\}$ do
2.  if $y = 1$ then
3.  w_j ← $P(y = 1 \mid M_j, x)/m$
4.  else
5.  w_j ← $P(y = 0 \mid M_j, x)/m$
6.  end
7. end

**Algorithm 7:** Calculating the individual model weights in an ensemble game given a data point and a classifier ensemble.
The model valuation algorithm

The Shapley value based model evaluation procedure described by Algorithm 8 uses \( D = \{ (x_1, y_1); \ldots; (x_n, y_n) \} \), a set of \( n \) datapoints with binary labels, for evaluating the ensemble \( M \) given a cutoff value \( 0 \leq \gamma \leq 1 \) and a numerical stability parameter \( \delta \in \mathbb{R}^{0+} \).

We set \( m \) the number of models and \( n \) the number of labeled data points used in the model valuation (lines 1-2). We iterate over all of the data points (line 3) and given a data point for all of the models we compute the individual model weights in an ensemble game using the label, features and the model itself (line 4) – see Algorithm 7. Using the individual model weights in the ensemble game we calculate the expected value and variance of the data point (lines 5-6).

If the sum of individual model weights is higher than the cutoff value (line 7) the Shapley values in the ensemble game are approximated by Algorithm 6 for the data point (line 8). The Shapley values in the dual ensemble game are defined by a vector of zeros (line 9). If the point is misclassified (line 10) a dual ensemble game is defined for the data point. This requires the redefined cutoff value \( \tilde{\gamma} \), expected value \( \tilde{\mu} \) and variance \( \tilde{\nu} \) of the individual model weight vector (lines 11-13). We exploit the linearity of expectation and the location invariance of the variance. The individual model weight vector is redefined (line 14) in order to quantify the role of models in the erroneous decision. The original ensemble game Shapley values are initialized with zeros (line 15) and using the new parametrization of the game we approximate the dual ensemble game Shapley values (line 16) by Algorithm 6. The algorithm outputs data point level Shapley values for each model.

Measuring ensemble heterogeneity

The data point level Shapley values of ensemble games and their dual can be aggregated to measure the importance of models in ensemble level decisions. Using the information entropy of the Shapley values we define heterogeneity metrics of ensembles.

The average conditional Shapley value

In order to quantify the role of models in classification and misclassification we calculate the average Shapley value of models in the ensemble and dual ensemble games conditional on the success of classification. The sets \( N^+ \) and \( N^- \) contain the indices of classified and misclassified data points. Using the cardinality of these sets \( n^+ = |N^+| \), \( n^- = |N^-| \) and the data point level Shapley values output by Algorithm 6 we can estimate the conditional role of models in classification and misclassification by averaging the approximate Shapley values using Equations 6.2 and 6.3.

\[
(\tilde{\Phi}_1^+, \ldots, \tilde{\Phi}_m^+) = \sum_{i \in N^+} (\hat{\Phi}_0^{i+}, \ldots, \hat{\Phi}_m^{i+})/n^+ \tag{6.2}
\]

\[
(\tilde{\Phi}_1^-, \ldots, \tilde{\Phi}_m^-) = \sum_{i \in N^-} (\hat{\Phi}_0^{i-}, \ldots, \hat{\Phi}_m^{i-})/n^- \tag{6.3}
\]
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Data: $D$ – Labeled data points.  
$M$ – Set of binary classifiers.  
$\gamma$ – Cutoff value.  
$\delta$ – Numerical stability parameter.

Result: 
\[
\{(\hat{\Phi}^{1,+}_{0}, \ldots, \hat{\Phi}^{1,+}_{m}), \ldots, (\hat{\Phi}^{n,+}_{0}, \ldots, \hat{\Phi}^{n,+}_{m})\}
\]
Shapley value vectors for ensemble games.

\[
\{(\hat{\Phi}^{1,-}_{0}, \ldots, \hat{\Phi}^{1,-}_{m}), \ldots, (\hat{\Phi}^{n,-}_{0}, \ldots, \hat{\Phi}^{n,-}_{m})\}
\]
Shapley value vectors for dual ensemble games.

Algorithm 8: Troupe: Calculating the approximate Shapley value of the classifiers in ensemble and dual ensemble games.

1. $m \leftarrow |M|$
2. $n \leftarrow |D|$
3. for $i \in \{1, \ldots, n\}$ do
   4.     $[w_i^1, \ldots, w_i^m] \leftarrow \text{Get Weights}((x_i, y_i); \{M_1, \ldots, M_m\})$
   5.     $\mu \leftarrow \frac{1}{m} \sum_{j=1}^{m} w_i^j$
   6.     $\nu \leftarrow \frac{1}{m} \sum_{j=1}^{m} (w_i^j - \mu)^2$
   7.     if $\mu > \gamma/m$ then
          8.         $(\hat{\Phi}_0^{i,+}, \ldots, \hat{\Phi}_m^{i,+}) \leftarrow \text{Shapley}([w_i^1, \ldots, w_i^m]; \gamma; \delta; \mu; \nu)$
          9.         $(\hat{\Phi}_0^{i,-}, \ldots, \hat{\Phi}_m^{i,-}) \leftarrow 0$
   10.    else
         11.       $\hat{\gamma} \leftarrow 1 - \gamma$
         12.       $\hat{\mu} \leftarrow 1/m - \mu$
         13.       $\hat{\nu} \leftarrow \nu$
         14.       $[\bar{w}_i^1, \ldots, \bar{w}_m^i] \leftarrow [1/m - w_i^1, \ldots, 1/m - w_i^m]$
         15.       $(\hat{\Phi}_0^{i,+}, \ldots, \hat{\Phi}_m^{i,+}) \leftarrow 0$
         16.       $(\hat{\Phi}_0^{i,-}, \ldots, \hat{\Phi}_m^{i,-}) \leftarrow \text{Shapley}([\bar{w}_1^1, \ldots, \bar{w}_m^i]; \hat{\gamma}; \delta; \hat{\mu}; \hat{\nu})$
   17.    end
4. end

If a component of the average Shapley value vector in Equation 6.2 is large compared to other components the corresponding model has an important role in the correct classification decisions of the ensemble. A large component in Equation 6.3 corresponds to a model which is responsible for a large number of misclassifications.

The Shapley entropy

The Shapley values of the ensemble games can be interpreted as a probability distribution over the classifiers in the ensemble. Using the information entropy of average Shapley values of these games we define metrics that quantify the heterogeneity of ensembles with respect to classification and misclassification decisions – see Equations 6.4 and 6.5.
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\begin{align}
H^+ &= - \sum_{j=1}^{m} \Phi_j^+ \log(\Phi_j^+) \\
H^- &= - \sum_{j=1}^{m} \Phi_j^- \log(\Phi_j^-)
\end{align}

(6.4)

(6.5)

If \(H^+\) is high it means that the all of the models are responsible for classification decisions to the same extent. A low \(H^+\) value implies that a subset of models in the ensemble have a dominant role in correct classification decisions. The \(H^-\) score can be interpreted analogously with respect to misclassifications decisions.

**Theoretical properties**

Our framework utilizes labeled data instances to approximate the importance of classifiers in the ensemble and this has important implications. In the following we discuss how the size of the dataset and the number classifiers affects the Shapley value approximation error and the runtime of Troupe.

**Bounding the average approximation error**

Our discussion focuses on the average conditional Shapley value in ensemble games. However, analogous results can be obtained for the Shapley values computed from dual ensemble games.

**Definition 6.16. Approximation error.** The Shapley value approximation error of model \(M \in \mathcal{M}\) in an ensemble game is defined as \(\Delta \Phi_M^+ = \hat{\Phi}_M^+ - \Phi_M^+\).

**Definition 6.17. Average approximation error.** Let use denote the Shapley value approximation errors of model \(M \in \mathcal{M}\) calculated from the dataset \(D\) of correctly classified points as \(\Delta \Phi_M^{1,+}, \ldots, \Delta \Phi_M^{n,+}\). The average approximation error is defined by \(\Delta \Phi_M^+ = \sum_{i=1}^{n} \Delta \Phi_M^{i,+} / n\).

**Theorem 6.18. Average conditional Shapley value error bound.** If the Shapley value approximation errors \(\Delta \Phi_M^{1,+}, \ldots, \Delta \Phi_M^{n,+}\) of model \(M \in \mathcal{M}\) calculated by Algorithm 8 from the dataset \(D\) are independent random variables than for any \(\varepsilon \in \mathbb{R}^+\) Inequality 6.6 holds.

\[
P(\|\Delta \Phi_M^+ - E[\Delta \Phi_M^+]\| \geq \varepsilon) \leq 2 \exp \left( -\sqrt{\frac{n^2 \cdot m \cdot \varepsilon^4 \cdot \pi}{8}} \right)
\]

(6.6)

**Proof.** Let us first note the fact that every absolute Shapley approximation value is bounded by the inequality described in Lemma 6.19.

**Lemma 6.19. Approximate Shapley value bound.** As [46] states the approximation error of the Shapley value in a single voting game is bounded by Inequality 6.7 when the expected marginal contributions approximation is used.

\[
-\sqrt{\frac{8}{m \pi}} \leq \Delta \Phi_M^+ \leq \sqrt{\frac{8}{m \pi}}
\]

(6.7)
Using Lemma 6.19, the fact that Troupe is based on the expected marginal contributions approximation and that the Shapley values of a model in different ensemble games are independent random variables we can use Hoeffding’s second inequality [77] for bounded non zero-mean random variables:

\[
P(|\Delta\Phi^+_M - E[\Delta\Phi^+_M]| \geq \varepsilon) \leq 2\exp\left(-\frac{2\varepsilon^2n^2}{\sum_{i=1}^{n} \left(\sqrt{\frac{n}{m\pi}} - (-\sqrt{\frac{n}{m\pi}})\right)}\right)
\]

\[
P(|\Delta\Phi^+_M - E[\Delta\Phi^+_M]| \geq \varepsilon) \leq 2\exp\left(-\frac{2\varepsilon^2n^2}{2n\sqrt{\frac{n}{m\pi}}}\right)
\]

\[\text{Theorem 6.20. Confidence interval of the expected average approximation error. In order to acquire an } (1 - \alpha)\text{-confidence interval of } E[\Delta\Phi^+_M] \pm \varepsilon \text{ one needs a labeled dataset } D \text{ of correctly classified data points for which } n \text{ the cardinality of } D, \text{ satisfies Inequality 6.8.}
\]

\[n \geq \sqrt{\frac{8\ln^2\left(\frac{\alpha}{2}\right)}{\varepsilon^4m\pi}} \quad (6.8)
\]

\[\text{Proof. The probability } P(|\Delta\Phi^+_M - E[\Delta\Phi^+_M]| \geq \varepsilon) \text{ in Theorem 6.18 equals to the level of significance for the confidence interval } E[\Delta\Phi^+_M] \pm \varepsilon. \text{ Which means that Inequality 6.9 holds for the significance level } \alpha.
\]

\[\alpha \leq 2\exp\left(-\sqrt{\frac{n^2 \cdot m \cdot \varepsilon^4 \cdot \pi}{8}}\right) \quad (6.9)
\]

Solving inequality 6.9 for \(n\) yields the cardinality of the dataset (number of correctly classified data points) required for obtaining the confidence interval described in Theorem 6.20.

The inequality presented in Theorem 6.20 has two important consequences regarding the bound:

1. Larger ensembles require less data in order to give confident estimates of the Shapley value for individual models.

2. The dataset size requirement is sublinear in terms of confidence level and quadratic in the precision of the Shapley value approximation.

**Runtime and memory complexity.**

The runtime and memory complexity of the proposed model valuation framework depends on the complexity of the main evaluation phases. We assume that our framework operates in a single-core non distributed setting.
Scoring and game definition Assuming that the scoring of a data point takes $O(1)$ time, scoring the data point with all models takes $O(m)$. Scoring the whole dataset and defining games both takes $O(nm)$ time and $O(nm)$ space respectively.

Approximation and overall complexity. Calculating the expected marginal contribution of a model to a fixed size ensemble takes $O(1)$ time. Doing this for all of the ensemble sizes takes $O(m)$ time. Approximating the Shapley value for all models requires $O(m^2)$ time and $O(m)$ space. Given a dataset of $n$ points this implies a need for $O(nm^2)$ time and $O(nm)$ space. This is also the overall time and space complexity of the proposed framework.

6.5 Experimental evaluation

In this section, we show that Troupe approximates the average of Shapley values precisely. We provide evidence that Shapley values are a useful decision metric for ensemble creation. Our results illustrate that model importance and complexity are correlated, and that Shapley values are able to identify adversarial models in the ensemble.

Our evaluation is based on various real world binary graph classification tasks [168]. Specifically, we use datasets collected from Reddit, Twitch and GitHub – the descriptive statistics of these datasets are enclosed as Table 6.2.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Classes</th>
<th>Nodes</th>
<th>Density</th>
<th>Diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit</td>
<td>521</td>
<td>479</td>
<td>11-93</td>
<td>0.023-0.027</td>
</tr>
<tr>
<td>Twitch</td>
<td>520</td>
<td>480</td>
<td>14-52</td>
<td>0.039-0.714</td>
</tr>
<tr>
<td>GitHub</td>
<td>552</td>
<td>448</td>
<td>10-942</td>
<td>0.004-0.509</td>
</tr>
</tbody>
</table>

The precision of approximation

The Shapley value approximation performance of Troupe was compared to that of various other estimation schemes [122, 140] discussed earlier. We used an ensemble of logistic regressions where each classifier was trained on features extracted with a whole graph embedding technique [171, 202, 213]. We utilized 50% of the graphs for training and calculated the average conditional Shapley values of ensemble games and dual ensemble games using the remaining 50% of data.

Experimental details

The features of the graphs were extracted with whole graph embedding techniques implemented in the open source Karate Club framework [168]. Given a set of graphs $G = (G_1, \ldots, G_n)$ whole graph embedding algorithms [171, 202] learn a mapping $g : G \to \mathbb{R}^d$ which delineate the graphs $G \in G$ to a $d$ dimensional metric space. We utilized the following whole graph embedding and statistical finger printing techniques:
1. **FEATHER** [171] uses the characteristic function of topological features as a graph level statistical descriptor.

2. **Graph2Vec** [134] extracts tree features from the graph.

3. **GL2Vec** [27] distills tree features from the dual graph.

4. **NetLSD** [202] derives characteristic of graphs using the heat trace of the graph spectra.

5. **SF** [34] utilizes the largest eigenvalues of the graph Laplacian matrix as an embedding.

6. **LDP** [21] sketches the histogram of local degree distributions.

7. **GeoScattering** [51] applies the scattering transform to various structural features (e.g. degree centrality).

8. **IGE** [50] combines graph features from local degree distributions and scattering transforms.

9. **FGSD** [213] sketches the Moore-Penrose spectrum of the normalized graph Laplacian with a histogram.

The embedding techniques used the default settings of the Karate Club library, each embedding dimension was column normalized and the graph features were fed to the scikit-learn implementation of logistic regression. This classifier was trained with $\ell_2$ penalty cost, we chose an SGD optimizer and the regularization coefficient $\lambda$ was set to be $10^{-2}$.

**Table 6.3:** Absolute percentage error of average conditional Shapley values obtained by approximation techniques (rows) for the graph classifiers (columns) in the ensemble game. Bold numbers note the lowest error on each dataset – classifier pair.

<table>
<thead>
<tr>
<th>Approximation</th>
<th>FEATHER</th>
<th>Graph2Vec</th>
<th>GL2Vec</th>
<th>NetLSD</th>
<th>SF</th>
<th>LDP</th>
<th>GeoScatter</th>
<th>IGE</th>
<th>FGSD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reddit</strong></td>
<td>Troupe</td>
<td>1.23</td>
<td>2.35</td>
<td>8.18</td>
<td>0.99</td>
<td>2.64</td>
<td>2.31</td>
<td>1.64</td>
<td>4.85</td>
</tr>
<tr>
<td>MLE</td>
<td>3.20</td>
<td>23.61</td>
<td>32.62</td>
<td>4.19</td>
<td>5.34</td>
<td>7.97</td>
<td>7.12</td>
<td>5.42</td>
<td>7.61</td>
</tr>
<tr>
<td>MC $p = 10^3$</td>
<td>12.57</td>
<td>30.94</td>
<td>13.26</td>
<td>8.67</td>
<td>32.76</td>
<td>12.32</td>
<td>11.62</td>
<td>16.36</td>
<td>12.78</td>
</tr>
<tr>
<td>MC $p = 10^3$</td>
<td>4.71</td>
<td>5.38</td>
<td>3.41</td>
<td>1.67</td>
<td>3.03</td>
<td>5.51</td>
<td>4.34</td>
<td>4.97</td>
<td>3.82</td>
</tr>
<tr>
<td><strong>Twitch</strong></td>
<td>Troupe</td>
<td>0.28</td>
<td>3.33</td>
<td>1.18</td>
<td>2.53</td>
<td>1.62</td>
<td>0.59</td>
<td>1.48</td>
<td>0.25</td>
</tr>
<tr>
<td>MLE</td>
<td>5.22</td>
<td>5.44</td>
<td>3.05</td>
<td>8.32</td>
<td>2.38</td>
<td>1.92</td>
<td>3.14</td>
<td>4.85</td>
<td>5.77</td>
</tr>
<tr>
<td>MC $p = 10^2$</td>
<td>2.37</td>
<td>10.40</td>
<td>6.76</td>
<td>7.07</td>
<td>15.79</td>
<td>6.36</td>
<td>13.99</td>
<td>23.96</td>
<td>0.39</td>
</tr>
<tr>
<td>MC $p = 10^3$</td>
<td>2.32</td>
<td>4.60</td>
<td>2.96</td>
<td>2.67</td>
<td>2.53</td>
<td>2.73</td>
<td>6.31</td>
<td>0.27</td>
<td>3.89</td>
</tr>
<tr>
<td><strong>GitHub</strong></td>
<td>Troupe</td>
<td>2.68</td>
<td>0.18</td>
<td>2.61</td>
<td>1.41</td>
<td>1.49</td>
<td>1.23</td>
<td>1.88</td>
<td>2.36</td>
</tr>
<tr>
<td>MLE</td>
<td>9.22</td>
<td>5.12</td>
<td>3.76</td>
<td>3.27</td>
<td>9.71</td>
<td>7.46</td>
<td>5.08</td>
<td>4.04</td>
<td>0.73</td>
</tr>
<tr>
<td>MC $p = 10^2$</td>
<td>5.91</td>
<td>9.37</td>
<td>4.67</td>
<td>9.82</td>
<td>8.78</td>
<td>8.34</td>
<td>13.66</td>
<td>28.95</td>
<td>0.76</td>
</tr>
<tr>
<td>MC $p = 10^3$</td>
<td>3.35</td>
<td>6.09</td>
<td>7.70</td>
<td>3.26</td>
<td>2.84</td>
<td>0.79</td>
<td>6.67</td>
<td>2.51</td>
<td>1.12</td>
</tr>
</tbody>
</table>

**Approximate model importance measurement**

In Table 6.3 we summarized the absolute percentage error values (compared to exact Shapley values in ensemble games) obtained with the various approximations schemes. (i) Our empirical results support that Troupe consistently computes accurate estimates of the ground truth model evaluations across datasets and classifiers in the ensemble. (ii) The high quality of estimates suggests that the approximate Shapley values of models extracted by Troupe can serve as a proxy decision metric for ensemble building and model selection.
Approximate ensemble heterogeneity measurement

Using the previous conditional average Shapley values of ensemble and dual ensemble games we calculated the Shapley entropy scores – see Table 6.4. Our empirical findings suggest that ensemble heterogeneity varies when it comes to correct and incorrect decisions. We also see evidence that: (i) Troupe gives the best estimates of the exact ensemble heterogeneity scores; (ii) MLE consistently underestimates the ensemble heterogeneity while MC overestimates the ensemble heterogeneity (which is a result of the non-exact computation).

<table>
<thead>
<tr>
<th></th>
<th>Exact</th>
<th>Troupe</th>
<th>MLE</th>
<th>MC(p=10^2)</th>
<th>MC(p=10^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(H^+)</td>
<td>2.1860</td>
<td>2.1864</td>
<td>2.1971</td>
<td>2.1818</td>
<td>2.1929</td>
</tr>
<tr>
<td>(H^-)</td>
<td>2.1907</td>
<td>2.1911</td>
<td>2.1972</td>
<td>2.1765</td>
<td>2.1860</td>
</tr>
<tr>
<td>Twitch</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(H^+)</td>
<td>2.1963</td>
<td>2.1962</td>
<td>2.1972</td>
<td>2.1873</td>
<td>2.1949</td>
</tr>
<tr>
<td>(H^-)</td>
<td>2.1953</td>
<td>2.1956</td>
<td>2.1972</td>
<td>2.1890</td>
<td>2.1947</td>
</tr>
<tr>
<td>GitHub</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(H^+)</td>
<td>2.1953</td>
<td>2.1954</td>
<td>2.1972</td>
<td>2.1907</td>
<td>2.1944</td>
</tr>
</tbody>
</table>

**Figure 6.3:** The test graph classification performance of binary classifier ensembles as a function of ensembles selected by our forward model building procedure. Models are added iteratively to the ensemble based on the average approximate Shapley values extracted from the ensemble games.

**Ensemble building**

Our earlier results suggested that the approximate Shapley values output by Troupe (and other estimation methods) can be used as decision metrics for ensemble building. We demonstrate this by selecting a high performance subset of a random forest in a forward fashion using the
estimated model valuation scores. The test performance (measured by the AUC scores) of these classifiers as a function of subensemble size is plotted on Figure 6.3. From each graph we extracted Weisfeiler-Lehman tree features [134] and kept those topological patterns which appeared in at least 5 graphs. Using the counts of these features in graphs we define statistical descriptors. Using 40% of the graphs we trained a random forest with 50 classification trees, each tree was trained on 20 randomly sampled Weisfeiler-Lehman features – we used the default settings of scikit-learn. We calculated the average conditional Shapley value of classifiers in the ensemble games defined on using 30% of the data. We ordered the classifiers by the approximate Shapley values in decreasing order, created subensembles in a forward fashion and calculated the predictive performance of the resulting subensembles on the remaining 30% of the graphs. Our results suggest that Troupe has a material advantage over competing approximation schemes on the Twitch and Reddit datasets.

Model complexity and influence

We fitted a voting expert which consisted of binary classifiers with heterogeneous model complexity. We extracted the Weisfeiler-Lehman features which appeared in at least 5 graphs in the datasets. The models were trained with 50% of the dataset and the average Shapley values were calculated from the remaining 50% of graphs.

Neural network ensembles

We created an ensemble of $m = 10^3$ neural networks using scikit-learn – each of these had a single hidden layer. Each model received 20 randomly selected frequency features as input and had a randomly chosen number of hidden layer neurons – we uniformly sampled this hyperparameter from $\{2^3, 2^4, 2^5, 2^6, 2^7\}$. Individual neural networks were trained by minimizing the binary cross-entropy with SGD for 200 epochs with a learning rate of $10^{-2}$.

The distribution of normalized average Shapley values are plotted on Figures 6.4 and 6.5 for the ensemble and dual ensemble games conditioned on the number of hidden layer neurons. These results imply that more complex models with a larger number of free parameters receive higher Shapley values in both classes of games. In simple terms complex models contribute to correct and incorrect classification decisions at a disproportionate rate.
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Figure 6.5: The distribution of normalized Shapley values for neural networks in ensemble and dual ensemble games conditional on the number of neurons (Twitch dataset).

Random forest ensembles

We created a random forest ensemble of \( m = 10^3 \) classification trees using scikit-learn. Each tree in the ensemble received 20 randomly selected Wesfeiler-Lehman count features as input. We used the default settings of scikit-learn except for the maximal depth which we fixed to be 4. Using the Reddit and Twitch datasets we plotted on Figures 6.6 and 6.7 the mean normalized Shapley value of classification trees obtained by Troupe in the ensemble games and dual ensemble games conditioned on the number of leaves that the trees have.

Our results support the claim made earlier that more complex models (higher number of tree leaves) contribute to correct and incorrect classification decisions with a higher probability. However, in this case the higher number of leaves might be a random artifact of sampling better quality features which are more discriminative.

Identifying adversarial models

Ensembles can be formed by the model owners submitting their classifiers voluntarily to a machine learning market. We investigated how adversarial behaviour of model owners affects the Shapley values of classifiers. We used Weisfeiler-Lehman tree features and trained a random forest ensemble of 20 classifiers using 50\% of the data – each of these models utilized a random subset of 20 features and had a maximal tree depth of 4. The Shapley values were calculated from the remaining 50\% of the data using Troupe. We artificially corrupted the predictions for 10
of the classification trees by mixing the outputted probability values with noise that had $\mathcal{U}(0,1)$ distribution. The corrupted predictions were a convex combination of the original prediction and the noise – we call the weight of the noise as the adversarial noise ratio. Given an adversarial noise ratio we calculated the mean Shapley value (with standard errors) for the adversarial and normally behaving classification trees in the ensemble.

In Figure 6.8 we plotted the mean Shapley value of models which are adversarial and which are not in a scenario where a fraction of model owners mixed their predictions with noise. Even with a negligible amount of adversarial noise the Shapley values of adversarial models drop in the ensemble games considerably.

**Scalability**

We plotted the mean runtime of Shapley value approximations calculated from 10 experimental runs for an ensemble with $m = 2^5$ and dataset with $n = 2^8$ on Figure 6.9. All results were obtained with our open-source framework. These average runtimes of the approximation techniques are in line with the known and new theoretical results discussed in Sections 6.2 and 6.4. The precise estimates of Shapley values obtained with *Troupe* come at a time cost.
6.6 Conclusions and future directions

We proposed a new class of cooperative games called ensemble games in which binary classifiers cooperate in order to classify a data point correctly. We postulated that solving these games with the Shapley value results in a measure of individual classifier quality. We designed Troupe a voting game inspired approximation algorithm which computes the average of Shapley values for every classifier in the ensemble based on a dataset. Using these estimated model valuation scores we introduced metrics which describe the model heterogeneity of the ensemble with respect to predictive accuracy. We provided theoretical results about the sample size needed for precise estimates of the model quality.

We have demonstrated that our algorithm can provide accurate estimates of the Shapley value and the ensemble heterogeneity measures on real world social network data. We illustrated how the Shapley values of the models can be used to create small sized but highly accurate graph classification ensembles. We presented evidence that complex models have an important role in the classification decisions of ensembles. We showcased that our framework can identify adversarial models in the classification ensemble.

We think that our contribution opens up venues for novel theoretical and applied data mining research about ensembles. We theorize that our model valuation framework can be generalized to ensembles which consist of multi-class predictors using a one versus many approach. Our work provides an opportunity for the design and implementation of real world machine learning markets where the payoff of a model owner is a function of the individual model value in the ensemble.
Part II

Software for Graph Mining
Chapter 7

Karate Club: A Python Library for Unsupervised Learning on Graphs

Graphs encode important structural properties of complex systems. Machine learning on graphs has therefore emerged as an important technique in research and applications. We present Karate Club – a Python framework combining more than 30 state-of-the-art graph mining algorithms. These unsupervised techniques make it easy to identify and represent common graph features. The primary goal of the package is to make community detection, node and whole graph embedding available to a wide audience of machine learning researchers and practitioners. Karate Club is designed with an emphasis on a consistent application interface, scalability, ease of use, sensible out of the box model behaviour, standardized dataset ingestion, and output generation. This chapter discusses the design principles behind the framework with practical examples. We show Karate Club’s efficiency in learning performance on a wide range of real world clustering problems and classification tasks along with supporting evidence of its competitive speed.

7.1 Introduction

Techniques that extract features from graph data in an unsupervised manner [134, 147, 232] have seen an increasing success in the machine learning community. Features automatically extracted by these methods can serve as inputs for link prediction, node and graph classification, community detection and various other tasks tasks [134, 147, 148, 165, 226] in a wide range of real world research and application scenarios. Graph mining tools such as [68, 107, 146] have contributed to enhancement and development of machine learning pipelines. The need for complicated custom feature engineering is reduced by unsupervised mining techniques. This approach produces features that are naturally reusable on multiple types of tasks. Recent research [147, 148, 202] has made such feature extraction highly efficient and parallelizable.

The democratization of machine learning for tabular data was led by frameworks which made fast paced development possible. Tools such as [1, 20, 144, 145] are available in general purpose scripting languages with easy to use consistent interfaces. On the other hand, current graph based learning frameworks are less mature and of limited scope [68, 146]. For example, these packages host certain community detection algorithms, but none for whole graph or node embedding. In addition, some of these tools [107, 146] have significant barriers for the end users in terms of installing prerequisites and custom data structures used for representing graphs.
Present work. We propose \textit{Karate Club}, an open source Python framework for unsupervised learning on graphs. We implemented \textit{Karate Club} with consistent API oriented design principles in mind which makes the library end user friendly and modular. The name of the package is inspired by Zachary’s Karate Club [242] – a network commonly used to demonstrate network algorithms. The design of this machine learning tool box was motivated by the principles used to create the widely used \textit{scikit-learn} package [20].

The design entails a number of fundamental engineering patterns. Each algorithm has a sensible default hyperparameter setting which helps non expert practitioners. To further ease the use of our package, algorithms have a limited number of shared, publicly available methods (e.g. fit). Models ingest data structures from the scientific Python ecosystem [68, 214, 215] as input and the generated output also follows these formats. The inner model mechanics are always implemented as private methods using optimized back-end libraries [39, 156, 214, 215] for computing. These principles combined with the extensive documentation ensure that \textit{Karate Club} is accessible to a wider audience than the currently available open-source graph mining frameworks.

Our empirical evaluation focuses on three common graph mining tasks: non-overlapping community detection, node and graph classification. We compare the learning performance of node and graph level algorithms implemented in our framework on various real world social, web and collaboration networks (collected from Deezer, Reddit, Facebook, Twitch, Wikipedia and GitHub). With respect to the runtime, models in \textit{Karate Club} show excellent scalability which we demonstrate by the use of synthetic data.

Our contributions. Specifically our work makes the following key contributions:

1. We release \textit{Karate Club}, a Python graph mining framework which provides a wide range of easy to use community detection, node and whole graph embedding procedures.

2. We demonstrate with code the main ideas of the API oriented framework design: hyperparameter encapsulation and inspection, available public methods, dataset ingestion, output generation, and interfacing with downstream learning algorithms and evaluation methods.

3. We evaluate the learning performance of the framework on real world community detection, node and graph classification problems. We validate the scalability of the algorithms implemented in our framework.

4. We open sourced with the framework a detailed documentation and released multiple large graph classification datasets.

The remainder of this paper is structured as follows. In Section 7.2 we discuss the covered graph mining techniques. We overview the main principles behind \textit{Karate Club} in Section 7.3 where we included detailed examples to explain these design ideas. The learning performance and scalability of the algorithms in the package are evaluated in Section 7.4. We review related data mining libraries in Section 7.5. The paper concludes with Section 7.6 where we discuss future directions. The source code of \textit{Karate Club} can be downloaded from https://github.com/benedekrozemberczki/karateclub; the Python package can be installed from the \textit{Python Package Index}. Extensive documentation is available at https://karateclub.readthedocs.io/en/latest/ with detailed examples.
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7.2 Graph mining procedures in Karate Club

In this section, we briefly discuss the various graph mining algorithms which are available in the 1.0 release of the Karate Club package.

Community detection

Community detection techniques cluster the vertices of the graph into densely connected groups of nodes. This grouping can be the final result or an input for a downstream learning algorithm (e.g. node classification or link prediction).

Karate Club currently contains several methods for non-overlapping and overlapping community detection. Non-overlapping community detection is analogous to clustering, and assumes that a node can only belong to a single group; see, for example, [112, 153, 155, 166]. While overlapping community detection is analogous to fuzzy clustering as nodes have an affiliation with multiple clusters; look for example [99, 193, 218, 232, 238].

Node embedding

Node embeddings map vertices of a graph into an Euclidean space in which those that are deemed to be similar according to a certain notion will be in close proximity. The Euclidean representation makes it easier to apply standard machine learning libraries for node classification, link prediction, clustering etc.

Neighbourhood preserving embedding maintains the proximity of nodes in the graph when an embedding is created. These methods implicitly [147, 148, 170] or explicitly [22, 85, 154, 194] decompose a proximity matrix (e.g. powers of the adjacency matrix or a sum of these matrices) to create the node embedding.

Structural embedding conserves the structural roles of nodes in the embedding space [11, 41, 75]. Nodes with similar embeddings have a similar distribution of descriptive statistics (e.g. centrality and clustering coefficient) in their vicinity. Embeddings are distilled by the decomposition of matrices representing structural features of nodes.

Attributed embedding retains the neighbourhood structure and generic feature similarity of nodes when the embedding is learned. This learning involves the joint factorization of the node-node and node-feature matrices with a direct [227, 231] or implicit matrix decomposition technique [165, 244].

Meta embedding combines information from neighbourhood preserving, structural and attributed embeddings in order to create higher representation quality embeddings [228].

Whole graph embedding and summarization

Whole graph embedding and summarization techniques create fixed size representations of entire graphs as points in a Euclidean space. Those graphs which are close in the embedding space share structural patterns such as subtrees. These representations are used for a range of graph level tasks – graph classification, regression and whole graph clustering.
Spectral fingerprints extract statistics from the eigenvectors and eigenvalues of the graph Laplacian \([34, 202, 213]\). Vectors of the descriptive statistics are used as the whole graph representation. Implicit factorization techniques create a graph – structural feature matrix \([27, 134]\) by enumerating string features in the graphs. This matrix is decomposed in order to create whole graph descriptors and feature embeddings jointly.

### 7.3 Design principles

When we created Karate Club, we used an API oriented machine learning system design point of view \([20, 145]\) in order to make an end-user friendly machine learning tool. This API oriented design principle entails a few simple ideas. In this section we discuss these ideas and their apparent advantages with appropriate illustrative examples in great detail.

#### Encapsulated model hyperparameters and inspection

An unsupervised Karate Club model instance is created by using the constructor of the appropriate Python object. This constructor has a default hyperparameter setting which allows for sensible out-of-the-box model usage. In simple terms this means that the end user does not need to understand the inner model mechanics in great detail to use the methods implemented in our framework. We set these default hyperparameters to provide a reasonable learning and runtime performance. If needed, these model hyperparameters can be modified at the model instance creation time with the appropriate re-parametrization of the constructor. The hyperparameters are stored as public attributes to allow the inspection of model settings.

We demonstrate the encapsulation of hyperparameters by the code snippet in Figure 7.1. First, we want to create an embedding for a NetworkX generated Erdos-Renyi graph (line 4) with the standard hyperparameter settings. When the model is constructed and fitted (lines 6-7) we do not change default hyperparameters and we can print the standard setting of the dimensions hyperparameter (line 8). Second, we decided to set a different number of dimensions, so we created and fitted a new model (lines 10-11) and we print the new value of the dimensions hyperparameter (line 12).

```python
1 import networkx as nx
2 from karateclub import DeepWalk
3
4 graph = nx.gnm_random_graph(100, 1000)
5
6 model = DeepWalk()
7 model.fit(graph)
8 print(model.dimensions)
9
10 model = DeepWalk(dimensions=64)
11 model.fit(graph)
12 print(model.dimensions)
```

**Figure 7.1:** Creating a synthetic graph, using a DeepWalk model with standard and modified hyperparameter settings.
API consistency and non-proliferation of classes

Each unsupervised machine learning model in *Karate Club* is implemented as a separate class which inherits from the *Estimator* class. Algorithms implemented in our framework have a limited number of public methods as we do not assume that the end user is particularly interested in the algorithmic details related to a specific technique. All models are trained by the use of the *fit* method which takes the inputs (graph, node features) and calls the appropriate private methods to learn an embedding or clustering. Node and graph embeddings are returned by the *get_embedding* public method and cluster memberships are retrieved by calling *get_memberships*.

```python
import networkx as nx
from karateclub import DeepWalk

graph = nx.gnm_random_graph(100, 1000)
model = DeepWalk()
model.fit(graph)
embedding = model.get_embedding()
```

**Figure 7.2**: Creating a synthetic graph, using the DeepWalk constructor, fitting the embedding and returning it.

We avoided the proliferation of classes with two specific strategies. First, the inputs used by our framework and the outputs generated do not rely on custom data classes. This helps to prevent the unnecessary growth of the number of classes and also helps with interfacing with downstream applications. Second, algorithms which use the same data pre-processing or algorithmic step (e.g. truncated random walk, Weisfeiler-Lehman hashing) were built on shared blocks.

In Figure 7.2 we create a random graph (line 4), and DeepWalk model with the default hyperparameters (line 6), we fit this model (line 7) using the public *fit* method (line 7) and return the embedding by calling the public *get_embedding* method (line 8).

The example in Figure 7.2 can be modified to create a *Walklets* embedding with minimal effort by changing the model import (line 2) and the constructor (line 6) – these modifications result in the snippet of Figure 7.3.

Looking at these two snippets the advantage of the API driven design is evident as we only needed to do a few modifications. First, we had to change the import of the embedding model. Second, we needed to modify the model construction and the default hyperparameters were already set. Third, the public methods provided by the *DeepWalk* and *Walklets* classes behave the same way. An embedding is learned with *fit* and it is returned by *get_embedding*. This allows for quick and minimal changes to the code when an upstream unsupervised model used for feature extraction performs poorly.

**Standardized dataset ingestion**

We designed *Karate Club* to use standardized dataset ingestion when a model is fitted. Practically this means that algorithms which have the same purpose use the same data types for model
import networkx as nx
from karateclub import Walklets

graph = nx.gnm_random_graph(100, 1000)

model = Walklets()
model.fit(graph)
embedding = model.get_embedding()

FIGURE 7.3: Creating a synthetic graph, using the Walklets constructor, fitting the embedding and returning it.

training. In detail:

- Neighbourhood based and structural node embedding techniques use a single NetworkX graph as input for the fit method.

- Attributed node embedding procedures take a NetworkX graph as input and the features are represented as a NumPy array or as a SciPy sparse matrix. In these matrices rows correspond to nodes and columns to features.

- Graph level embedding methods and statistical graph fingerprints take a list of NetworkX graphs as an input.

- Community detection methods use a NetworkX graph as an input.

High performance model mechanics

The underlying mechanics of the graph mining algorithms were implemented using widely available Python libraries which are not operation system dependent and do not require the presence of other external libraries like TensorFlow or PyTorch does [1, 144]. The internal graph representations in Karate Club use NetworkX. Dense linear algebra operations are done with NumPy and their sparse counterparts use SciPy. Implicit matrix factorization techniques [11, 147, 148, 165, 244] utilize the GenSim [156] package and methods which rely on graph signal processing use PyGSP [39].

Standardized output generation and downstream interfacing

The standardized output generation of Karate Club ensures that unsupervised learning algorithms which serve the same purpose always return the same type of output with a consistent data point ordering. There is a very important consequence of this design principle. When a certain type of algorithm is replaced with the same type of algorithm, the downstream code which uses the output of the upstream unsupervised model does not have to be changed. Specifically the outputs generated with our framework use the following data structures:

- Node embedding algorithms (neighbourhood preserving, attributed and structural) always return a NumPy float array when the get_embedding method is called. The number of rows
in the array is the number of vertices and the row index always corresponds to the vertex index. Furthermore, the number of columns is the number of embedding dimensions.

- **Whole graph embedding methods** (spectral fingerprints, implicit matrix factorization techniques) return a NumPy float array when the `get_embedding` method is called. The row index corresponds to the position of a single graph in the list of graphs inputted. In the same way, columns represent the embedding dimensions.

- **Community detection procedures** return a dictionary when the `get_memberships` method is called. Node indices are keys and the values corresponding to the keys are the community memberships of vertices. Certain graph clustering techniques create a node embedding in order to find vertex clusters. These return a NumPy float array when the `get_embedding` method is called. This array is structured like the ones returned by node embedding algorithms.

```python
import community
import networkx as nx
from karateclub import LabelPropagation, SCD

graph = nx.gnm_random_graph(100, 1000)

model = SCD()
model.fit(graph)
scd_memberships = model.get_memberships()

model = LabelPropagation()
model.fit(graph)
lp_memberships = model.get_memberships()

print(community.modularity(scd_memberships, graph))
print(community.modularity(lp_memberships, graph))
```

**Figure 7.4:** Creating a synthetic graph, clustering with two community detection techniques and using an external library to evaluate the modularity of clusterings.

We demonstrate the standardized output generation and interfacing by the code fragment in Figure 7.4. We create clusterings of a random graph and return dictionaries containing the cluster memberships. Using the external community library we can calculate the modularity of these clusterings (lines 15-16). This shows that the standardized output generation makes interfacing with external graph mining and machine learning libraries easy.

**Limitations**

The current design of Karate Club has certain limitations and we make assumptions about the input. We assume that that the NetworkX graph is undirected and consists of a single strongly connected component. All algorithms assume that nodes are indexed with integers consecutively and the starting node index is 0. Moreover, we assume that the graph is not multipartite, nodes are homogeneous and edges are unweighted (each edge has a unit weight).
In case of the whole graph embedding algorithms [27, 34, 51, 134, 202, 213] all graphs in the set of graphs must amend the previously listed requirements with respect to the input. The Weisfeiler-Lehman feature based embedding techniques [27, 134] allow nodes to have a single string feature which can be accessed with the `feature` key. Without the presence of this key these algorithms default to the use of degree centrality as a node feature.

### 7.4 Experimental evaluation

In the experimental evaluation of *Karate Club* we will demonstrate two things. First, we will show that the implemented algorithms have a good performance with respect to embedding and extracted community quality on a variety of machine learning problems. Second, we support evidence that those algorithms which in theory scale linearly with the input size (number of nodes or number of graphs) scale linearly using our framework in practice. Throughout these experiments we will always use the standard hyperparameter settings of the 1.0 release of our package.

#### Learning performance

The evaluation of the representation quality focuses on three types of machine learning tasks. These are: community detection with ground truth communities, node classification with the node embeddings, and whole graph classification with graph level embeddings.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Wikipedia Crocodiles</th>
<th>GitHub Developers</th>
<th>Twitch England</th>
<th>Facebook Page-Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>11,631</td>
<td>37,700</td>
<td>7,126</td>
<td>22,470</td>
</tr>
<tr>
<td>Density</td>
<td>0.003</td>
<td>0.001</td>
<td>0.002</td>
<td>0.001</td>
</tr>
<tr>
<td>Transitivity</td>
<td>0.026</td>
<td>0.013</td>
<td>0.042</td>
<td>0.232</td>
</tr>
<tr>
<td>Diameter</td>
<td>11</td>
<td>7</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>Features</td>
<td>13,183</td>
<td>4,005</td>
<td>2,545</td>
<td>4,714</td>
</tr>
</tbody>
</table>

#### Datasets

In order to evaluate the performance of vertex level algorithms (node embedding and community detection) we used attributed web, collaboration and social networks which are publicly available on *SNAP*\(^1\) [107, 165]. We decided to use attributed networks because a large number of algorithms in *Karate Club* can exploit the presence of node features. These datasets are the following:

- **Wikipedia Crocodiles**: In this graph nodes represent Wikipedia pages and edges are mutual links. The vertex features describe the presence of nouns in the article and the binary target variable indicates the volume of traffic on the site.

---

\(^1\)https://snap.stanford.edu/data/
GitHub Developers: Vertices in this network are developers who use GitHub and edges represent mutual follower relationships between the users. Features are derived based on location, biography and other metadata, the binary target variable is whether someone is a machine learning or web developer.

Twitch England: Nodes of this graph are Twitch users from England and edges are mutual friendships between them. Node features were extracted based on the streaming history of the users while the binary node class describes whether the user creates explicit content.

Facebook Page-Page: A network of verified Facebook pages where nodes are pages and the links between nodes are mutual likes. Features are distilled from the page descriptions and the target is the category of the Facebook page (Politicians, Governments, Companies, TV Shows).

The descriptive statistics of these node level datasets are summarized in Table 7.1. As one can see these networks have a large variety of size, level of clustering and diameter.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Graphs</th>
<th>Nodes</th>
<th>Density</th>
<th>Diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit Threads</td>
<td>203,088</td>
<td>11</td>
<td>0.021</td>
<td>2</td>
</tr>
<tr>
<td>Twitch Egos</td>
<td>127,094</td>
<td>14</td>
<td>0.038</td>
<td>1</td>
</tr>
<tr>
<td>GitHub StarGazers</td>
<td>12,725</td>
<td>10</td>
<td>0.003</td>
<td>2</td>
</tr>
<tr>
<td>Deezer Egos</td>
<td>9,629</td>
<td>11</td>
<td>0.015</td>
<td>2</td>
</tr>
</tbody>
</table>

Graph level embedding algorithms were evaluated on a variety of web and social graph datasets which we collected specifically for this paper. We made these graph collections publicly available. The graph collections used for predictive performance evaluation are the following:

Reddit Threads: Discussion and non-discussion based threads from Reddit which we collected in May 2018. The task is to predict whether a thread is discussion based.

Twitch Egos: The ego-nets of Twitch users who participated in the partnership program in April 2018. The binary classification task is to predict using the ego-net whether the central gamer plays a single or multiple games.

Github StarGazers: The social networks of developers who starred popular machine learning and web development repositories until 2019 August. The task is to decide whether a social network belongs to a web or machine learning repository.

Deezer Egos: The ego-nets of Eastern European users collected from the music streaming service Deezer in February 2020. The related task is the prediction of gender for the ego node in the graph.

2https://github.com/benedekrozemberczki/datasets
We listed the size of these datasets with the respective descriptive statistics in Table 7.2. It is worth noting that the Reddit Threads and Twitch Egos both have at least 10 fold more graphs than the social graph datasets which are widely used for graph classification evaluation [226]. We would also like to emphasize that the use of graph kernels would not be feasible on graph datasets which are this numerous.

We evaluate the community detection performance by running the clustering algorithms on the node level datasets. In case of overlapping community detection algorithms [44, 99, 193, 218, 232, 238] we assigned each node to the cluster that has the strongest affiliation score with the node (ties were broken randomly). The metric used for the clustering performance measurement is the average normalized mutual information (henceforth NMI) score calculated between the cluster membership vector and the factual class memberships. We report in Table 7.3 the NMI averages with the standard errors calculated from 100 experimental runs.

Looking at Table 7.3 first we notice that the non-overlapping community detection techniques [44, 112, 153, 155, 166] materially outperform the overlapping models which create latent spaces [99, 193, 218, 232, 238] on every dataset in terms of NMI. Second, those algorithms which create clusters based on the presence of closed triangles (SCD [153], Ego-Splitting [44]) have a general strong performance. Finally, on problems where it can be assumed that the class membership vector is associated with structural properties (e.g. Wikipedia Crocodiles), the overlapping latent space creating community detection methods perform poorly in terms of NMI.

### Graph classification

In each dataset we created representations for the graphs and use those as predictors for the downstream classification task. We repeated the feature distillation and supervised model training 100 times, used 80% of graphs for training and 20% for testing with seeded splits. Using the graph class vectors of the test set and class probabilities outputted by the logistic regression
classifier we calculated mean area under the curve (henceforth AUC) values which are presented
in Table 7.4 along with their standard errors.

Table 7.4: Mean AUC values with standard errors on the graph level datasets calculated from 100 seed
train-test splits.

<table>
<thead>
<tr>
<th>Model</th>
<th>Reddit Threads</th>
<th>Twitch Egos</th>
<th>GitHub StarGazers</th>
<th>Deezer Egos</th>
</tr>
</thead>
<tbody>
<tr>
<td>GL2Vec [27]</td>
<td>.753 ± .002</td>
<td>.664 ± .002</td>
<td>.551 ± .001</td>
<td>.504 ± .001</td>
</tr>
<tr>
<td>Graph2Vec [134]</td>
<td>.804 ± .002</td>
<td>.702 ± .003</td>
<td>.585 ± .001</td>
<td>.512 ± .001</td>
</tr>
<tr>
<td>SF [34]</td>
<td>.814 ± .002</td>
<td>.678 ± .003</td>
<td>.558 ± .001</td>
<td>.501 ± .001</td>
</tr>
<tr>
<td>NetLSD [202]</td>
<td>.827 ± .001</td>
<td>.631 ± .002</td>
<td>.632 ± .001</td>
<td>.522 ± .001</td>
</tr>
<tr>
<td>FGSD [213]</td>
<td>.825 ± .002</td>
<td>.705 ± .003</td>
<td>.656 ± .001</td>
<td>.526 ± .001</td>
</tr>
<tr>
<td>GeoScattering</td>
<td>.800 ± .001</td>
<td>.697 ± .001</td>
<td>.546 ± .003</td>
<td>.522 ± .003</td>
</tr>
<tr>
<td>FEATHER [171]</td>
<td>.830 ± .002</td>
<td>.720 ± .003</td>
<td>.748 ± .002</td>
<td>.540 ± .001</td>
</tr>
</tbody>
</table>

The results presented in Table 7.4 show that the representations created by implicit factor-
ization [27, 134] and spectral finger printing [34, 202, 213] techniques are predictive on most
problems. In addition, we see evidence that algorithms from the latter group create somewhat
higher quality representations.

Node classification

In this series of experiments we evaluated the node classification performance on the node level
datasets. For each graph we learned a node embedding and used the features of this node
embedding as predictors for a downstream logistic (softmax) regression model. We repeated the
embedding and supervised model training 100 times, used 80% of the nodes for training and 20%
for testing with seeded splits. Using the target vectors of the test set and the class probabilities
outputted by the downstream model we calculated mean AUC scores. These average AUC values
are reported in Table 7.5 with standard errors. The results in Table 7.5 generally demonstrate
that the included neighbourhood based [17, 22, 85, 139, 147, 148, 154, 170, 194], structural role
preserving [11, 41], and attributed [15, 165, 227, 231, 234, 244] node embedding techniques all
generate reasonable quality representations for this classification task. There are additional
conclusions; (i) multi-scale node embeddings such as GraRep [22], Walklets, [148], and MUSAE
[165] create high quality node features, (ii) combining neighbourhood and attribute information
results in the best representations [165, 244], (iii) there is not a single model which is generally
superior.

Scalability

We perform scalability tests for all three types of algorithms (community detection, node and
whole graph embedding). For each of these categories we investigate the scalability of 4 chosen al-
gorithms. We use Erdos-Renyi graphs where the input size and graph density can be manipulated
directly.
As the size of the graphs is increased, which was expected, the spectral fingerprinting techniques [34, 213] do not scale well when the runtime increases linearly with the size of the dataset assuming that size of the graphs is homogeneous. Second, the spectral fingerprinting techniques [34, 213] do not scale well when the number of graphs and their size on Figure 7.7. The base graph used for the first plot had 64 nodes and 5 edges per node and for the second plot we used 2^{10} graphs. First, a takeaway is that the runtime increases linearly with the size of the dataset assuming that size of the graphs is homogeneous. Second, the spectral fingerprinting techniques [34, 213] do not scale well when the size of the graphs is increased which was expected.

### Table 7.5: Mean AUC values with standard errors on the node level datasets calculated from 100 seed train-test splits.

<table>
<thead>
<tr>
<th>Method</th>
<th>Crocodiles (±)</th>
<th>GitHub Developers (±)</th>
<th>Twitch England (±)</th>
<th>Page-Page (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoostNE [83]</td>
<td>.685 ± .001</td>
<td>.845 ± .001</td>
<td>.576 ± .001</td>
<td>.752 ± .001</td>
</tr>
<tr>
<td>NodeSketch [230]</td>
<td>.722 ± .001</td>
<td>.631 ± .001</td>
<td>.520 ± .001</td>
<td>.579 ± .001</td>
</tr>
<tr>
<td>Diff2Vec [170]</td>
<td>.832 ± .001</td>
<td>.858 ± .001</td>
<td>.589 ± .001</td>
<td>.873 ± .001</td>
</tr>
<tr>
<td>NetMF [154]</td>
<td>.866 ± .001</td>
<td>.867 ± .001</td>
<td>.629 ± .002</td>
<td>.946 ± .001</td>
</tr>
<tr>
<td>Walklets [148]</td>
<td>.875 ± .001</td>
<td>.899 ± .002</td>
<td>.622 ± .001</td>
<td>.973 ± .001</td>
</tr>
<tr>
<td>HOPE [139]</td>
<td>.870 ± .001</td>
<td>.844 ± .001</td>
<td>.612 ± .001</td>
<td>.909 ± .001</td>
</tr>
<tr>
<td>GraRep [22]</td>
<td>.888 ± .002</td>
<td>.876 ± .001</td>
<td>.609 ± .001</td>
<td>.952 ± .001</td>
</tr>
<tr>
<td>DeepWalk [147]</td>
<td>.850 ± .001</td>
<td>.872 ± .002</td>
<td>.597 ± .002</td>
<td>.877 ± .001</td>
</tr>
<tr>
<td>NMF-ADMM [194]</td>
<td>.747 ± .001</td>
<td>.784 ± .001</td>
<td>.619 ± .001</td>
<td>.937 ± .001</td>
</tr>
<tr>
<td>LAP [17]</td>
<td>.784 ± .001</td>
<td>.529 ± .001</td>
<td>.511 ± .001</td>
<td>.501 ± .001</td>
</tr>
<tr>
<td>GraphWave [41]</td>
<td>.517 ± .001</td>
<td>.620 ± .001</td>
<td>.583 ± .001</td>
<td>.613 ± .001</td>
</tr>
<tr>
<td>BANE [231]</td>
<td>.866 ± .002</td>
<td>.570 ± .001</td>
<td>.551 ± .001</td>
<td>.970 ± .002</td>
</tr>
<tr>
<td>TENE [234]</td>
<td>.907 ± .001</td>
<td>.874 ± .001</td>
<td>.615 ± .001</td>
<td>.886 ± .001</td>
</tr>
<tr>
<td>TADW [227]</td>
<td>.896 ± .001</td>
<td>.817 ± .001</td>
<td>.612 ± .002</td>
<td>.871 ± .001</td>
</tr>
<tr>
<td>FSCNMF [15]</td>
<td>.912 ± .001</td>
<td>.856 ± .002</td>
<td>.621 ± .001</td>
<td>.891 ± .001</td>
</tr>
<tr>
<td>SINE [244]</td>
<td>.904 ± .001</td>
<td>.910 ± .002</td>
<td>.646 ± .001</td>
<td>.979 ± .001</td>
</tr>
<tr>
<td>MUSAE [165]</td>
<td>.931 ± .001</td>
<td>.903 ± .001</td>
<td>.628 ± .001</td>
<td>.981 ± .001</td>
</tr>
</tbody>
</table>

Figure 7.6 plots runtime against size and density of the clustered while the average number of edges is fixed to be 10. In the densification scenario we clustered a graph with 2^{12} nodes. Non-overlapping community detection techniques show a remarkable scalability with respect to graph size increase, and we also see that the densification of the graph results in longer runtimes. We measured the same way how the average runtime of node embedding varies with input size changes and densification and plotted these in Figure 7.5. These results show that under no preferential attachment all of the included methods scale linearly with input size changes. Moreover, implicit factorization runtimes are unaffected by the densification of the graph.

In case of the whole graph representation we plotted the average runtime as a function of the number of graphs and their size on Figure 7.7. The base graph used for the first plot had 64 nodes and 5 edges per node and for the second plot we used 2^{10} graphs. First, a takeaway is that the runtime increases linearly with the size of the dataset assuming that size of the graphs is homogeneous. Second, the spectral fingerprinting techniques [34, 213] do not scale well when the size of the graphs is increased which was expected.
Figure 7.5: Scalability of node embedding procedures in Karate Club. We vary the number of nodes and the density of an Erdos-Renyi graph.

Figure 7.6: Scalability of the community detection procedures in Karate Club. We vary the number of nodes and the density of an Erdos-Renyi graph.

Figure 7.7: Scalability of graph embedding and summarization procedures in Karate Club. We vary the number of Erdos-Renyi graphs and their size.
7.5 Related work

In this section we discuss how the design of our framework is related to existing machine learning frameworks, what differentiates it from other graph mining tools.

**API oriented machine learning frameworks**

*Scikit-learn* [20, 145] is a machine learning framework with consistent and easy to use design. The *scikit-learn* models are characterised by models with a consistent API, their constructors have encapsulated sensible hyperparameters and utilize widely used Python data structures for data ingestion and output generation. This compositional design of the framework results in a low number of model classes, reusable model blocks and enables fast deployment. The *Karate Club* API draws heavily from the ideas of *scikit-learn* and the output generated is suitable as input for *scikit-learn*’s machine learning procedures.

**Graph mining libraries**

The *Karate Club* framework is differentiated from other graph mining libraries because of the lightweight prerequisites and the wide coverage of the learning techniques which we implemented. First, the *SNAP* and *GraphTool* packages both have C++ prerequisites which have to be pre-compiled and installed. Our framework only has Python dependencies and builds on top of the *NetworkX* project. Second, the *SNAP* [107] library only covers specific methods which were created by the authors of the framework. The *NetworkX* [68] and *GraphTool* [146] libraries only provide tools for community detection. Node and whole graph embedding is not supported by these frameworks.

7.6 Conclusion and future directions

In this work we described *Karate Club* a Python framework built on the open source packages *NetworkX* [68], *PyGSP* [39], *Gensim* [156], *NumPy* [215], and *SciPy Sparse* [214] which performs unsupervised learning on graph data. Specifically, it supports community detection, node embedding, and whole graph embedding techniques.

We discussed in detail the design principles which we followed when we created *Karate Club*, standard hyperparameter encapsulation, the assumptions about the format of input data and generated output, and the available public methods. In order to demonstrate these principles we included illustrative examples of code. In a series of experiments on real world datasets we validated that the machine learning models in *Karate Club* produce high quality clusters and embeddings. At the same time we demonstrated on synthetic data that the linear runtime algorithms scale well with increasing input size.

As discussed, *Karate Club* has certain limitations with regards to the types of graphs that it can handle. In the future we plan to extend it to operate on directed and weighted graphs. Another aim is to provide a general framework for unsupervised learning algorithms on heterogeneous, multiplex, temporal graphs and procedures for the hyperbolic embedding of nodes [176, 212].
Chapter 8

Little Ball of Fur: A Python Library for Graph Sampling

Sampling graphs is an important task in data mining. In this chapter, we describe *Little Ball of Fur* a Python library that includes more than twenty graph sampling algorithms. Our goal is to make node, edge, and exploration-based network sampling techniques accessible to a large number of professionals, researchers, and students in a single streamlined framework. We created this framework with a focus on a coherent application public interface which has a convenient design, generic input data requirements, and reasonable baseline settings of algorithms. Here we overview these design foundations of the framework in detail with illustrative code snippets. We show the practical usability of the library by estimating various global statistics of social networks and web graphs. Experiments demonstrate that *Little Ball of Fur* can speed up node and whole graph embedding techniques considerably with mildly deteriorating the predictive value of distilled features.

8.1 Introduction

Modern graph datasets such as social networks and web graphs are large and can be mined to extract detailed insights. However, the large size of the datasets pose fundamental computational challenges on graphs [61, 87]. Exploratory data analysis and computation of basic descriptive statistics can be time consuming on real world graphs. More advanced graph mining techniques such as node and edge classification or clustering can be completely intractable on full size datasets such as web graphs.

One of the fundamental techniques to deal with large datasets is sampling. On simple datasets such as point clouds, sampling preserves most of the distributional features of the data and forms the basis of machine learning [179]. However, graphs represent complex interrelations, so that naive sampling can destroy the salient features that constitute the value of the graph data. Graph sampling algorithms therefore need to be sensitive to the various features that are relevant to the downstream tasks. Such features include statistics such as diameter, clustering coefficient [42], transitivity or degree distribution. In more complex situations, graphs are used for community detection, classification, edge prediction etc [72]. A sampling algorithm should be representative with respect to such downstream learning tasks.
Various graph sampling procedures have been proposed with different objectives [79]. The implementation of the graph sampling technique and choice of its parameters used for the subgraph extraction can affect its utility for the task in question. A toolbox of well understood graph sampling techniques can make it easier for researchers and practitioners to easily perform graph sampling, and have consistent reproducible sampling across projects. Our goal is to make a large number of graph sampling techniques available to a large audience.

**Present work.** We release *Little Ball of Fur* – an open-source Python library for graph sampling. This is the first publicly available and documented Python graph sampling library. The general design of our framework is centered around an end-user friendly application public interface which allows for fast paced development and interfacing with other graph mining frameworks.

We achieve this by applying a few core software design principles consistently. Sampling techniques are implemented as individual classes and have pre-parametrized constructors with sensible default settings, which include the number of sampled vertices or edges, a random seed value and hyperparameters of the sampling method itself. Algorithmic details of the sampling procedures are implemented as private methods in order to shield the end-user from the inner mechanics of the algorithm. These concealed workings of samplers rely on the standard Python library and Numpy [215]. Practically, sampling techniques only provide a single shared public method (sample) which returns the sampled graph. Sampling procedures use NetworkX [68] and NetworKit [186] graphs as the input and the output adheres to the same widely used generic formats.

We demonstrate the practical applicability of our framework on various social networks and web graphs (e.g. Facebook, LastFM, Deezer, Wikipedia). We show that our package allows the precise estimation of macro level statistics such as average degree, transitivity, and degree correlation. We provide evidence that the use of sampling routines from *Little Ball of Fur* can reduce the runtime of node and whole graph embedding algorithms. Using these embeddings as input features for node and graph classification tasks we establish that the embeddings learned on the subsampled graphs extract high quality features.

**Our contributions.** Specifically, the main contributions of our work can be summarized as:

1. We present *Little Ball of Fur* a Python graph sampling library which includes various node, edge and exploration based subgraph sampling techniques.

2. We use code snippets to discuss the design principles which we applied when we developed our package. We examine the presence of standard hyperparameter settings, inner sampling mechanics which are implemented as private methods, the unified application public interface and the use of open-source scientific data structures.

3. We demonstrate on various real world social network and webgraph datasets how sampling a subgraph with *Little Ball of Fur* affects the estimation accuracy of graph-level macro statistics. We present real world graph mining case studies where using our sampling framework speeds up graph embedding.

4. We provide a detailed documentation of our sampling package with a tutorial and case studies with code snippets.
The rest of this chapter has the following structure. In Section 8.2 we overview the relevant literature about graph sampling. This discussion covers node, edge, and exploration sampling techniques, and the possible applications of sampling from graphs. The design principles which we followed when *Little Ball of Fur* was developed are discussed in Section 8.3 with samples of illustrative Python code. The subsampling techniques provided by our framework are evaluated in Section 8.4. We present results about network statistic estimation performance, machine learning case studies about node and graph classification. The chapter concludes with Section 8.5 where we discuss our main findings and point out directions for future work. We open sourced the software package and it can be downloaded from https://github.com/benedekrozemberczki/littleballoffur; the Python package can be installed via the Python Package Index. A comprehensive documentation can be accessed at https://little-ball-of-fur.readthedocs.io/en/latest/ with a step-by-step tutorial.

8.2 Related work

In this section we briefly overview the types of graph subsampling techniques included in *Little Ball of Fur* and the node and graph level representation learning algorithms used for the experimental evaluation of the framework.

Graph sampling techniques

Graph subsampling procedures have three main groups – node, edge, and exploration-based techniques. We give a brief overview of these techniques in this section.

Node sampling

Techniques which sample nodes select a set of representative vertices and extract the induced subgraph among the chosen vertices. Nodes can be sampled uniformly without replacement (RN) [189], proportional to the degree centrality of nodes (RDN) [7] or according to the pre-calculated PageRank score of the vertices (PRN) [105]. All of these methods assume that the set of vertices and edges in the graph is known ex-ante.

Edge sampling

The simplest link sampling algorithm retains a randomly selected subset of edges by sampling those uniformly without replacement (RE) while another approach is to randomly select nodes and an edge that belongs to the chosen node (RNE) [98]. These techniques can be hybridized by alternating between node-edge sampling and random edge selection with a parametrized probability (HRNE) [98].

By randomly selecting a set of retained edges one implicitly samples nodes. Because of this the random edge selection can be followed up by an induction step (TIES) [10] in which the additional edges among chosen nodes are all added. This step can be a partial induction (PIES)
if the edges were sampled in a streaming fashion and only edges with already sampled nodes are selected in the induction step.

**Exploration based sampling**

Node and edge sampling techniques do not extract representative subsamples of a graph by exploring the neighbourhoods of seed nodes. In comparison exploration based sampling techniques probe the neighborhood of a seed node or a set of seed vertices.

A group of exploration based sampling techniques uses search strategies on the graph to extract a subsample. The simplest search based strategies include classical traversal methods such as breadth first search (BFS) and depth first search (DFS) [40]. Snowball sampling (SB) [62] is a restricted version of BFS where a maximal fixed \( k \) number of neighbors is traversed. Forest fire (FF) sampling [106] is a parametrized stochastic version of SB sampling where the constraint on the maximum number of traversed neighbours only holds in expectation. A local greedy search based technique is community structure expansion sampling [121] (CSE) which starting with a seeding node adds new nodes to the sampled set which can reach the largest number of unknown nodes. Another simpler search based sampling technique is the random node-neighbor (RNN) [105] algorithm which randomly selects a set of seed nodes, takes the neighbors in a single hop and induces the edges of the resulting vertex set. Searching for shortest paths (SP) [157] between randomly sampled nodes can be used for selecting sequences of nodes and edges to induce a subsampled graph.

A large family of exploration based graph sampling strategies is based on random walks (RW) [60]. These techniques initiate a random walker on a seed node which traverses the graph and induces a subgraph which is used as the sample. Random walk based sampling has numerous shortcomings and a large number of sampling methods tries to correct for specific limitations.

One of the major limitations is that random walks are inherently biased towards visiting high degree nodes in the graph [79]. Metropolis-Hastings random walk (MHRW) [82, 190] and its rejection constrained variant (RC-MHRW) [113] address this bias by making the walker prone to visit lower degree nodes.

Another major shortcoming of random walk based sampling is that the walker might get stuck in the closely knit community of the seed node. There are multiple ways to overcome this. The first one is the use of non-backtracking random walks (NBTRW) [101] which removes the tottering behaviour of random walks. The second one is circulating the neighbors of every node with a vertex specific queue (CNRW) [250]. A third strategy involves teleports - the random walker jumps (RWJ) [158] with a fixed probability to a random node from the current vertex. A fourth approach is to make the walker biased towards weak links by creating a common neighbor aware random walk sampler (CNARW) [114] which is biased towards neighbors with low neighborhood overlap. A fifth strategy is using multiple random walkers simultaneously which form a so called frontier of random walkers (FRW) [158]. These techniques can be combined with each other in a modular way to overcome the limitations of random walk based sampling.

There are other possible modifications to traditional random walks which we implemented in *Little Ball of Fur*. One example is random walk with restart (RWR) [105], which is similar to RWJ
sampling, but the teleport always ends with the seed node or loop erased random walks (LERW) [221] which can sample spanning trees from a source graph uniformly.

**Node and whole graph embedding**

Our experimental evaluation includes node and graph classification for which we use features extracted with proximity preserving node embeddings and whole graph embedding techniques.

**Proximity preserving node embedding**

Given a graph \( G = (V, E) \) proximity preserving node embedding techniques [22, 66, 139, 147, 148, 170, 198] learn a function \( f : V \rightarrow \mathbb{R}^d \) which maps the nodes \( v \in V \) into a \( d \) dimensional Euclidean space. In this embedding space a pre-determined notion of node-node proximity is approximately preserved by learning the mapping. The vector representations created by the embedding procedure can be used as input features for node classifiers.

**Whole graph embedding and statistical fingerprinting**

Starting with a set of graphs \( G = (G_1, \ldots, G_n) \) whole graph embedding and statistical fingerprinting procedures [27, 134, 171, 202, 213] learn a function \( h : G \rightarrow \mathbb{R}^d \) which maps the graphs \( G \in G \) to a \( d \) dimensional Euclidean space. In this space those graphs which have similar structural patterns are close to each other. The vector representations distilled by these whole graph embedding techniques are useful inputs for graph classification algorithms.

### 8.3 Design principles

We overview the core design principles that we applied when we designed *Little Ball of Fur*. Each design principle is discussed with illustrative examples of Python code which we explain in detail.

**Encapsulated hyperparameters, random seeding, and inspection**

Graph sampling methods in *Little Ball of Fur* are implemented as individual classes which all inherit from the `Sampler` class. A `Sampler` object is created by using the constructor which has default out-of-the-box hyperparameter settings. These default settings are available in the documentation and can be customized by re-parametrizing the `Sampler` constructor. The hyperparameters of the sampling techniques are stored as `public attributes` of the `Sampler` instance which allows for inspection of the hyperparameter settings by the user. Each graph sampling procedure has a seed parameter – this value is used to set a random seed for the standard Python and NumPy random number generators. This way the subsample extracted from a specific graph with a fixed seed is always going to be the same.

The code snippet in Figure 8.1 illustrates the encapsulated hyperparameter and inspection features of the framework. We start the script by importing a simple random walk sampler from the package (line 1). We initialize the first random walk sampler instance without changing the
default hyperparameter settings (line 3). As the seed and hyperparameters are exposed we can print the seed parameter which is a public attribute of the sampler (line 4) and we can see the default value of the seed. We create a new instance with a parametrized constructor which sets a new seed (line 6) which modifies the value of the publicly available random seed (line 7).

```python
from littleballoffur import RandomWalkSampler

sampler = RandomWalkSampler()
print(sampler.seed)
sampler = RandomWalkSampler(seed=41)
print(sampler.seed)
```

**Figure 8.1:** Re-parametrizing and initializing the constructor of a sampler by changing the seed.

**Achieving API consistency and non proliferation of classes**

The graph sampling procedures included in *Little Ball of Fur* are implemented with a consistent application public interface. As we discussed the parametrized constructor is used to create the sampler instance and the samplers all have a single available public method. The subsample of the graph is extract by the use of the `sample` method which takes the source graph and calls the private methods of the sampling algorithm.

We limited the number of classes and methods in *Little Ball of Fur* with a straightforward design strategy. First, the graph sampling procedures do not rely on custom data structures to represent the input and output graphs. Second, inheritance from the `Sampler` ensures that private methods which check the input format requirements do not have to be re-implemented on a case-by-case basis for each sampling procedure.

```python
import networkx as nx
from littleballoffur import RandomWalkSampler

graph = nx.watts_strogatz_graph(1000, 10, 0)
sampler = RandomWalkSampler()
sampled_graph = sampler.sample(graph)
print(nx.transitivity(sampled_graph))
```

**Figure 8.2:** Using a random walk sampler on a Watts-Strogatz graph without changing the default sampler settings.

In Figure 8.2, first we import *NetworkX* and the random walk sampler from *Little Ball of Fur* (lines 1-2). Using these libraries we create a Watts-Strogatz graph (line 4) and a random walk sampler with the default hyperparameter settings of the sampling procedure (line 6). We sample a subgraph with the public `sample` method of the random walk sampler (line 7) and print the transitivity calculated for the sampled subgraph (line 8).
The piece of code presented in Figure 8.2 can be altered seamlessly to perform Forest Fire sampling by modifying the sampler import (line 2) and changing the constructor (line 7) – these modifications result in the example in Figure 8.3.

These illustrative sampling pipelines presented in Figures 8.2 and 8.3 demonstrate the advantage of maintaining API consistency for the samplers. Changing the graph sampling technique that we used only required minimal modifications to the code. First, we replaced the import of the sampling technique from the Little Ball of Fur framework. Second, we used the constructor of the newly chosen sampling technique to create a sampler instance. Finally, we were able to use the shared sample method and the same pipeline to calculate the transitivity of the sampled graph.

Backend deployment, standardized dataset ingestion and limitations

Little Ball of Fur was implemented with a backend wrapper. Sampling procedures can be executed by the NetworKit [186] or NetworkX [68] backend libraries depending on the format of the input graph. Basic graph operations such as random neighbor or shortest path retrieval of the backend libraries have standardized naming conventions, data generation and ingestion methods. The generic backend wrapper based design allows for the future inclusion of other general graph manipulation backend libraries such as GraphTool [146] or SNAP [109].

The shared public sample method of the node, edge and exploration based sampling algorithms takes a NetworkX/Networkit graph as input and the returned subsample is also a NetworkX/Networkit graph. The subsampling does not change the indexing of the vertices.

The rich ecosystem of graph subsampling methods and the consistent API required that Little Ball of Fur was designed with a limited scope and we made restrictive assumptions about the input data used for sampling. Specifically, we assume that vertices are indexed numerically, the first index is 0 and indexing is consecutive. We assume that the graph that is passed to the sample method is undirected and unweighted (edges have unit weights). In addition, we assume that the graph forms a single strongly connected component and orphaned nodes are not present. Heterogeneous, multiplex, multipartite and attributed graphs are not handled by the 1.0 release of the sampling framework.

The sampler classes all inherit private methods that check whether the input graph violates the listed assumptions. These are called within the sample method before the sampling process.
itself starts. When any of the assumptions is violated an error message is displayed for the end-user about the wrong input and the sampling is halted.

8.4 Experimental evaluation

To evaluate the sampling algorithms implemented in *Little Ball of Fur* we perform a number of experiments on real world social networks and webgraphs. Details about these datasets are discussed with descriptive statistics. We show how randomized spanning tree sampling can be used to speed up node embedding without reducing predictive performance. Our ablation study about graph classification demonstrates how connected graph subsampling can accelerate the application of whole graph embedding techniques. Finally, we present results about estimating graph level descriptive statistics.

Datasets

We use real world social network and webgraph datasets to compare the performance of sampling procedures and test their utility for speeding up classification tasks.

Node level datasets

The datasets used for graph statistic estimation and node classification are all available on SNAP [107], and descriptive statistics can be found in Table 8.1.

- **Facebook Page-Page** [165] is a webgraph of verified official Facebook pages. Nodes are pages representing politicians, governmental organizations, television shows and companies while the edges are links between the pages. The related task is multinomial node classification for the 4 page categories.

- **Wikipedia Crocodiles** [165] is a webgraph of Wikipedia pages about crocodiles. Nodes are the pages and edges are mutual links between the pages. The potential task is binary node classification.

- **LastFM Asia** [171] is a social network of LastFM (English music streaming service) users who are located in Asian countries. Nodes are users and links are mutual follower relationships. The task on this dataset is multinomial node classification – one has to predict the location of the users.

- **Deezer Hungary** [166] is a social network of Hungarian Deezer (French music streaming service) users. Nodes are users located in Hungary and edges are friendships. The relevant task is multi-label multinomial node classification - one has to list the music genres liked by the users.
Table 8.1: Statistics of social networks used for comparing sampling and node classification algorithms.

<table>
<thead>
<tr>
<th></th>
<th>Facebook Page-Page</th>
<th>Wikipedia Crocodiles</th>
<th>LastFM Asia</th>
<th>Deezer Hungary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>22,470</td>
<td>11,631</td>
<td>7,624</td>
<td>47,538</td>
</tr>
<tr>
<td>Density</td>
<td>0.0007</td>
<td>0.0025</td>
<td>0.0010</td>
<td>0.0002</td>
</tr>
<tr>
<td>Transitivity</td>
<td>0.2323</td>
<td>0.0261</td>
<td>0.1786</td>
<td>0.0929</td>
</tr>
<tr>
<td>Diameter</td>
<td>15</td>
<td>11</td>
<td>15</td>
<td>12</td>
</tr>
<tr>
<td>Labels</td>
<td>4</td>
<td>2</td>
<td>18</td>
<td>84</td>
</tr>
</tbody>
</table>

Graph level datasets

Our classification study on subsampled sets of graphs utilized forum threads and small sized social networks of developers. The respective descriptive statistics of these datasets are in Table 8.2.

- **Reddit Threads 10K** [168] is a random subsample of 10 thousand graphs from the original Reddit threads datasets. Threads can be discussion and non-discussion based and the task is the binary classification of them according to these two categories.

- **GitHub StarGazers** [168] is a set of small sized social networks. Each social network is a community of developers who starred a specific machine learning or web development package on Github. The task is to predict the type of the repository based on the community graph.

Table 8.2: Descriptive statistics and size of the graph datasets for graph subsampling and whole graph classification.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Nodes</th>
<th>Density</th>
<th>Diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit Threads 10K</td>
<td>10,000</td>
<td>0.021</td>
<td>2</td>
</tr>
<tr>
<td>GitHub StarGazers</td>
<td>12,725</td>
<td>0.003</td>
<td>2</td>
</tr>
</tbody>
</table>

Node classification with spanning tree embeddings

Node embedding vectors [147, 148] are useful compact descriptors of vertex neighbourhoods when it comes to solving classification problems. In traditional classification scenarios the whole graph is used to learn the node embedding vectors. In this experiment we study a situation where the embedding vectors are learned from a randomly sampled spanning tree of the original graph. We compare the predictive value of node embeddings learned on the whole graph with ones learned from spanning trees extracted with randomized BFS [98], DFS [98] and LERW [221]. The main advantage of randomized spanning trees is that storing the whole graph requires $O(|E|)$ memory when we learn the node embedding. In contrast storing a sampled spanning tree only requires $O(|V|)$ space.
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Experimental settings

The experimental pipeline which we used for node classification has four stages.

1. **Graph sampling.** The BFS, DFS and LERW sample based embeddings start with the extraction of a random spanning tree with *Little Ball of Fur*. This sample is fed to the embedding procedure.

2. **Upstream model.** The sampled graph is fed to the unsupervised upstream models DeepWalk [147] and Walklets [148] which learn the neighbourhood preserving node embedding vectors. We used the Karate Club [168] implementation of these models with the default hyperparameter settings.

3. **Downstream model.** We fed the node embedding vectors as input features for a logistic regression classifier – we used the scikit-learn implementation [145] with the default hyperparameter settings. The downstream models were trained with a varying ratio of nodes.

4. **Evaluation.** We report average AUC values on the test set calculated from a 100 seeded sampling, embedding and downstream model training runs.

![Figure 8.4: Node classification performance on the Facebook Page-Page graph evaluated by average AUC scores on the test set calculated from a 100 seeded experimental runs.](image)

**Experimental results**

We report the predictive performance for the Facebook Page-Page and LastFM Asia graphs respectively on Figures 8.4 and 8.5. First, we see that the features extracted from the BFS, DFS and LERW sampled spanning trees are less valuable for node classification based on the predictive performance on these two social networks. In plain words node embeddings of randomly sampled spanning trees produce inferior features. Second, the marginal gains of additional training data are smaller when the embedding is learned from a subsampled graph. Third, DFS sampled node embedding features have a considerably lower quality compared to the BFS and LERW sampled node embedding features. Finally, the Walklets based higher order proximity preserving embeddings have a superior predictive performance compared to the DeepWalk based...
ones even when the graph being embedded is a randomly sampled spanning tree of the source graph.

![Graph Sampling Diagram](image)

**Figure 8.5:** Node classification performance on the LastFM Asia graph [171] evaluated by average AUC scores on the test set calculated from a 100 seeded experimental runs.

### An ablation study of graph classification

Graph classification procedures use the whole graph embedding vectors as input to discriminate between graphs based on structural patterns. Using subsamples of the graphs and extracting structural patterns from those can speed up this classification process. We will investigate how exploration based sampling techniques perform when they are used to obtain the samples used for the embedding.

### Experimental settings

The data processing which we used for the evaluation of graph classification performance has four stages.

1. **Graph sampling.** We sample both datasets using the RW [60] and RWR [105] methods implemented in *Little Ball of Fur* 100 times for each retainment rate with different random seeds. Using these algorithms ensures that the graphs’ connectivity patterns are unchanged.

2. **Upstream model.** Following the sampling, all of the samples are embedded using the Graph2Vec [134] algorithm. This procedure uses the presence of subtrees as structural patterns.

3. **Downstream model.** With the embedding vectors as covariates, we estimate a logistic regression for each dataset and retainment rate. We rely on the scikit-learn implementation [145] of the classifier with the default hyperparameter settings. We use 80% of the graphs to train the classifier.

4. **Evaluation.** The classification performance is evaluated using the AUC based on the remaining 20% of graphs which form the test set.
Experimental results

We report mean AUC values along with a standard deviation band in Figure 8.6 for the Reddit Threads and Github Stargazers datasets with the Random Walk and Random Walk with Restart sampling methods. Lower retainment rate is associated with a lower classification performance, as it can be expected. The more ragged, step function-like pattern observed in case of the Reddit threads dataset is likely to be due to the interplay of structural pattern downsampling and the generally smaller graphs in the dataset.

We report the mean runtime of the graph embedding process with a band of standard deviations in Figure 8.7. As we decrease the retainment rate, a significant decrease in runtime is prevalent. There is a clear trade-off between runtime and predictive performance. It is, however, worth noting that while the runtime associated with the 50% retainment rate is, in most cases close to half of the runtime using the whole graphs, the loss in classification power in case of the Reddit Threads dataset is less significant.
Estimating descriptive statistics

A traditional task for the evaluation of graph sampling algorithms is the estimation of graph level descriptive statistics. The graph level descriptive statistic is calculated for the sampled graph and it is compared to the ground truth value which is calculated based on the whole set of nodes and edges. A well performing sampling procedure is ought to give a precise estimate for the graph level quantity of interest with a reasonably small subsample of the graph.

Experimental settings

The pipeline used for estimating the graph level descriptive statistics had two stages.

1. **Graph sampling.** Node and exploration based sampling procedures sample 50% of vertices, while the edge sampling techniques select 50% of the edges to extract a subgraph.

2. **Descriptive statistic estimation.** We calculated the average of the clustering coefficient (transitivity), average node degree and the degree correlation for the sampled graphs. We did 10 seeded experimental runs to get an estimate of statistics and calculated standard errors.

| Table 8.3: Ground truth and estimated descriptive statistics of the Facebook Page-Pages and Wikipedia Crocodile networks. We calculated average statistics from 10 seeded experimental runs and included the standard errors below the mean with ground truth values based on the whole graph (first block) with estimates obtained with node (second block), edge (third block) and exploration (fourth and fifth blocks) sampling algorithms. Bold numbers denote for each category the best estimate for a given dataset. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Facebook Page-Pages | Clustering Coefficient | Average Degree | Degree Correlation | Clustering Coefficient | Average Degree | Degree Correlation |
| Truth | 0.232 | 15.205 | 0.085 | 0.026 | 29.365 | -0.277 |
| RN [189] | 0.229 | 7.531 | 0.070 | 0.028 | 14.293 | -0.284 |
| DRN [7] | 0.261 | 21.514 | 0.080 | 0.038 | 40.750 | -0.324 |
| PRN [105] | 0.270 | 16.228 | 0.136 | 0.049 | 32.370 | -0.290 |
| RE [98] | 0.116 | 8.470 | 0.084 | 0.013 | 13.462 | -0.277 |
| RNE [98] | 0.092 | 7.602 | -0.075 | 0.007 | 14.682 | -0.231 |
| HRNE [98] | 0.081 | 7.194 | -0.050 | 0.007 | 13.550 | -0.234 |
| TIES [10] | 0.235 | 16.564 | 0.085 | 0.026 | 30.720 | -0.278 |
| PIES [10] | 0.231 | 15.357 | 0.087 | 0.026 | 29.142 | -0.283 |
| RW [60] | 0.255 | 22.535 | 0.073 | 0.036 | 41.648 | -0.325 |
| RWR [105] | 0.253 | 20.282 | 0.092 | 0.043 | 38.967 | -0.313 |
| RWJ [158] | 0.271 | 18.615 | 0.123 | 0.047 | 34.475 | -0.207 |
| MHRW [82, 190] | 0.280 | 17.903 | 0.134 | 0.119 | 29.914 | -0.146 |
| RC-MHRW [113] | 0.266 | 21.070 | 0.106 | 0.072 | 39.758 | -0.254 |
| FRW [158] | 0.063 | 5.745 | 0.069 | 0.004 | 5.813 | -0.280 |
| CNRW [250] | 0.255 | 22.590 | 0.072 | 0.037 | 41.645 | -0.324 |
| CNARW [114] | 0.226 | 21.117 | 0.082 | 0.026 | 41.064 | -0.548 |
| NBT-RW [101] | 0.277 | 23.353 | 0.076 | 0.038 | 41.634 | -0.322 |
| SB [62] | 0.238 | 20.671 | 0.069 | 0.057 | 37.278 | -0.292 |
| FF [106] | 0.238 | 19.219 | 0.079 | 0.074 | 33.190 | -0.227 |
| CSE [121] | 0.229 | 13.116 | 0.070 | 0.026 | 20.314 | -0.290 |
| SP [157] | 0.231 | 12.842 | 0.106 | 0.037 | 23.451 | -0.292 |
Experimental results

The ground truth and estimated descriptive statistics are enclosed in Tables 8.3 and 8.4 for all of the node level datasets. Blocks of rows correspond to node, edge, random walk based and non random walk based exploration sampling algorithms. In each block of methods bold numbers denote the best performing sampling technique (closest to the ground truth) in a given category for a specific estimated descriptive statistic and dataset.

Table 8.4: Ground truth and estimated descriptive statistics of the LastFM Asia and Deezer Hungary networks. We calculated average statistics from 10 seeded experimental runs and included the standard errors below the mean with ground truth values based on the whole graph (first block) with estimates obtained with node (second block), edge (third block) and exploration (fourth and fifth blocks) sampling algorithms. Bold numbers denote for each category the best estimate for a given dataset.

<table>
<thead>
<tr>
<th></th>
<th>LastFM Asia</th>
<th>Deezer Hungary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clustering Coefficient</td>
<td>Average Degree</td>
</tr>
<tr>
<td>Truth</td>
<td>0.179 7.294 0.017</td>
<td>0.003 9.377 0.207</td>
</tr>
<tr>
<td>RN [189]</td>
<td>0.177 3.642 0.020</td>
<td>0.002 4.690 0.190</td>
</tr>
<tr>
<td>DRN [7]</td>
<td>0.231 9.531 0.045</td>
<td>0.102 8.551 0.211</td>
</tr>
<tr>
<td>PRN [105]</td>
<td>0.256 8.209 0.064</td>
<td>0.198 7.251 0.231</td>
</tr>
<tr>
<td>RE [98]</td>
<td>0.000 4.127 0.019</td>
<td>0.046 5.018 0.183</td>
</tr>
<tr>
<td>RNE [98]</td>
<td>0.046 3.674 −0.108</td>
<td>0.042 4.701 0.056</td>
</tr>
<tr>
<td>HRNE [98]</td>
<td>0.046 3.562 −0.070</td>
<td>0.029 4.501 0.005</td>
</tr>
<tr>
<td>TIES [10]</td>
<td>0.190 8.218 0.027</td>
<td>0.094 9.748 0.204</td>
</tr>
<tr>
<td>PIES [10]</td>
<td>0.186 7.247 0.037</td>
<td>0.086 8.501 0.209</td>
</tr>
<tr>
<td>RW [60]</td>
<td>0.224 9.878 0.039</td>
<td>0.104 9.221 0.218</td>
</tr>
<tr>
<td>RWR [105]</td>
<td>0.222 9.078 0.036</td>
<td>0.098 9.129 0.213</td>
</tr>
<tr>
<td>RWJ [158]</td>
<td>0.233 9.012 0.067</td>
<td>0.102 8.351 0.233</td>
</tr>
<tr>
<td>MHRW [82,190]</td>
<td>0.232 8.854 0.102</td>
<td>0.106 7.761 0.242</td>
</tr>
<tr>
<td>RC-MHRW [113]</td>
<td>0.232 9.594 0.078</td>
<td>0.103 8.553 0.237</td>
</tr>
<tr>
<td>FRW [158]</td>
<td>0.084 4.485 0.018</td>
<td>0.033 3.243 0.091</td>
</tr>
<tr>
<td>CNRW [250]</td>
<td>0.223 9.924 0.036</td>
<td>0.104 9.254 0.218</td>
</tr>
<tr>
<td>CNARW [114]</td>
<td>0.220 9.508 0.032</td>
<td>0.094 9.140 0.218</td>
</tr>
<tr>
<td>NBT-RW [101]</td>
<td>0.226 9.818 0.049</td>
<td>0.104 9.106 0.230</td>
</tr>
<tr>
<td>SB [62]</td>
<td>0.207 9.131 −0.008</td>
<td>0.093 9.913 0.122</td>
</tr>
<tr>
<td>FF [106]</td>
<td>0.204 9.034 0.051</td>
<td>0.096 10.120 0.197</td>
</tr>
<tr>
<td>CSE [121]</td>
<td>0.191 6.544 0.006</td>
<td>0.089 6.554 0.165</td>
</tr>
<tr>
<td>SP [157]</td>
<td>0.203 7.258 0.043</td>
<td>0.079 8.176 0.209</td>
</tr>
</tbody>
</table>

We can make a few generic observations about the quality of descriptive statistic estimates. First, there is not a clearly superior sampling technique. This holds generally and within all of the main categories of considered algorithms. Specifically, there is not a superior node, edge or expansion based sampling procedure. Second, the induction based edge sampling techniques (TIES and PIES) give a good estimate of the statistics, but the induction step includes more than 50% of the edges. Because of this, the obtained good estimation performance is somewhat misleading as the majority of edges is still retained after the induction step. Third, edge sampling algorithms sometimes fail to estimate the direction of the degree correlation properly. Finally, the random walk based techniques generally tend to overestimate the average degree. This is not
surprising considering that these are biased towards high degree nodes.

8.5 Conclusion and future directions

In this chapter we described Little Ball of Fur – an open-source Python graph sampling framework built on the widely used scientific computing libraries NetworkX [68], NetworKit [186], and NumPy [215]. In detail it provides techniques for node, edge, and exploration based graph sampling.

We reviewed the general conventions which we used for implementing graph sampling algorithms in Little Ball of Fur. The framework offers a limited number of public methods, ingests and outputs data in widely used graph formats, and embodies preset default hyperparameters. We presented practical implications of these design features with illustrative examples of Python code snippets. Using various social networks and web graphs we had shown that using sampled graphs extracted with Little Ball of Fur one can approximate ground truth graph level statistics such as transitivity and the degree correlation coefficient. We also found evidence that sampling subgraphs with our framework can accelerate node and graph classification without extremely reducing the predictive performance.

As we have emphasized Little Ball of Fur assumes that the inputted graph is undirected and unweighted. In the future we envision to relax these assumptions about the input. We plan to include additional high performance backend libraries such as SNAP [109] and GraphTool [146]. Furthermore, we aim to extend our framework by including multiplex [59], attributed, and heterogeneous [111, 229] graph sampling algorithms with new releases of the framework.
Chapter 9

Conclusions

This chapter begins with a summary of the significant contributions of this thesis to the field of graph mining including sub areas such as: node embeddings, statistical graph descriptors, graph neural networks, explainable machine learning, and graph mining software. We also highlight promising future research directions that can considerably extend the contributions presented in this thesis.

9.1 The significance of contributions

In this thesis we developed novel machine learning techniques and software for scalable, expressive and explainable graph mining. In Part I we focused on the design of unsupervised and supervised learning algorithms which can extract valuable features from graph structured data. Part II discussed the design principles and applications of research oriented graph mining software. Specifically the main contributions of the thesis are:

• **Graph Embedding with Self-Clustering.** In Chapter 2 we introduced a node embedding technique which uses implicit factorization to learn clustered latent space node representations. This algorithm was the first of its kind to separate the number of embedding dimensions and clusters; earlier approaches did not disentangle these hyperparameters from each other.

• **Multi-Scale Attributed Node Embedding.** In Chapter 3 we proposed the first attributed node embedding algorithm which can learn multi-scale vertex representation contextualized by vertex attributes in an unsupervised way. This line of research was the first to show the theoretical connection between attributed and proximity-preserving embedding techniques.

• **Characteristic Functions on Graphs.** In Chapter 4 we generalized the idea of characteristic functions to describe the distribution of features in neighbourhoods of nodes. Exploiting this generalization we introduced unsupervised node embeddings and discriminative parametric models that operate on graph structured data.

• **Pathfinder Discovery Network.** In Chapter 5 we described the general design of an end-to-end differentiable graph neural network layer that operates on multiplex graphs. Our contribution was the first to point out that a number of well-established graph neural network architectures are special corner cases of this general abstract design.
• **Ensemble Games.** In Chapter 6 we defined a novel class of co-operative games in which machine learning models make classification decisions in an ensemble. We solved these games with the Shapley value to quantify the value of classifiers in voting based ensembles.

• **Karate Club.** In Chapter 7 we described a machine learning library which provides node embedding, whole graph embedding and community detection algorithms. It is the only open-source graph mining library which provides tools for graph level embeddings and statistical descriptors.

• **Little Ball of Fur.** In Chapter 8 we overviewed the design of the first graph sampling library which made node, edge and exploration sampling techniques available for graph mining researchers.

### 9.2 Future research directions

The contributions presented in this thesis suggest a number of novel avenues for future research. We are particularly excited about certain potential ideas which can have high academic and industry impact. Hence, we are going to highlight additional interesting directions for future graph mining research. These ideas in themselves have sufficient depth to be formed into individual research papers and stand on their own.

#### Multi-scale node embedding with self-clustering

Early research into proximity-preserving node embedding did not consider proximity at different scales [66, 147, 198]. On the contrary, multi-scale node representation learning techniques [5, 22, 148, 165] are able to describe the location of vertices in the embedding space with features which have a varying level of coarseness. This heterogeneous coarseness had been proven to be a very expressive feature extraction strategy, as multi-scale node features are highly predictive as demonstrated by our results in Chapters 2, 3 and 4 had shown it. Creating a multi-scale node embedding technique which extends the techniques presented in Chapter 2 would be an important algorithmic contribution: it would be a node embedding procedure which learns a multi-scale parametric node embedding and a hierarchical clustering jointly.

#### Graph characteristic function generalizations

The characteristic functions defined on graphs presented in Chapter 4 are based on a flexible theoretical concept. In our work we only considered a specific case of characteristic functions, ones where the probability weights are defined by truncated random walk transition probabilities. Designing graph characteristic functions which generalize the basic concept that we introduced could lead to novel representation learning techniques. Specifically we see the following research directions:

• **Novel probability weight definitions:** Re-parametrizing the characteristic functions with proximity measures would be an important and straightforward extension of our work. Defining weights derived from generic vertex attributes would be another interesting path.
Pooling node features: Characteristic functions can describe the shape of any distribution with a differentiable function. Hence, defining differentiable graph pooling operators could enrich the existing geometric deep learning literature on graph pooling functions.

Fast convolutions: The convolution of vertex feature could be calculated by multiplying the characteristic functions of vertex features together. We did not exploit this particular property of characteristic functions in our research.

Theory of multiplex neural message passing

The Pathfinder Discovery Networks described in Chapter 5 do not create a general theory of neural message passing [58] on multiplex, multi-view and multi-layer graphs. These techniques describe a class of graph neural networks which can operate on graph data which exhibit multiplexity. However, using the generic ideas described in Chapter 5 and [58] one could create a general construct for neural message passing on these types of graphs with flexible definitions of edge scoring functions, message passing and message compression. Using a general framework of neural message passing most graph neural networks defined on multiplex graphs could be described with a single unified theory.

Generalization of ensemble games and the Shapley entropy

The ensemble games and dual ensemble games introduced in Chapter 6 were limited to binary classifier ensembles which weight individual models uniformly. These strong assumptions about the classifier could be relaxed with appropriate consideration. We postulate that the following generalizations are all viable directions of future research:

- Multi-class generalization: Using a voting game based design with a one versus many reformulation, ensemble games can be generalized to situations when a data point has a non-binary label. This way the value of models can be quantified in situations where the classification has more than two outcomes.

- Custom model weighting: The assumption about uniform model weighting can be relaxed if one assumes that the classification decisions are based on a convex combination of the classification probabilities. This variation of the ensemble game class would require only a slight modification to the proposed definitions and approximation algorithm.

- Confusion matrix based extension: The design of dual ensemble games does not consider the nature of false and correct classifications. It can be interesting to ask: Which models have a prime role in the ensemble when it comes to false positive and false negative classification decisions?

Designing and integrating new graph mining tools

The graph mining libraries Karate Club [168] and Little Ball of Fur [169] presented in Chapters 7 and 8 have been very well received in the graph mining research community. Multiple researchers started to integrate the source code of their own machine learning and graph sampling algorithms
to these frameworks [160]. Research projects which propose novel graph mining algorithms use these libraries [49, 160] for comparing the performance of their own methods to existing well established algorithms. This showcases that creating open-source machine learning frameworks fosters the development of new ideas and facilitates collaborations in the graph mining domain. Designing publicly available libraries which solves these specific challenges listed would be an important contribution to the field:

- **Learning on multiplex graphs:** Currently there is no publicly available unified framework which provides community detection and node embedding techniques for multiplex, multi-layer and multi-view graph data.

- **Spatio-temporal signal processing:** Extracting knowledge from graph data with temporally changing attributes would require appropriate machine learning and signal processing libraries. Contributions in this domain could cover dynamic node embedding and spatio-temporal parametric models.
Appendix A

Multi-scale attributed node embedding convergence proofs

**Lemma 3.1.** The empirical statistics of node-feature pairs obtained from random walks give unbiased estimates of the joint probability of observing feature \( f \in F \) \( r \) steps (i) after; or (ii) before node \( v \in V \), as given by:

\[
\text{plim}_{l \to \infty} \frac{\#(v,f)_{\rightarrow}}{|D_r|} = c^{-1}(DP^r F)_{v,f} \\
\text{plim}_{l \to \infty} \frac{\#(v,f)_{\leftarrow}}{|D_r|} = c^{-1}(F^\top DP^r)_{f,v}
\]

**Proof.** The proof is analogous to that given for Theorem 2.1 in [154]. We show that the computed statistics correspond to sequences of random variables with finite expectation, bounded variance and covariances that tend to zero as the separation between variables within the sequence tends to infinity. The Weak Law of Large Numbers (S.N.Bernstein) then guarantees that the sample mean converges to the expectation of the random variable. We first consider the special case \( n = 1 \), i.e. we have a single sequence \( v_1, \ldots, v_l \) generated by a random walk (see Algorithm 2). For a particular node-feature pair \((v,f)\), we let \( Y_i, i \in \{1, \ldots, l-t\} \) be the indicator function for the event \( v_i = v \) and \( f \in F_i + r \). Thus, we have:

\[
\text{plim}_{l \to \infty} \frac{\#(v,f)_{\rightarrow}}{|D_r|} = \frac{1}{l-t} \sum_{i=1}^{l-t} Y_i,
\]

the sample average of the \( Y_i \)s. We also have:

\[
E[Y_i] = \frac{\text{deg}(v)}{c} (P^r F)_{v,f} = \frac{1}{c}(DP^r F)_{v,f}
\]

\[
E[Y_i Y_j] = \text{Prob}[v_i = v, f \in F_{i+r}, v_j = v, f \in F_{j+r}]
\]

\[
= \frac{\text{deg}(v)}{c} \frac{P^r}{P^r_{v,i}} \text{diag}(F_j) \frac{P^{j-(i+r)}}{P^{j-(i+r)}_{v,j}} \frac{P^r_{v, F}}{P^r_{v, F}}
\]

\[
\frac{p(v_i = v) p(v_{i+r} | v_i = v) \frac{p(f \in F_{i+r} | v_i = v) p(v_{j} = v | v_{i+r}) p(f \in F_{j+r} | v_j = v)}{p(f \in F_{i+r} | v_i = v)}}
\]
for $j > i + r$. This allows us to compute the covariance:

$$\text{Cov}(Y_i, Y_j) = \mathbb{E}[Y_i Y_j] - \mathbb{E}[Y_i] \mathbb{E}[Y_j]$$

$$= \frac{\text{deg}(v)}{c} P_v^r \text{diag}(F_f) \left( P_j^{v_r-1} - \frac{\text{deg}(v)}{c} 1 \right) P_v^r F_f,$$

where $1$ is a vector of ones. The difference term (indicated) tends to zero as $j - i \to \infty$ since then $p(v_j = v | v_{i+r})$ tends to the stationary distribution $p(v) = \frac{\text{deg}(v)}{c}$, regardless of $v_{i+r}$. Thus, applying the Weak Law of Large Numbers, the sample average converges in probability to the expected value, i.e.:

$$\frac{\#(v,f)}{l} \xrightarrow{l \to \infty} \frac{1}{c} \left( DP^r F \right)_{v,f}$$

A similar argument applies to $\frac{\#(v,f) \leftarrow r}{|D|}$, with expectation term $\frac{1}{c} \left( F^\top DP^r \right)_{f,v}$. In both cases, the argument readily extends to the general setting where $n > 1$ with suitably defined indicator functions for each of the $n$ random walks (see [154]).

Lemma 3.2. The empirical statistics of node-feature pairs obtained from random walks give unbiased estimates of the joint probability of observing feature $f \in F$ steps either side of node $v \in V$, given by:

$$\text{plim}_{l \to \infty} \frac{\#(v,f)}{|D|} = c^{-1} \left( DP^r F \right)_{v,f}.$$

Proof.

$$\frac{\#(v,f) \rightarrow r}{|D|} = \frac{\#(v,f) \rightarrow r}{|D_r|} + \frac{\#(v,f) \leftarrow r}{|D|}$$

$$\xrightarrow{P} \frac{1}{2} \left( \frac{1}{c} \left( DP^r F \right)_{v,f} + \frac{1}{c} \left( F^\top DP^r \right)_{f,v} \right)$$

$$= \frac{1}{2c} \left( DP^r F + P^r \text{diag}(F) \right)_{v,f}$$

$$= \frac{1}{2c} \left( DP^r + (A^\top D^{-1} D) \right) F_{v,f}$$

$$= \frac{1}{2c} \left( DP^r + D(D^{-1} A^\top) \right) F_{v,f}$$

$$= \frac{1}{c} \left( DP^r F \right)_{v,f}.$$

The final step follows by symmetry of $A$, indicating how the Lemma can be extended to directed graphs. $\square$
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