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PB1-F2 is a non-essential protein produced from segment 2 of influenza A viruses (IAVs) to block a host immune response to viral infection. In IAV infected birds, PB1-F2 can be produced as a full-length protein or potentially as various fragments from internal start codons within the PB1-F2 sequence. In this project, we determined whether PB1-F2 fragments were expressed from internal start codons and whether these C-terminal PB1-F2 fragments could function equivalently to the full length PB1-F2 protein. In addition, we looked to determine if abrogation of the internal start codons had any impact on virus replication in vitro.

Bioinformatic analysis of IAV segment 2 sequences showed conservation of the C-terminus of PB1-F2 even in viruses with an N-terminal stop codon. This indicated the internal AUG codons can be used independently to produce C-terminal fragments. Using tagged proteins, protein products were produced that matched to specific AUG codon initiation of expression. We show producing C-terminal fragments has limited impact on virus growth in cells compared to full length protein, however when measuring genome replication alone, N-terminal stop codons had significant differences compared to the wild type. The fragments are equally as effective as the full length protein in antagonising the interferon (IFN) response. This is important, as it indicates that attempting to remove PB1-F2 expression by introducing a stop codon in the N-terminus will not prevent functional fragments being expressed. If the virus only needs the C-terminus of PB1-F2 to be functional, changes may need to be made to how the presence of PB1-F2 in sequences is reported.
Thesis Abstract

Influenza A viruses (IAVs) have a segmented, negative sense RNA genome. PB1-F2 is an IAV accessory protein encoded by segment 2, in the +1 reading frame. Avian IAVs predominantly encode full length PB1-F2s, whereas human IAVs often have stop codons resulting in C-terminus truncations or ablation of PB1-F2 expression. One reported function of PB1-F2 is innate immune antagonism, which requires C-terminal motifs. Full length PB1-F2 is translated from AUG 4 of segment two, however there are often one or more in frame downstream AUGs (AUGs 7, 8, or 9). Although there have been previous reports of expression from AUGs 7-9, no one has matched a protein product to a specific AUG codon. There have also been reports of an increase in N-terminal truncations of PB1-F2 in recent years. The aim of this PhD was to assess AUG 7-9 usage and possible phenotypes of the products, and assess whether the increase in N-terminal truncations allowed continued expression of possibly functional C-terminal fragments.

Bioinformatic analysis of avian IAV segment 2 sequences indicates conservation of open reading frames encoding the PB1-F2 C-terminus, particularly in domestic birds, despite some subtypes acquiring N-terminal stop codons that persist through several years. Conservation of the C-terminus from AUGs 7 and 9 leads to the hypothesis that these serve as independent initiation codons for the C-terminus. C-terminal fragment expression from specific AUG codons has been shown in 293T cells using tagged proteins. Persistence of N-terminal truncations suggests that only producing C-terminal fragments has no detrimental effects on the virus. This could be a method of host-specific adaptation of the virus.
Segment 2 mutants were generated in an avian H5N1 IAV background, which differed in the presence or absence of the AUG start codons or stop codon positions in PB1-F2. Significant differences in viral polymerase activity, measured using mini-replicon assays in avian cells, were observed for some stop codons, but none of the AUG mutants. It was also found that any C-terminal expression of PB1-F2 is sufficient to antagonise the poly(I:C) induced IFN response in avian cells, raising questions on the true minimal requirements for PB1-F2 function. Annotation of segment 2 sequences may need to be adapted to account for continued expression of C-terminal fragments from sequences with an N-terminal truncation.
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Chapter 1: Introduction

General Introduction

Influenza A virus (IAV) is an orthomyxovirus with a segmented, single stranded, negative sense RNA genome. The genome segments are able to reassort, which can facilitate host jumps. Although the reservoir host is aquatic birds, numerous spillover events have resulted in the establishment of circulating lineages in mammalian hosts including canines, equines, and humans. IAVs are frequently transmitted to domestic poultry through the faecal-oral route (Webster & Govorkova, 2014).

Host barriers to IAV include HA binding specificity, polymerase activity, and viral control of the host immune system. Avian influenza viruses (AIVs) are of major concern as both a zoonotic threat to human health and an economic and food security issue. In 2019, the EU produced 13,471 tonnes of poultry meat, of which 82% was broiler chicken, and consumed 11,834 tonnes of poultry meat (European Commission, 2022). There have been numerous incidences of AIVs infecting poultry workers (European Centre for Disease Prevention and Control, 2021; Ma et al., 2019), and the virus is considered to be a novel pandemic risk. Zoonotic IAV infections from avian or swine hosts have previously stably adapted to a human host, most notably with pandemic strains from 1918 and 2009. Host switching is usually polygenic, and previous pandemic strains have used a variety of methods to successfully jump the species barrier (Taubenberger & Kash, 2010). The World Health Organisation (WHO) reports a total of 861 confirmed cases of human infection with H5N1 avian influenza virus (AIV) and 455 deaths from 2003-2020 (World Health Organisation, 2020).

All eight segments of the genome must be packaged together to make an infectious virus, allowing reassortment if two viruses enter the same cell. Reassortment can be the source of dramatic shifts in virus phenotype. New viruses most frequently arise in Asia (Russell et al.,
2008), and can be spread by migrating birds or livestock transport. Chicken is a major protein source globally, and the global poultry industry was valued at $310 billion in 2020 (The Business Research Company, 2021). Freight transport was found to have a significant impact on AIV diffusion throughout China (Lu et al., 2017; Webster & Govorkova, 2014). Economic losses due to AIV outbreaks can be devastating to small farmers.

In 2014-15, a highly pathogenic avian influenza (HPAI) outbreak in the US resulted in >$1 billion dollars lost in reduced broiler chicken exports alone, and federal expenditures of $879 million to cover costs of depopulation, cleaning and disinfection, and indemnities for lost birds (Ramos et al., 2017). HPAI outbreaks have increased in frequency in recent decades. HPAI H5 viruses descended from Goose/Guangdong/1996 have become endemic in poultry populations in much of Asia (V. Martin et al., 2006). The burden of AIV on the poultry industry is heaviest in regions where the virus is endemic and therefore more difficult and expensive to control (Alexander, 2007).

IAV Genome Organisation

Avian influenza A virus (IAV) is a single stranded negative sense RNA virus with a segmented genome (Figure 1.1). The eight segments vary in size from 890-2,341 nucleotides (Noda et al., 2006), and total ~13.6kb. Each of the eight IAV segments encodes at least one structural gene, and almost all produce one or more non-structural accessory proteins (Table 1) (Firth & Brierley, 2012; Pinto et al., 2020).
Figure 1.1 IAV Genome

Influenza A viruses have eight negative sense RNA segments, encased in a phospholipid membrane studded with viral glycoproteins HA and NA. Each of these segments produces an essential protein (dark green), and the majority also code accessory proteins (light green), such as PB1-F2 (purple). Adapted from (Pinto et al., 2020; Racaniello, 2014).
<table>
<thead>
<tr>
<th>Segment</th>
<th>Segment length (bp)*</th>
<th>Protein products</th>
<th>Expression mechanism</th>
<th>Protein length (aa)*</th>
<th>Molecular mass (kDa)*</th>
<th>Main function</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2341</td>
<td>PB2</td>
<td>Canonical translation initiation</td>
<td>759</td>
<td>85.7</td>
<td>Polymerase subunit</td>
<td>(Fields &amp; Winter, 1982)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PB2-S1</td>
<td>mRNA splicing</td>
<td>508</td>
<td>55</td>
<td>RIG-I inhibitor</td>
<td>(Yamayoshi et al., 2016)</td>
</tr>
<tr>
<td>2</td>
<td>2341</td>
<td>PB1</td>
<td>Canonical translation initiation</td>
<td>757</td>
<td>86.6</td>
<td>Polymerase subunit</td>
<td>(Winter &amp; Fields, 1982)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PB1-N40</td>
<td>Alternative AUG initiation (translation reinitialisation)</td>
<td>728</td>
<td>82.4</td>
<td>Unknown, interacts with polymerase</td>
<td>(Wise et al., 2009)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PB1-F2</td>
<td>Alternative AUG initiation (leaky scanning)</td>
<td>87</td>
<td>10.5</td>
<td>Immune antagonist/virulence factor</td>
<td>(Chen et al., 2001)</td>
</tr>
<tr>
<td>3</td>
<td>2233</td>
<td>PA</td>
<td>Canonical translation initiation</td>
<td>736</td>
<td>84.2</td>
<td>Polymerase subunit</td>
<td>(Fields &amp; Winter, 1982)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PA-X</td>
<td>Frameshift</td>
<td>252</td>
<td>29</td>
<td>Endonuclease activity, host shut-off</td>
<td>(Jagger et al., 2012)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PA-N155</td>
<td>Alternative AUG initiation</td>
<td>562</td>
<td>62</td>
<td>Unknown</td>
<td>(Akkina, 1990; Muramoto et al., 2013)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PA-N182</td>
<td>Alternative AUG initiation</td>
<td>535</td>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1778</td>
<td>HA</td>
<td>Canonical translation initiation</td>
<td>566</td>
<td>61.5</td>
<td>Receptor binding</td>
<td>(Winter et al., 1981)</td>
</tr>
<tr>
<td>5</td>
<td>1565</td>
<td>NP</td>
<td>Canonical translation initiation</td>
<td>498</td>
<td>56.1</td>
<td>Polymerase subunit, vRNA formation</td>
<td>(Winter &amp; Fields, 1981)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>eNP</td>
<td>Translation initiation in UTR</td>
<td>504</td>
<td>56.8</td>
<td>(virulence factor, unrepublished)</td>
<td>(Wise et al., 2019)</td>
</tr>
<tr>
<td>6</td>
<td>1413</td>
<td>NA</td>
<td>Canonical translation initiation</td>
<td>454</td>
<td>50.1</td>
<td>Virus release, sialidase</td>
<td>(Fields et al., 1981)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NA43</td>
<td>Alternative AUG initiation (leaky scanning)</td>
<td>439</td>
<td>50</td>
<td>Virus release, sialidase</td>
<td>(Machkovets et al., 2019)</td>
</tr>
<tr>
<td>7</td>
<td>1027</td>
<td>M1</td>
<td>Canonical translation initiation</td>
<td>252</td>
<td>27.8</td>
<td>Matrix protein</td>
<td>(Lamb et al., 1981)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M2</td>
<td>Canonical translation initiation + mRNA splicing</td>
<td>97</td>
<td>11</td>
<td>Ion channel</td>
<td>(Lamb et al., 1981; Wise et al., 2012)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M2</td>
<td>Splicing + leaky scanning</td>
<td>99</td>
<td>13</td>
<td>M2 variant</td>
<td>(Wise et al., 2012)</td>
</tr>
<tr>
<td>8</td>
<td>890</td>
<td>NS1</td>
<td>Canonical translation initiation</td>
<td>230</td>
<td>26.8</td>
<td>IFN antagonist</td>
<td>(Ingis et al., 1979)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NS2/NS6</td>
<td>Canonical translation initiation + mRNA splicing</td>
<td>121</td>
<td>14.2</td>
<td>vRNA export</td>
<td>(Ingis et al., 1979; O'Neill et al., 1998)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NS3</td>
<td>Canonical translation initiation + mRNA splicing</td>
<td>187</td>
<td>21</td>
<td>Unknown</td>
<td>(Selman et al., 2012)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NS4R</td>
<td>Unknown</td>
<td>216</td>
<td>23.8</td>
<td>Unknown, bioinformatically theorised</td>
<td>(Clifford et al., 2009)</td>
</tr>
</tbody>
</table>

Table 1.1 Viral Proteins
Table summarising protein products of each segment, including expression mechanism and function. Protein length and molecular mass given for lab strain A/Puerto Rico/8/1934 (H1N1).

Each segment forms a ribonucleoprotein (RNP) complex, by associating with NP along the length of vRNA and binding a panhandle structure formed of complementary 5’ and 3’ vRNA termini to the viral polymerase complex (Dadonaite et al., 2019; Urbaniak & Markowska-
Daniel, 2014). While bound to NP, only a fraction of vRNA is exposed along the RNP, limiting the availability of segment interactions (Arranz et al., 2012).

The segmented genome organisation allows for reassortment events to encourage genetic diversity, and overlapping ORFs within the segments provide a range of accessory proteins to finetune infection.

There is a significant correlation between genome length and the proportion of overlapping ORFs (Chirico et al., 2010; Pavesi et al., 2018). Products of overlapping genes are usually accessory proteins, as in IAV, although some short overlaps can be used for gene regulation (Chirico et al., 2010). Accessory proteins are often under evolutionary constraints due to the need to maintain essential protein sequences (Zell et al., 2007). Overlapping genes have been found to be enriched for high-degeneracy amino acids, which may help alleviate these constraints (Pavesi et al., 2018).

New ORFs produced by overlap can have useful functions, and introduce genomic novelty (Belshaw et al., 2007; Chirico et al., 2010). The evolution of overlapping genes is thought to be assisted by the high mutation rate of RNA viruses, allowing introduction of start and stop codons in unused ORFs. The overlap would, however, increase deleterious effects of some mutations by affecting multiple genes with a single change (Belshaw et al., 2007).

**IAV Virion Structure**

IAV virions are pleomorphic, however lab cultures are commonly spheres, 80-100nm in diameter (Mosley & Wyckoff, 1946). Some strains such as A/Udorn/72 (H3N2), and many clinical isolates, have a filamentous morphology of up to 30 μm in length (Dadonaite et al., 2016).

Virions consist of a membrane wrapped collection of vRNPs within an M1 capsid shell, decorated with both viral and host cellular proteins.
When viewed by electron microscopy, vRNPs are organised in a 7+1 configuration in both spherical and filamentous virions (Noda et al., 2006). M1 matrix protein forms an ordered helix layer adjacent to the membrane that can attract viral glycoproteins to the budding site, and affect morphology of the virion (Calder et al., 2010; Chlanda et al., 2015). The M1 layer is present for the entire length and tip of filamentous particles (Chlanda et al., 2015). Glycoproteins HA, NA, and the M2 ion channel are inserted into membranes at the endoplasmic reticulum (ER), and then trafficked to the plasma membrane at the budding site (Copeland et al., 1986; Dou et al., 2018). Host proteins can be collected via specific recruitment or taking advantage of cytoplasmic abundance at the budding site (Shaw et al., 2008). There is a ‘conserved architecture’ of virions that includes a consistent ratio of viral proteins, and a variable cellular protein component that corresponds to host species (Hutchinson et al., 2014).

The pleiomorphic morphology of IAVs is thought to be related to multiple passage in vitro, (Hirst & Hutchinson, 2019) although M1 sequence also impacts morphology (Digard lab, unpublished data).
Figure 1.2 IAV Replication Cycle

HA binds to sialic acids and facilitates virions entering the cell through receptor-mediated endocytosis. Endosome acidification triggers membrane fusion and release of the vRNPs into the cytoplasm. vRNPs are transported into the nucleus for replication and transcription. Viral mRNAs are translated to produce new viral proteins. Progeny vRNPs are exported to the cytoplasm and trafficked to the plasma membrane. New virions are assembled and released by budding. Cellular and viral structures not to scale.
**Virus Entry**

Replication begins with the HA protein binding sialic acid receptors on the outside of the host cell. HA is a trimer linked by disulphide bonds, with each subunit having structurally distinct domains. A triple strand coiled-coil of helices inserts in the membrane, and a globular antiparallel β-sheet head domain contains the receptor binding site (Wilson et al., 1981).

Receptor binding is one of the primary host restrictions of IAV (Connor et al., 1994). The HA receptor binding site (RBS) consists of a series of conserved residues in a shallow depression in the HA head that are able to form hydrogen bonds to the sialic acid receptor (Skehel & Wiley, 2000). However, preferences can be overcome via point mutations of the HA RBS (H9 T180; H3 Y98F, H183F, L194A) (Sealy et al., 2020; Skehel & Wiley, 2000) or through a high enough inoculum (Szewczyk et al., 2014). Glycosylation of HA is also able to modulate antigenicity (Sealy et al., 2020). HA from avian viruses preferentially bind α 2,3 linked sialic acids found in abundance in bird respiratory and enteric tracts, and the human gut epithelium. HA from human viruses binds α 2,6 linked sialic acids found in the trachea and nasal epithelium. Deeper within the structure of the human lungs, α 2,3 linked sialic acids can also be found. Several ‘mixing pot’ species possess both linkages, while ducks only possess α 2,3 linked sialic acids (Nicholls et al., 2008). HA binding sialic acids typically has a relatively low affinity, which coupled with NA activity, allows for the virus to move through mucus to the epithelium until several molecules have bound to give a firm attachment of the virus to the host cell (Shaw & Stertz, 2018). NA is a tetramer with four-fold symmetry stabilised by bound metal ions. It functions as a sialidase to allow release of progeny virus from infected cells (Varghese et al., 1983).

Once sufficiently bound to sialic acid receptors, the virus is internalised via clathrin-mediated endocytosis (Lakadamyali et al., 2004). Vesicles
are scissioned by dynamin (Shaw & Stertz, 2018). However, there is also evidence that IAVs can exploit clathrin-independent endocytosis to enter the host cell with equal efficiency (Lakadamyali et al., 2004). Filamentous IAVs in particular enter by micropinocytosis, as they are usually too large to enter in clathrin-coated pits. Once trafficked to a low-pH compartment, alterations in M2 cause fragmentation of the filament leading to membrane fusion (Rossman et al., 2012).

vRNP Release

HA is cleaved by trypsin into HA1 and HA2. Introduction of a low pH environment after cleavage activates fusion (Maeda & Ohnishi, 1980). Fusion is a rapid process mediated only by HA2. Pre-treatment of fowl plaque virus with pH 5.2 buffer caused up to 85% inactivation of fusion activity, indicating fusion requires irreversible changes in HA2 (Whitel et al., 1982). The acid-induced conformational change of HA2 charges a pocket near the cleavage site and exposes a 22 residue N-terminal fusion peptide. The fusion peptide inserts itself into the endosomal membrane and draws viral and cellular membranes towards each other (Tsurudome et al., 1992). A C-terminal transmembrane domain anchors HA2 in the viral membrane. This causes a hairpin structure to bring the membranes in proximity. As the hairpins collapse, the membranes become close enough to fuse (Bullough et al., 1994; Dou et al., 2018). HA causes the outer leaflet of the membranes to curve the opposite way to the inner leaflet. This stress between the leaflets forms an unstable pore that develops into a stable channel and then to membrane fusion (Skehel & Wiley, 2000).

M1 protein forms a bridge between vRNPs and the viral membrane, likely mediated by a positive charge on the protein and a negatively charged vRNP. M1 is a key transport regulator for vRNPs, whose activity can be inhibited by amantadine (Martin & Helenius, 1991). The M2 ion channel is a homotetramer that is vulnerable to amantadine class antivirals. The channel is primarily proton selective and pH
selective. As the pH inside the vesicle decreases, proton channel activity is inhibited and M2 activates a cation (K\(^+\)) transport activity. This switch in activity allows accumulation and retention of protons in a low pH vesicle (Leiding et al., 2010). The N-terminus is exposed to the lumen of the endosome during acidification, encouraging proton permeability between pH 5-6.5 (Chizhmakov et al., 1996). When the M2 ion channel allows proton entry into the endosome M1 dissociates from the vRNPs. The pH dependence on dissociation was confirmed by transient acidification of the cytoplasm. A NH\(_4\)Cl-prepulse protocol showed dissociation but no reassociation as pH approached neutral, suggesting that low pH has an irreversible effect on M1. Dissociation allows nuclear import of vRNPs (Bui et al., 1996).

**vRNA Replication and Transcription**

Upon release into the cytoplasm, vRNPs separate from M1 and enter the nucleus. Transport through nuclear pores is mediated by NP (Martin & Helenius, 1991). NP contains multiple nuclear localisation signals (NLSs), and is able to mediate facilitated translocation through interacting with importins (Wu et al., 2007). NLS1 (residues 3-13) of NP can regulate nuclear-cytoplasmic shuttling of NP by binding either importin-\(\alpha\) or CRM1. The choice of binding partner is partly determined by the phosphorylation status of S9, Y10, and Y296 residues of NP. Phosphorylation of S9 and Y10 reduces interactions between NP and importin-\(\alpha\), so they are dephosphorylated in early stages of infection to promote nuclear import (Zheng et al., 2015). PB2 is able to accumulate in the nucleus in the absence of other viral proteins (Jones et al., 1986). PB2 D701N enhances nuclear localisation. D701N disrupts a salt bridge in the C-terminus of PB2, which exposes an NLS. The NLS can interact with importin-\(\alpha\) while PB2 is bound to a vRNP, and has been found to increase import efficiency, possibly through affecting vRNP orientation at the nuclear pore (Sediri et al., 2015).
Once the vRNPs are in the nucleus, genome replication and transcription to mRNA can begin. Within the vRNP, vRNA is able to associate with the polymerase through conserved sequences at each termini, while the rest of the segment is bound to NP (Arranz et al., 2012; Fodor, 2013). NP is essential for elongation of RNA chains and prevents transcription termination by binding both template and newly synthesised RNA (Honda et al., 1988). A positive stranded complementary RNA (cRNA) is produced first, and is then used as a template for vRNA synthesis (Taylor et al., 1977). cRNA becomes bound to NP and the polymerase to form a cRNP. A second polymerase is recruited to the cRNP to allow cRNA replication to new vRNA. The cRNA intermediate prevents the need for host primers in genome replication by acting as a template to produce the new vRNA (Te Velthuis & Fodor, 2016). In vivo, both cRNA and mRNA are synthesised during the transcription phase. However, the requirement for a host-derived cap and polyadenylated tail on mRNAs compared to the uncapped full length copy of cRNA has resulted in different initiation and termination mechanisms that are not fully understood (Te Velthuis & Fodor, 2016; Vreede & Brownlee, 2007). Initiation of transcription requires interaction of the viral polymerase with host Pol II to facilitate cap-snatching and the addition of a G residue to the 3’ end of the template. Polyadenylation is achieved through a series of U residues near the 5’ end and transcription is terminated by steric hindrance as the vRNA 5’ end remains bound to the polymerase (Poon et al., 1999; Vreede & Brownlee, 2007).

Viral mRNA transcription is primed by cleavage of host capped mRNAs by the polymerase through its endonuclease activity. PB2 binds the cap and PA acts as the endonuclease, with a preference for host small nuclear RNAs, small nucleolar RNAs, and promoter-associated capped small RNAs (Gu et al., 2015; Sikora et al., 2014). Capped mRNAs are cleaved 10-14 nucleotides from the 5’ cap, and act as primers to initiate transcription (Plotch et al., 1981). Once
cleaved, the 3'-terminus of the capped primer moves from the endonuclease active site to the polymerase active site, where it is brought into proximity with the 3’ vRNA template (Te Velthuis & Fodor, 2016). Once viral mRNAs have been produced, host splicing machinery is recruited to segments 7 and 8 (Shaw & Stertz, 2018). A small fraction of additional mRNAs are processed to produce M2 (Lamb et al., 1981).

Replication involves interaction between two viral polymerases. Under the trans-acting model, replication is initiated by the trans-polymerase binding to GTP at the 3’ end of the vRNA. Unlike during transcription, at the termination of replication the 5’ end of the vRNA must be released from the vRNA-associated polymerase to allow replication by the trans-acting polymerase. The newly synthesised cRNA 3’ end then binds to the trans-acting polymerase to form the cRNP complex (Fodor, 2013; Te Velthuis & Fodor, 2016).

Once replicated, progeny vRNPs are exported via the CRM1 pathway (Neumann et al., 2000). Interactions between CRM1, NEP, and M1 mediate vRNP export, in a ‘daisy chain’ model where M1 interacts with vRNP and NEP, which interacts with CRM1 to facilitate export (Akarsu et al., 2003; Neumann et al., 2000). It has been reported that vRNP and cRNP complexes are regulated differently, with vRNPs being selectively exported while cRNPs are restricted to the nucleus (Tchatalbachev et al., 2001). However, more recent work using highly sensitive strand-specific qRT-PCR suggests that both vRNPs and cRNPs can be exported from the nucleus, and the selection of vRNPs for packaging happens due to preferential M1 binding at the assembly site (Chaimayo et al., 2017). It has been suggested that the polymerase conformation varies between cRNP and vRNP complexes due to differing promoter structures (Tchatalbachev et al., 2001). The compactness of polymerase domains appears to change depending on the type of RNA bound, favouring transcriptase or replicase activity as required (Thierry et al., 2016). Chaimayo et al. also suggests
structural differences as a mechanism of preferential binding of M1-vRNP. cRNPs may expose nuclear export signals of NP that are not on the surface of vRNP complexes. Differences in the exposed surfaces of NP may also determine preferential M1-vRNP interactions at the plasma membrane (Chaimayo et al., 2017). Outside of the nucleus, vRNPs are transported to the budding site via the microtubule network (Shaw & Stertz, 2018). Meanwhile, HA, NA, and M proteins are all trafficked through the ER-Golgi secretory network toward the plasma membrane (Shaw & Stertz, 2018). The proteins are folded and glycosylated in the ER before being assembled into HA trimers and NA tetramers. The Golgi apparatus modifies the glycan chains and mediates esterification with fatty acids (Szewczyk et al., 2014).

Viral Budding

HA and NA cluster in areas of the membrane rich in cholesterol and sphingolipids known as lipid rafts (Shaw & Stertz, 2018). Cholesterol can increase curvature of plasma membranes to encourage fusion (Chen & Rand, 1997; Yesylevskyy et al., 2013). HA can cause coalescence of raft domains to form a viral ‘budozone’ (Rossman & Lamb, 2011). NP and vRNPs are recruited to M1 at the plasma membrane. M2 and cholesterol temporarily stabilise the budding membrane to allow assembly, and recruitment of a full set of vRNPs (Rossman & Lamb, 2011; Szewczyk et al., 2014). Parts of vRNA are exposed to allow RNA-RNA interactions between segments. A redundant, plastic network of segment interactions aids in genome packaging, while allowing room for reassortment or mutation (Dadonaite et al., 2019). IAV segments package into a 7+1 configuration, with the central segment likely to be a polymerase subunit (White & Lowen, 2018).

M1 is essential for virus assembly. It attaches to areas of the plasma membrane containing virus glycoproteins and actively promotes
budding (Lohmeyer et al., 1979). M1 crosslinks the cytoplasmic tails of HA and NA and forms a helical net under the membrane to provide structure. M1 polymerisation at the budding site may be an elongation mechanism for filamentous particles (Hay, 1974; Rossman & Lamb, 2011). M2 then becomes involved in membrane scission and virion release, by restructuring the plasma membrane to have the curvature for cleavage of the new virion from the host cell (Schmidt et al., 2013).

**Release of New Virions**

NA mediates release of the new virion, but there must be a functional balance with HA. HA makes up ~80% of the virion membrane protein complement; its sialic acid binding activity keeps virions on the cell surface until NA removes the sialic acid and releases the virion (Rossman & Lamb, 2011; Szewczyk et al., 2014). If NA activity is low, virions may aggregate on the cell surface instead of seeking new host cells. A lower HA affinity for sialic acid can evolve to compensate for weak NA activity (White & Lowen, 2018).

During replication, HA binds sialic acid receptors and triggers endocytosis. The acidic environment of the endosome triggers membrane fusion and release of the vRNPs. The vRNPs are then trafficked to the nucleus for replication. Progeny vRNPs and viral proteins are trafficked to the plasma membrane, where M2 and NA mediate budding and virion release. The replication cycle may be finetuned by accessory proteins and immune antagonists, such as PB1-F2, in response to immune pressure.

**IAV Segment Translation Methods**

**Canonical Initiation**

During canonical eukaryotic translation initiation, a pre-initiation complex is formed of the ribosomal 40S subunit, various eukaryotic initiation factors (eIFs) and a tRNA\textsubscript{Met}. The complex binds to secondary structures within the 5' UTR of the mRNA and begins scanning
downstream for a start codon. The tRNA\textsuperscript{Met} binds to an AUG codon, triggering dissociation of the eIFs and binding of the 60S ribosomal subunit. Following peptide chain elongation and termination of translation, the ribosomal subunits are recycled (Jackson et al., 2010).

In theory, binding of tRNA\textsuperscript{Met} to the AUG codon relies on strong Kozak consensus (CC\textit{A}CCAUGG) to prevent binding to non-AUG codons, or AUG codons with a weak Kozak consensus (Kozak, 1984). However, this is not always effective.

Exceptions to canonical translation initiation can be either programmed or incidental. Incidental exceptions can be regarded as translational ‘noise’, and are likely to be lost over time due to lack of purifying selection. Heterogeneity of translation and the introduction of noise is associated with increasing proteome diversity, but can also be involved in regulation of expression (Sonneveld et al., 2020; Thattai & Oudenaarden, 2001). Purifying selection reduces genetic diversity by selecting against deleterious mutations, in order to preserve biological function (Cvijović et al., 2018). In contrast, programmed exceptions are usually strongly conserved and involve a significant proportion of ribosomes (Firth et al., 2012).

Canonical initiation relies on recognition of an AUG codon with a Kozak consensus, but is still susceptible to varying pressures on different ORFs.

**Non-AUG Initiation**

Translation initiation at non-AUG codons has been reported in multiple contexts, including during viral infection and as a form of translational regulation of the human proteome (Dasso & Jackson, 1989; Fritsch et al., 2012; Prasad et al., 2016; Schwab et al., 2004).

Non-AUG codons can be efficiently utilised as translational initiation sites (TIS) with the proper Kozak consensus sequence. Some non-AUG codons can reach up to half the protein expression as the
consensus Kozak sequence CACCAUGG, with CACCCUGG being the most efficient (De Arce et al., 2018).

Within the Kozak consensus, the -3 and +4 positions are most important. The AUG-anticodon interaction is usually strong enough to trigger initiation regardless of the surrounding nucleotides (De Arce et al., 2018). However, non-AUG codons are more susceptible to their surrounding Kozak sequences than AUG codons due to mismatches between non-AUG codon and the anticodon. The interaction between the preinitiation complex and the surrounding nucleotides provides an ‘energy boost’ to allow initiation (De Arce et al., 2018).

During viral infection, a subset of stress-response mRNAs are upregulated for translation initiation by protein kinase R (PKR). This subset was found to be enriched for initiation at non-canonical start codons. PKR is a serine-threonine kinase that is activated by dsRNA. Upon activation, PKR phosphorylates the eIF2 α subunit to inactivate the transcription factor and reduce available pre-initiation complexes within the cell (Gale & Katze, 1998; Meurs et al., 1990). When there is a lack of eIF2 available, a series of stress response mRNAs, such as the ATF transcription factor family are expressed (García et al., 2006; Guerra et al., 2006).

Stress can alter the initiating start codon used, including expression of immune epitopes. Host CUG initiation has been identified during IAV infection (Machkovech et al., 2019).

A subset of ribosomes actively scans 5’ to 3’ for CUG initiation codons. CUG initiation is eIF2 independent. eIF2 is often targeted during translation inhibition, so an independent mechanism allows stressed cells to express antigenic peptides for immunosurveillance (Schwab et al., 2004).

_Leaky Scanning_
Leaky ribosomal scanning is an important mechanism of proteome expansion. Ribosomes recognise the Kozak consensus sequence around AUG codons to facilitate translation initiation (Kozak, 1984). The most efficient translation initiation motif is CACCAUGG, where the -3/+4 positions have the greatest impact. AUG codons upstream of the initiation site have a preference for a pyrimidine at -3, whereas initiating AUGs usually have a purine in this position (Kozak, 1981, 1984). In IAV segment 2, leaky scanning occurs when the preinitiation complex skips over the weaker Kozak sequencing of AUGs 1-3 in favour of binding AUG 4 with a stronger consensus (Wise et al., 2011).

Frameshift

IAVs utilise frameshifting to express PA-X, an endonuclease involved in host gene expression shut-off. There are several methods of frameshifting, resulting from either a pause in translation, or slippage of the mRNA within the ribosome. Some RNA structures such as stem-loops or pseudoknots encourage frameshifting. It is thought that the time taken for the ribosome to unwind the secondary structure allows frameshifting to occur (Firth et al., 2012). In the case of PA-X, a slow to translate CGU codon in the A site within a UCC_UUU_CGU sequence facilitates tRNA realignment. The rare CGU codon causes a pause that allows some ribosomes to shift frame by re-pairing tRNAs at the P site from UUU to UUC. Both these codons are translated by an AAG anticodon, which has higher affinity for UUC, allowing the frameshift (Jagger et al., 2012).
Figure 1.3 Translation Reinitiation
Black line indicates mRNA, with purple boxes for ORFs. Green and red boxes for AUG and STOP codons, respectively. The presence of a STOP codon induces dissociation of the ribosome. The 40S subunit can continue scanning, and reacquire subunits of the preinitiation complex to resume translation at a downstream start codon.

Translation reinitiation following termination of an upstream ORF (uORF) can be used to express a downstream ORF that would normally not attract ribosomes to be efficiently expressed. The ribosome halts translation at the stop codon of the uORF, but the 40S subunit continues scanning rather than being recycled (Figure 1.3). The preinitiation complex can reform, and translation begin again at the downstream AUG codon (Figure 1.3) (Kozak, 2001). Reinitiation is most efficient with a short uORF of less than 13 codons, due to the need to retain some eukaryotic initiation factors (eIFs) on the 40S ribosome (Hronová et al., 2017; Kozak, 2001). In viral systems, the ORFs typically overlap in different reading frames (Powell, 2010).

In IAV segment 2, reinitiation is used to balance the expression of PB1-F2 and PB1-N40. Ribosomes ignore the weak Kozak consensus around AUGs 1 and 2 by leaky scanning to initiate at AUG 3 in frame 2. The AUG 3 ORF is only two codons long, so initiation is immediately followed by termination of translation and continued scanning of the 40S subunit. Due to proximity, the 40S subunit scans past AUG 4 before re-acquiring the necessary eIFs to form the preinitiation
complex, leading to expression of PB1-N40 from AUG 5 in frame 1 (Wise et al., 2011).

**Alternative mRNA Splicing**

Segments 7 and 8 of IAV undergo alternative splicing to produce accessory proteins (Lamb et al., 1980, 1981). IAV remolds the cellular spliceosome to encourage viral mRNA splicing and suppress host gene expression. The bulk of the polymerase can block the assembly of the spliceosome components at a splice site in viral mRNA (S. R. Shih et al., 1995). NS1 can inhibit complete spliceosome recruitment and interact with several cellular proteins involved in splicing to achieve viral control of the process (Dubois et al., 2014). Segment 7 mRNA has been proposed to negatively regulate gene expression. Proximity of the mRNA 5’ splice site vs the mRNA 5’ splice site to the viral polymerase binding site is used to control alternative splicing of M1 mRNA (Shih et al., 1995). NS1 also appears to have a functional role in M mRNA splicing, through either direct interaction with the mRNA or through interactions with host factors (Mor et al., 2016).

Splicing of segment 7 has been shown to affect host range of IAVs (Bogdanow et al., 2019). Through multiple studies on various host proteins, it is clear that altering the splicing machinery will negatively affect viral replication (Artarini et al., 2019; Ren et al., 2019).

**Start-Snatching**

It has previously been reported that an upstream AUG (uAUG) codon in the 5’ UTR of segment 5 can be used to extend the ORF and produce an extended eNP protein (Wise et al., 2019). There have also been reports that expression can initiate in the 5’ UTR of eukaryotic mRNAs (Haimov et al., 2017). Cap-snatching from host mRNAs is a key factor in viral protein expression (Plotch et al., 1981; Te Velthuis
Cap snatching is accepted to produce a fusion of host and viral mRNA by using the host cap as a primer (Plotch et al., 1981). Although IAVs prefer non-coding host RNAs as their cap-snatching substrate (Gu et al., 2015), if the host 5’ UTR contains an AUG codon upstream of the IAV mRNA, a hybrid host-viral protein can be expressed. This production of hybrid proteins has been termed ‘start-snatching’ (Ho et al., 2020).

The hybrid proteins can be produced either as a host-derived 5’ extension, or as an out of frame novel protein (Upstream Frankenstein ORF (UFO)). Among IAV segments, 10-15% of cap-snatched sequences were found to contain an uAUG, although many segments have STOP codons before the canonical viral AUG codon, limiting expression of hybrid proteins (Ho et al., 2020). In segment 2, start-snatching results in a frame 3 product of 77aa named PB1-UFO. PB1-UFO was found to be conserved in human H1N1, H3N2, and H5N1 sequences, and had an impact on viral virulence in mice at high infectious doses (Ho et al., 2020).

IAV utilises several non-canonical expression mechanisms to expand its proteome (Table 1.1). Several other RNA viruses also utilise non-canonical mechanisms. For example, Caliciviridae use leaky scanning and reinitiation mechanisms while members of the Respirovirus genus can initiate translation at ACG or GUG codons (Firth & Brierley, 2012). This thesis focuses on PB1-F2, which is expressed by leaky scanning (Chen et al., 2001).

**Accessory proteins of IAV**

IAV has a small genome of only 13kb, and has evolved multiple methods to expand the proteome. Each of the eight IAV segments codes at least one structural gene, and almost all produce one or more non-structural accessory proteins (Firth & Brierley, 2012). Several accessory proteins are expressed by leaky ribosomal scanning,
resulting in N-terminally truncated versions of the essential product. This method may be associated with re-initiation events, as in segment 2 (Wise et al., 2009). Ribosomal frameshifting can also produce accessory proteins. Other segments utilise the host splicing machinery to produce novel ORFs. Segment 8 may have a negative sense ORF that is indicative of an ambisense strategy, but expression of this predicted protein has not yet been confirmed (Sabath et al., 2011). There are also possible microRNA coding regions in the virus genome that could have a regulatory role in virus replication (Vasin et al., 2014). Accessory proteins can have multiple roles designed to adapt the virus to the host and maintain optimal virulence and efficient replication. Many accessory proteins finetune the virus control over the host immune response, while others allow a functional redundancy in case an essential protein ORF is damaged due to lack of proof-reading. For example, NA43 can maintain low viral titres if the canonical NA AUG codon is removed, although it does not appear to be important for viral replication in the presence of full-length NA in vitro (Machkovech et al., 2019).

**Segment 1**

PB2-S1 was discovered during an RT-PCR screen of viral mRNAs to look for novel proteins encoded by spliced mRNAs. It is produced as a splice variant that deletes nucleotides 1513-1894 of the PB2 reading frame, with a premature stop at position 1936. PB2-S1 was commonly expressed in human H1N1 isolates pre-2009, but was not present in 2009 pandemic strain (Yamayoshi et al., 2016). PB2-S1 preserves the PB2 mitochondrial targeting sequence, and functions as an IFN antagonist via RIG-I and MAVS (Carr et al., 2006; Yamayoshi et al., 2016). PB2-S1 is able to decrease viral polymerase activity in minireplicon assays through interacting with PB1, but appears to have no effect on viral fitness in vitro or in mouse models (Yamayoshi et al., 2016).
Segment 2

PB1-N40 is an N-terminally truncated accessory protein of PB1 produced from AUG 5 by leaky scanning, with an unknown function. PB1-F2 is an accessory protein expressed by leaky scanning from AUG 4 in a +1 reading frame, that was discovered during a search for antigenic peptides recognised by CD8+ T cells (Chen et al., 2001). PB1-UFO is expressed from frame 3 as a host-viral hybrid protein by start-snatching (Ho et al., 2020). Segment 2 translation will be discussed in detail in Chapter 2.

Segment 3

Accessory proteins of segment 3 were first discovered during a screen of antigenic cross-reactivity between polymerase subunits. Additional smaller proteins were visualised during immunoprecipitation of PA proteins with monoclonal antisera (Akkina, 1990). The precipitated proteins were later identified as N-terminally truncated forms of PA, designated PA-N155 and PA-N182, through mutational analysis. Loss of PA-N155 resulted in delayed replication in MDCKs, and reduced pathogenicity in mouse models. PA-N155 has a supportive, but unclear role in viral replication, while PA-N182 did not cause any significant change in viral fitness (Muramoto et al., 2013).

PA-X is the product of an overlapping reading frame that produces a fusion domain of the N-terminal endonuclease domain and C-terminal X domain via frameshift. It was discovered following an assessment of segment 3 conservation that did not match known RNA structures. PA-X has host shut-off function similar to PA, and is able to modulate host gene expression during infection. Differential gene expression appears to be focused on pathways affecting lymphocyte activation and inflammatory responses (Jagger et al., 2012).

Segment 5
An upstream AUG codon in the 5’ untranslated region of swine-origin segment five has recently been identified as producing an extended version of NP, named eNP, in a preprint (Wise et al., 2019). The addition of six amino acids at the N-terminal of NP has an unclear function, but expression of eNP has been seen to affect pathogenicity of IAV in both mice and pigs (Wise et al., 2019).

**Segment 6**

A recent attempt to profile translation initiation in IAV infected cells identified an N-terminally truncated form of NA, dubbed NA43 after its AUG codon. NA43 expression is not dependent on the presence or absence of the canonical NA start site expressing full length NA. It is enzymatically active and expressed on the cell surface. Some low levels of viral growth are supported by NA43 in the absence of full length NA (Machkovech et al., 2019).

**Segment 7**

Segment 7 produces multiple differently spliced mRNAs. The fourth mRNA of segment 7 encodes M42, a functional variant of M2 with an alternate ectodomain. The spliced mRNAs share a 3’ splice acceptor site, but are differentiated by 5’ splice donor sites (Wise et al., 2012). M2 is an integral membrane protein that forms a homotetramer and has protein channel activity. The altered ectodomain of M42 causes a change in localisation from perinuclear to plasma membrane localised. However, this altered localisation does not appear to prevent viral replication (Wise et al., 2012).

**Segment 8**

A mutation in NS1 during serial passage in mice resulted in a secondary splice product, named NS3. D125G created a splice site for NS3 to be expressed. The additional product caused an increase in viral replication in the mouse host. NS3 is thought to be expressed in
a minority of strains and is associated with adaptation to a new host (Selman et al., 2012).

The NS1 mRNA can also use downstream AUG codons to initiate translation. The second and third AUGs of the mRNA, at codon positions 79 and 81, are well conserved in circulating human strains. In PR8, truncated NS1 products differ from the full length protein in cytoplasmic localisation and IRF3 inhibition. In Udorn however, there is no role for truncated NS1 proteins in the RIG-I pathway, although they may have other functions (Kuo et al., 2016).

Host Differences in AIV Infection

The original reservoir host of IAVs is aquatic waterfowl (Halvorson et al., 1985; Webster et al., 1992). The long relationship between IAV and its original reservoir is thought to be the reason for waterfowl's high tolerance, and the relatively low rate of viral evolution within waterfowl compared to other hosts (Webster et al., 1992; Wille & Holmes, 2020; Yoon et al., 2014).

Through multiple spillover events, poultry and mammalian lineages have developed (Vandegrift et al., 2010; Wasik et al., 2019). Over time, interspecies transmission events have developed host-specific gene pools. Further evolutionary divergence has resulted in independently evolving host-specific strains (Webster et al., 1992). Development of a stable virus lineage from a zoonotic infection requires both virus adaptation and a suitable host ecology (Wille & Holmes, 2020). The genetic drift necessary to develop distinct genetics of each segment depends on the host species barriers and geographic isolation; for example, American and Eurasian avian lineages are defined by isolation, not host or subtype (Wille & Holmes, 2020; Zell et al., 2012). Phylogenetic analyses suggests long term co-evolution, particularly in avian hosts, with indications that Anseriformes and Charadriiformes have been infected with influenza viruses for millennia (Wille & Holmes, 2020). There are likely to have been several introductions of
the virus from waterfowl to poultry before a stable lineage developed (Carnaccini & Perez, 2020).

**Variation in Avian hosts**

Influenza evolution varies between wild birds and poultry. Waterfowl usually circulate low pathogenicity avian influenza (LPAI), due to the equilibrium of being the original reservoir host. However, HPAI can be transmitted from poultry and cause severe disease with high mortality (Chen et al., 2005). The faecal-oral transmission between wild birds involves a ‘latent’ phase within water sources (Fourment & Holmes, 2015). Contaminated water in wetland habitats has previously been postulated as a method of long-term persistence of IAVs. Infectivity is dependent on several factors, including temperature, salinity and conductance, but multiple avian IAV subtypes are persistent over several months (Brown et al., 2007; Ramey et al., 2020; Stallknecht et al., 1990). During this period, the virus is not replicating, which slows the nucleotide substitution rate compared to poultry (Fourment & Holmes, 2015).

AIVs can infect >105 bird species (Nuñez & Ross, 2019). In addition to binding preferences between mammals and birds, viruses circulating in different avian species differ in their fine receptor-binding specificity and must adapt when switching, for example, from ducks to chickens (Petersen et al., 2012). It is thought that most AIV transmission from wild to domestic birds is through indirect contact, i.e., contaminated water. Local wild birds can be considered a ‘bridge’ between migratory birds and domestic poultry (Elbers & Gonzales, 2020; Lu et al., 2017).

Wild birds are more resistant than poultry and can maintain infection without severe disease, allowing reassortment between strains (Nuñez & Ross, 2019). However, there is still variation in susceptibility within wild migratory birds. Multiple studies of migratory birds that stop over at Delaware Bay, USA found that Ruddy Turnstones are highly
susceptible to IAV (Hanson et al., 2008; Kawaoka et al., 1988). The high rate of infection may be due to the preference of Ruddy Turnstones for wetlands where AIV may survive in shallow pools of water, over sandbars that lack stagnant water and are washed by the tide twice a day (Hanson et al., 2008). Pigeons are considered resistant to flu, and in primary cell culture have been seen to have less α 2, 3 linked sialic acid than turkey cells. In tracheal organ cultures (TOCs), turkey cells were shown to be susceptible to a wide range of species-specialised viruses. Serial passage showed adaptive AIV mutations, particularly in the receptor binding pocket and cleavage site of HA (Petersen et al., 2012).

Domestic ducks have had a major role in the generation and maintenance of H5N1 HPAI in southern China. Since 2002 there has been an increase in wild waterfowl suffering clinical signs and severe disease form HPAI infection (Nguyen et al., 2005). Domestic ducks and geese are closely related to their wild counterparts, but differences in their environments and level of contact with other poultry have changed their role in transmission and maintenance of IAV (Cardona et al., 2009). HPAI develops from LPAI during circulation in poultry. A study of the evolutionary dynamics of a H7N1 outbreak in northern Italy March 1999-February 2001 showed the original LPAI virus evolved into LPAI-1 and HPAI lineages. All the HPAI isolates sampled had a common ancestor that dated from the period of LPAI circulation. Minority variants of LPAI H7N1 had some key HPAI mutations, further suggesting the LPAI virus as the precursor of the HPAI lineage (Monne et al., 2014).

Ducks and chickens are known to have differing tolerances to AIV infection. Ducks have a minimal response to LPAI, whereas chickens infected with LPAI may suffer high morbidity/mortality. During a HPAI H5N1 outbreak in Korea affecting two broiler breeding farms, two layer chicken farms, two duck breeding farms, and one quail breeding farm in 2006/7, the chickens and quails suffered high mortality, while the
ducks had no mortality and only a drop in egg production. When an isolate from this outbreak was used for experimental infection, both chickens and quails died earlier and shed to higher titres than ducks (Jeong et al., 2009). When infected with A/chicken/Shanghai/441/2009 (H9N2) ducks responded faster, but with a lower level of inflammatory cytokines and a persistent cellular response, whereas chickens had an excessive but delayed inflammatory cytokine response and inadequate cellular response. Intranasal infection showed ducks seroconverted two days later than chickens. Humoral immunity appears to be an important factor in duck resistance to AIV (Yang et al., 2019). When intranasally infected with A/Chicken/Korea/IS/06 (H5N1), ducks began to seroconvert from 4 days post infection (dpi), and the antibody titres were maintained until 28dpi, when the experiment ended (Jeong et al., 2009).

Genetic Basis of Variation

The family of Mx proteins are interferon stimulated genes (ISGs), originally discovered in inbred mice (Lindenmann et al., 1963). Mx proteins are GTPases with varying antiviral functions in different mammalian hosts (Verhelst et al., 2013). Mx is not thought to be antiviral against influenza in chickens (Benfield et al., 2008; Bernasconi et al., 1995) or wild ducks (Anas platyrhynchos) (Bazzigher et al., 1993). A comparative study of Mx diversity in teal (Anas crecca carolinensis), wigeon (Anas americana), mallard (Anas platyrhynchos), pintail (Anas acuta), and northern shoveler (Anas clypeata) showed nucleotide diversity in the Mx gene is being maintained at different levels in different duck species. Mallards had the lowest total, silent, and nonsynonymous site diversity of the five species. Low sequence diversity at an immune-related loci could affect how frequently mallards are found to be AIV positive (Dillon & Runstadler, 2010).
There are several reports that PB1-F2 activity, or lack thereof, is host-dependent (Chen et al., 2001; Deventhiran et al., 2016). The different phenotypes induced by PB1-F2 may be caused by differences in host immune systems, i.e. chickens lack the dsRNA sensor RIG-I, and are more susceptible to PB1-F2 pathogenesis than ducks which express RIG-I (Leymarie et al., 2014). In ducks, RIG-I is rapidly upregulated in the lung as part of the early innate immune response against HPAI A/Vietnam/1203/04 (H5N1), but is not significantly induced by LPAI A/mallard/British Columbia/500/2005 (H5N2) (BC500) (Barber et al., 2010). RIG-I is also absent in Red Jungle Fowl, which resembles ancestral chickens, in addition to modern chicken lines. This suggests that chickens may have lost RIG-I prior to domestication. They have retained MDA5, which detects long dsRNA in mammals, and converges with the RIG-I signalling cascade at MAVS, triggering IFNβ induction and ISG expression (Barber et al., 2010). There is evidence that in chickens, MDA5 is able to detect shorter dsRNA strands, and help compensate for the loss RIG-I (Hayashi et al., 2014). MDA5 siRNA knockdown in DF1s can be rescued by transfection of pigeon, duck, or goose RIG-I to restore IFN-β production, but MAVS siRNA knockdown is not rescued in this manner. There is evidence that RIG-I is a more efficient inducer of the antiviral response than MDA5, though this may be an artefact of the methods used (Hayashi et al., 2014; Shao et al., 2015; Xu et al., 2015). Transfection of chicken DF1 cells with duck RIG-I rescues 5'ppp RNA detection and IFNβ promoter activity, leading to lower viral titres of BC500 than WT DF1 cells (Barber et al., 2010). Pigeon RIG-I is a weaker IFN inducer than either of the waterfowl duck or goose, although it shares 78.87% amino acid identity with duck RIG-I. Goose RIG-I was the strongest inducer of IFN-β, Mx and PKR during IAV infection (Shao et al., 2015; Xu et al., 2015). There is a RIG-I independent pathway through TLR7 that contributes to IAV detection and IFNα expression in both chickens and ducks (Barber et al., 2010).
Variation in Mammalian Hosts

Although interspecies transmission is not uncommon, only a limited range of subtypes have developed stable mammalian lineages (Yoon et al., 2014). Distinct lineages have developed in humans, pigs, and horses, that are adapted to the host (Zell et al., 2012). Phylogenetic distance between hosts is thought to be a predictor of the evolutionary success of a cross-species transmission, as this is most common within a host class, i.e. Aves (Wille & Holmes, 2020). IAVs are highly adaptable, due to their error prone polymerase and segmented genome (Vandegrift et al., 2010). Despite this inherent adaptability, successful human-to-human transmission of a zoonotic virus remains rare. A second level of adaptation is required to allow a series of shifts in the influenza replication cycle; from faecal-oral to respiratory transmission; the lower temperature of the human respiratory tracts compared to the avian gastrointestinal tract; changes in HA binding and NA cleavage; differences in host proteins involved in genome replication; and adaptation to new methods of immune antagonism (Wasik et al., 2019).

One of the primary host restrictions of IAV is sialic acid linkage. Mammalian adapted viruses prefer α 2, 6 linked sialic acid whereas avian viruses prefer α 2, 3 linked sialic acids (Long et al., 2019). Pigs are considered high risk for novel pathogenic virus generation because they have both linkages at the site of IAV infection. H5Nx human-human transmission has been reported within households, but is generally limited (Nuñez & Ross, 2019).

The majority of sporadic avian spillover to humans is due to H5N1 or H7N9 viruses. Both subtypes have high case fatality rates (approx. 52%, 39%, respectively), but human-human transmission is rare (Ciminski et al., 2021). H5 Goose/Guangdong and Asian H7N9 viruses have had several zoonotic events with limited transmission. Acquiring a preference for airborne transmission is polygenic, and currently is
not fully understood (Sutton, 2018). An analysis of several seroprevalence studies showed swine workers have a higher likelihood of having antibodies for swine-derived H1N1 (~10%), than poultry workers for avian viruses (<4%), which suggests that transmission from swine to humans may be more common than avian zoonosis (Ciminski et al., 2021).

We know there have been multiple mammalian infections with avian H9 viruses, that have never reached stable circulation due to poor transmission. Asian H9 AIVs have been shown to be replication competent in ferrets, but have poor transmission. In mink, some isolates have the mammalian adaptation E627K in PB2, and a canine H3N2 circulating strain had a H9N2 PA segment (Carnaccini & Perez, 2020). In addition to lineages that have not yet developed, there are lineages that have died out. Horses were once considered a ‘dead end’ IAV host, before cross-species transmission to dogs (Landolt, 2014). However, despite the cross-species transmission, several equine lineages (H7N7, Eurasian H3N8), and a canine lineage (H3N8) have not been isolated for >10 years, so are considered extinct. This is likely to be due to a lack of susceptible hosts to maintain transmission chains (Landolt, 2014; Wille & Holmes, 2020).

*Genetic Basis of Variation*

Cellular kinases can have a large impact on success on viral replication. Phosphorylation of a protein can promote scaffolding activities, and affect how efficiently it can interact with binding partners or modulate interactions. Tyrosine, serine, threonine, and lipid kinases have all been identified as having effects on IAV, from entry to vRNP export, to modulation of the host immune system (Meineke et al., 2019). Phosphatidylinositol-3 kinase (PI3K) and c-Jun terminal kinase (JNK) are differently regulated by NS1 proteins of different viral strains. A/mallard/Huadong/S/2005 (H5N1) can induce JNK activation to trigger autophagy and inhibits the PI3K pathway. PR8 is unable to
activate JNK pathway, and A/chicken/Shanghai/F/98 (H9N2) activates the PI3K in DF1 and CEF cells (Zhang et al., 2019). Phosphorylation of NS1 is a host adaptation marker. T215 is a phosphorylation target that is present in all circulating human IAV strains 1920-2008. In avian strains, residue 215 is a proline (Hsiang et al., 2012).

The polymerase is an important factor in determining host range of IAVs. While avian-sourced PB1 segments are associated with pandemic viruses, PB2 has long been recognised as a vital host determinant. Two major amino acid changes associated with host adaptation are E627K and D701N. E627K was first identified in the early nineties by Subbarao et al. Although PB2 was already known to affect host range, this study isolated the specific mutation that allowed escape from a host restricted phenotype (Subbarao et al., 1993). They discovered that lysine vs glutamine at position 627 was separated along host species between human and avian influenza strains.

There are indications that the importance of PB2 627 varies among mammals, however 627K is the preferred amino acid in humans and mice (Shinya et al., 2007). Influenza viruses from different species do not all acquire 627K during mouse adaptation. Some viruses will acquire D701N, but it is rare for a virus to acquire both mutations (Liang et al., 2019; Ping et al., 2010; Shinya et al., 2007). D701N has previously been noted in adaptation of avian H5N1 and seal H7N7 viruses to mice, and aided H5N1 transmission to guinea pigs (Suttie et al., 2019). The D701N mutation removes a salt bridge that normally sequesters a nuclear localisation sequence (NLS) of PB2, allowing increased binding to importin 1α. Exposure of the PB2 NLS increases the efficiency of nuclear localisation of vRNPs (Sediri et al., 2015). Acquisition of E627K rather than D701N appears to be linked to the host protein ANP32. Avian H7N9 in Anp32−/− mice developed D701N rather than E627K. Acquisition of E627K is driven by low polymerase activity and interaction with ANP32A (Liang et al., 2019).
Interactions with ANP32 proteins form a major stumbling block for zoonotic viruses. ANP32A and B will not support replication of an avian virus in mammalian cells and vice versa. The avian ANP32A (excluding ratites) has a 33 amino acid insertion compared to the human orthologue that is required to support the avian polymerase. Removal of the insertion is sufficient to prevent support of avian viral polymerase, possibly due to removing a SUMOylation site (Long et al., 2016, 2019). The only mammalian orthologue to support avian polymerase activity without inserting the 33 amino acids is swine ANP32A. Swine ANP32A will support a lower level of polymerase activity through pro-viral positions 106V and 156S increasing binding affinity between ANP32A and the polymerase (Peacock et al., 2020). Some flightless birds such as ostriches do not have the 33aa insertion, so result in mammalian signatures of PB2 during avian influenza virus replication (Long et al., 2016). Binding affinity between the viral polymerase and ANP32A can also be affected by viral genomic RNA (Long, Mistry, et al., 2019).

AIVs are zoonotic and epizootic, leading to development of distinct lineages in different hosts (Webster et al., 1992). As these different hosts exert different immune pressures on the virus, variation in their immune antagonists is required. There are also changes in sialic acid receptor and genome replication machinery between hosts (Long et al., 2019). Adaptation to different host mechanisms has resulted in host differences in AIV infection.

**Pathogenesis of IAV Infection**

IAV pathogenesis can vary for a variety of reasons, including species, route of exposure, and co-infections. It is well reported that gallinaceous poultry is more likely to suffer severe clinical disease than wild waterfowl (Nuñez & Ross, 2019; Spackman et al., 2010; Yang et al., 2019).
A study of LPAI H7 viruses found that turkeys had more severe clinical disease than chickens or ducks, including significantly higher shedding and mortality (Spackman et al., 2010). In aquatic birds, IAV primarily replicates in the intestinal tract and is mainly spread by the faecal-oral route (Yoon et al., 2014). Swallowing infected water sources both exposes birds to AIVs and dilutes the acidic gizzard fluid to prevent virion degradation. Seawater can act as a neutral buffer. A/duck/Bavaria/1/77 (H1N1) was found to be able to replicate to titres of $10^5$ PFU/ml from gizzard fluid dilutions of 1:3 upwards, and to be able to replicate in neat gut fluid (Han et al., 2019). Although ducks infected with AIVs do shed orally, oral shedding is generally to lower titre or for shorter duration than cloacal shedding (Hénaux & Samuel, 2011). During spread in domestic birds, several subtypes have acquired a preference for replicating in the respiratory tract, which can aid transmission in densely populated poultry sheds (Yoon et al., 2014).

A/Turkey/Ontario/7732/66 (H5N1) (Ty/Ont) infection of avian lymphocytes caused severe lymphoid depletion through induction of DNA fragmentation leading to apoptosis. Apoptosis was also induced during MDCK infection (Hinshaw et al., 1994). Apoptosis is thought to be necessary for efficient IAV replication (Ampomah & Lim, 2020; Mehrbod et al., 2019). IAVs can induce apoptosis to prevent an immune response to infection (Chen et al., 2001), but hosts can use rapid apoptosis as a mechanism of resistance, by limiting viral replication (Chang et al., 2015; Kuchipudi et al., 2012). IAV can modulate host apoptotic signalling during infection to promote efficient replication and virion release (Zhirnov & Klenk, 2007). The relationship between IAV and apoptosis appears to change over the course of infection (Mehrbod et al., 2019). It has been suggested that IAV modulation of the host IFN response could be an indirect apoptosis control mechanism (Ampomah & Lim, 2020).
Overexpression of bcl2, or blocking caspase 3 activation have been seen to reduce virus production (Kuchipudi et al., 2012). Proto-oncogene bcl2 is an apoptosis inhibitor that was able to protect MDCK from DNA fragmentation during Ty/Ont and PR8 infection. Although the authors note that DNA fragmentation and cytopathologic effects (CPE) appear to be temporally linked, and co-expression of bcl2 altered localisation of NS1 and NP, they were unable to conclusively identify the viral proteins responsible (Hinshaw et al., 1994). H5N1 NS1 has now been linked to induction of apoptosis in A549 and NCI-H292 human lung epithelial cell lines. NCI-H292 cells transfected with NS1 had significantly higher levels of apoptosis than those transfected with the empty vector control. It is theorised that NS1 may induce apoptosis though an intrinsic mitochondrial pathway that is related to cytochrome c release (Bian et al., 2017). In addition to NS1, accessory protein PB1-F2 is also associated with inducing apoptosis, particularly in immune cells. PB1-F2 primarily activates mitochondrial apoptosis pathways, through interaction with host proteins to form non-specific ion channels (Yoshizumi et al., 2014; Zamarin et al., 2005).

Secondary bacterial infections following influenza can result in hospitalisation or death of both patients with pre-existing lung disease and those who were previously healthy (Rynda-Apple et al., 2015). In a mouse model, a low dose of PR8 IAV was survivable, but a low dose of PR8 IAV followed by a high dose of S. aureus was not (Lee et al., 2010). PB1-F2 has been reported to affect susceptibility of mammalian hosts to secondary bacterial infections in numerous studies (Cheung et al., 2020; Pinar et al., 2017; Weeks-Gorospe et al., 2012).

The mechanisms behind the severity of secondary bacterial infections are complex and multifaceted, relying on the interface of viral, bacterial and host immune interactions. Common pathogens identified include opportunists S. pneumoniae, S. aureus, H. influenzae, and P. aeruginosa. Damage to the epithelium and reduced ciliary action result in a loss of barrier function which allows increased adherence of
bacteria (Martin-Loeches et al., 2017). IAV infection can also reduce the numbers of alveolar macrophages, in some cases through PB1-F2 induced apoptosis. Immune exhaustion and IAV induced changes to macrophage and neutrophil recruitment can contribute to secondary bacterial infections (Rynda-Apple et al., 2015).

IAV pathogenesis can be highly variable. PB1-F2 has been found to impact multiple pathogenesis factors, such as shedding, apoptosis, and secondary bacterial infections (Alymova et al., 2014; James et al., 2016; Zamarin et al., 2005).

**PB1-F2 Structure and Function in IAV Infection**

PB1-F2 is a short protein of 87-101 amino acids that is well conserved in avian influenza viruses (Leymarie et al., 2014). Perhaps due to its small size and variability, little structural analysis has been performed on PB1-F2, with only a single partial crystal structure from PR8 available (Bruns et al., 2007) (Figure 1.4). Predicted structures have been suggested, while many groups rely on NMR data or spectroscopy to determine PB1-F2 structure (Pasricha et al., 2018; Solbak et al., 2013).
Figure 1.4 Partial PB1-F2 Structure

PR8 PB1-F2 partial structure (aa50-87) from Bruns 2007, visualised in Pymol. (10.2210/pdb2HN8/pdb). AUG 9 highlighted in purple.

PB1-F2 length depends on the strain, but is most commonly 87-90 amino acids long. PB1-F2 is a short-lived protein maximally expressed at ~5 hrs post infection with a reported half-life of one hour when expressed in MDCKs during PR8 infection (Zamarin et al., 2006). However, stability is highly variable and dependent on strain and cell type. There is a basic amphipathic helix in the C-terminal that mediates mitochondrial localisation (Zamarin et al., 2005). It has been postulated that differences in hydrophobicity patterns may affect function, and contribute to the strain specific nature of the protein (Mahardika et al., 2019).

NMR data suggests there are two short α-helices in the N-terminus with an extended helix in the C-terminal, connected by a flexible hinge (Krumbholz et al., 2011). There is evidence that some strains, particularly highly pathogenic ones, may have two helices in the C-terminus (Alymova et al., 2014; Gibbs et al., 2003; Kamal et al., 2018; Yamada et al., 2004). While PR8 is generally reported to have a single continuous α helix in the C-terminal, multiple H5N1 avian strains are predicted to have a helix-loop-helix in the C-terminal (Mahardika et al.,
Most of the structural data for PB1-F2 comes from tagged or chemically synthesised peptides, rather than virus expressed protein. The addition of tags may affect protein folding (Gibbs et al., 2003; Solbak et al., 2013; Yamada et al., 2004).

Most PB1-F2 functions are localised to the C-terminus, which contains an α-helix with a mitochondrial targeting sequence. It has been postulated that in some strains, there is also a helix in the N-terminus, however many PB1-F2 proteins have a non-structured N-terminal (Krumbholz et al., 2011). Three alternative start codons (AUGs 7-9) allow for expression of C-terminal fragments of unknown significance (Zamarin et al., 2005). Although the full length ORF is well conserved in avian viruses, there are few suggestions of function for the N-terminus. Functional motifs such as the mitochondrial targeting sequence, virulence and stability markers are commonly identified in the C-terminus. PB1-F2 is highly variable, so there are many reports of ‘minimal requirements’ for a mitochondrial targeting sequence (MTS), and virulence markers or motifs may also vary between proteins (Alymova et al., 2014; Cheng et al., 2017; Košík et al., 2015; Yamada et al., 2004).

In chickens full length PB1-F2 suppresses pathogenicity and lengthens the transmission window by prolonging virus shedding. The enhanced transmission may provide a positive pressure to maintain a full length PB1-F2, when in mammals there is a bias towards truncated proteins (James et al., 2016).

The amino acid sequence 68-72 appears to be important in C-terminus structure and pathogenicity. The lab strain PR8 has 68-ILVF-71, which is associated with a continuous extensive C-terminal helix and low pathogenicity in mice. The 1918 pandemic strain has 68-TPVS-71 while a recent H5N1 has 68-TQGS-71. Threonine, glycine and serine are known helix breakers, and are proposed to enhance pathogenicity in mice and form a helix-loop-helix structure within the C-terminus.
(Alymova et al., 2014). Instability of 1918 PB1-F2 has been further isolated to residues 68 and 69, which affect cytoplasmic vs mitochondrial localisation (Park et al., 2019).

A sequence swap of 68-ILVF-71 and 68-TQGS-71 between PR8 and A/Hong Kong/156/1997 H5N1 swapped the proteins’ stability. Half-life may also be affected by ubiquitination of lysines at positions 73, 78, and 85 (Cheng et al., 2017). These lysines form a major ubiquitin cluster. The cluster is extremely well conserved in human and avian PB1 sequences present in GenBank – every virus that codes a full length PB1-F2 has the C-terminus lysine cluster (Košík et al., 2015). Ubiquitin is directly involved in protein degradation, MHC (major histocompatibility complex) peptide presentation, and viral recognition.

Both 1918 and PR8 PB1-F2 were found to be heavily ubiquitinated in infected cells, and degraded through the ubiquitin-proteasome pathway (Park et al., 2019). Mutating the lysine residues to arginines increases H5N1 PB1-F2 stability, inducing protein accumulation and enhancing both the antibody response to the protein and levels of IFN antagonism (Košík et al., 2015). In contrast, for the 1918 PB1-F2, stabilisation by addition of MG132 resulted in lower IFN inhibition, possibly due to inhibition of a codegradation mechanism (Park et al., 2019).

PB1-F2 has been postulated to have a variety of functions broadly grouped into

- PB1-F2 aggregation/cytotoxic effects
- mitochondrial apoptosis
- modulation of the host innate immune response in a strain-dependent manner
- PB1 interactions
The functions may vary according to virus background and the host the virus is infecting.

PB1-F2 Aggregation and Cytotoxic Effects

PB1-F2 can adopt a β-sheet conformation and oligomerise into amyloid-like structures in membrane-mimicking environments (Ajjaji et al., 2016; Chevalier et al., 2010). Membrane charge and pH may help to regulate conformational changes of PB1-F2 (Vidic et al., 2016). Full length PB1-F2 has been seen to form long filaments, whereas C-terminal fragments form smaller aggregates. Aggregated PB1-F2 is particularly damaging to membranes containing cholesterol or cardiolipin (Ajjaji et al., 2016). Cytotoxicity of PB1-F2 is highly reliant on the protein’s structure (Vidic et al., 2016). A recent study found that A/Zhejiang/DTID-ZJU01/2013 H7N9 had a greater likelihood of aggregating than A/Vietnam/1203/2004 H5N1 or lab strain WSN, confirming the strain specific nature of this process (Cheung, Lee, et al., 2020).

Aggregated PB1-F2 can be incorporated into the phagolysosome and activate the NLRP3 inflammasome, or promote apoptosis by inducing membrane damage and cytotoxicity (Bruns et al., 2007; Cheng et al., 2017; Vidic et al., 2016). Aggregated H7N9 PB1-F2 can alter mitochondrial morphology and hinder aggregation of MAVS through steric hindrance. Unaggregated MAVS is destabilised and can be targeted for lysosomal or proteasomal degradation (Cheung, Lee, et al., 2020). PB1-F2 mediated NLRP3 inflammasome activation is related to viral-induced mitochondrial dysfunction. PB1-F2 can induce mitochondrial dysregulation which results in the release of reactive oxygen species (ROS) within the host cell. Inflammasome-driven pyroptosis (an inflammatory form of programmed cell death) causes increased sensitivity to secondary bacterial infection (Pinar et al., 2017).
Mitochondrial Apoptosis

There is a considerable body of evidence that PB1-F2 can interact with and alter function of mitochondria through a variety of mechanisms, as summarised in Figure 1.5. PB1-F2 attacks the mitochondria through protein-protein interactions (Zamarin et al., 2005) and by directly damaging membranes (Vidic et al., 2016). PB1-F2 targets the mitochondria to disrupt host processes and promote apoptosis, particularly in immune cells. PB1-F2 has been found to consistently activate Bax/Bak and cause membrane disruption (McAuley et al., 2010; Yeganeh et al., 2018). Restriction by NLXR1 and the possibility of PB1-F2 forming its own ion channel, similar to the anti-bacterial membrane attack complex are less well reported (Jaworska et al., 2014). There are also conflicting reports over localisation.

PB1-F2 of PR8 interacts with two components of the mitochondrial permeability transition pore complex (PTPC) when overexpressed in 293T cells; adenine nucleotide translocator 3 (ANT3) and voltage-dependent anion channel 1 (VDAC1) (Zamarin et al., 2005). ANT3 is located on the inner mitochondrial membrane, and VDAC1 on the outer. Pull-down experiments indicate PB1-F2 C-terminus interacts with ANT3 and the N-terminus with VDAC1, suggesting PB1-F2 may be present in the intermembrane space of the mitochondria, acting as a bridge to promote PTPC conformation. PB1-F2 mediated mitochondrial permeabilisation is ANT3-dependent (Zamarin et al., 2005). The difference in PB1-F2 mediated apoptosis between immune and epithelial cells may be affected by the different expression levels of ANT3 and VDAC1 between cell lines (Krumholz et al., 2011). In response to pro-apoptotic stimuli, ANT3 and VDAC1 undergo a conformational change to form nonspecific pores in their respective mitochondrial membranes. The two interact to form the PTPC and dissipate membrane potential while releasing apoptotic mediators (Zamarin et al., 2005). MAVS has also previously been associated with regulation of apoptosis through interactions with VDAC1 (Guan et al.,
PB1-F2’s variable function may be partially dependent on its interactions with MAVS as either a pro-apoptotic or IFN stimulating protein (Varga & Palese, 2011).

PB1-F2 associates with the negative inner membrane of mitochondria through electrostatic interactions and forms a stable highly ordered complex containing >3 molecules (Yoshizumi et al., 2014). The protein has a high affinity for membranes and can alter membrane integrity, triggering mitochondrial dysfunction in immune cells (Leymarie et al., 2014). Mitochondrial membrane potential is lost through depolarisation of transmembrane potential (Yamada et al., 2004). PB1-F2 of PR8 can induce mitochondrial fragmentation, and abnormal structures that inhibit mitochondria-mediated innate immune responses (Yoshizumi et al., 2014). PB1-F2 may detain the cell cycle during S-phase to promote mitochondrial fragmentation (Yamada et al., 2004). PB1-F2 in the presence of vRNA can trigger mitochondrial DNA release into the cytoplasm via TOM40 (Moriyama et al., 2020). Mitochondrial DNA triggers an innate immune response via TLR9, NLRP3, and cGAS pathways (Plantadosi, 2020). Mitochondrial DNA can also be released by Bax/Bak induced apoptosis, which can be triggered by PB1-F2 (Mcauley et al., 2010; Plantadosi, 2020).

PB1-F2 can be vulnerable to host restriction factors at the mitochondria. The nucleotide-binding oligomerisation domain-like receptor X1 (NLRX1) binds PB1-F2 to prevent the induction of apoptosis (Jaworska et al., 2014). NLRX1 is a pattern recognition receptor (PRR) in the NOD-like receptor (NLR) family that is thought to localise to the mitochondrial matrix, through a localisation signal in the N-terminus effector domain. NLXR1’s interaction with PB1-F2 plays a central role in the survival of alveolar macrophages, reducing inflammation and restricting viral spread in the early stages of infection (Jaworska et al., 2014). In the early stages of infection, NLXR1 is able to bind PB1-F2 at mitochondria and may compete for interactions with components of the PTPC. In later stages, PB1-F2 is thought to
overwhelm host restriction and induce apoptosis (Jaworska et al., 2014).

PB1-F2’s apoptotic activities can be enhanced by acting as an ‘immune cell trap’. Increased expression of chemokines Csf3 and Cxcl2 increases infiltration of leukocytes such as neutrophils and monocytes into the lung, where they are more vulnerable to infection and PB1-F2 induced apoptosis (Cheung et al., 2020).

Possibly as a consequence of the lack of a mitochondrial targeting sequence (MTS), PB1-F2 from A/Hong Kong/156/1997 (HK156) H5N1 does not induce apoptosis in human monocytic U937 cells (Chen et al., 2010). In porcine alveolar macrophages (PAM), avian H5N1 PB1-F2 does induce apoptosis, and shows high levels of caspase 3/7 activation (Chang et al., 2015). Phosphorylation of threonine 27 and serine 35 of lab adapted H1N1 PB1-F2 is critical for inducing apoptosis in monocytes but this activity is not seen in H5N1 protein, despite the residues being conserved (Chen et al., 2010). PB1-F2 expression induces expression of host genes associated with cell death, inflammatory responses and neutrophil chemotaxis (Hao et al., 2020).
PB1-F2 causes loss of membrane potential or damages membranes to induce mitochondrial apoptosis.

1) PB1-F2 enters mitochondria through the TOM40 channel, 2) It interacts with VDAC1/ANT3 to form the PTPC, 3) PB1-F2 activates proapoptotic proteins Bax/Bak, 4) PB1-F2 oligomers disrupt mitochondrial membranes, 5) Repression of SOD1 causes increase in ROS, which damage mitochondria, 6) Host protein NLRX1 restricts PB1-F2 activity

Inspired by (Jaworska et al., 2014; Kamal et al., 2018; Klemm et al., 2018; Krumbholz et al., 2011; Yoshizumi et al., 2014; Zamarin et al., 2005)

**Immune Modulation by PB1-F2**

Several virulence markers have been described in various PB1-F2 proteins, mostly at C-terminal positions. One of the best studied is N66S, which was present in the 1918 pandemic strain PB1-F2. In mice, this marker is associated with increased weight loss, higher viral titres, and cytokine dysregulation in the lungs (Conenello et al., 2007). When a pandemic 2009 strain A/California/04/2009 (Cal/09) PB1-F2
was restored to a full length ORF, 66S was found to increase expression of pro-inflammatory cytokines IL1β and RANTES but had no effect on the susceptibility of mice to secondary bacterial infections (Hai et al., 2010). In a mouse model, HK156 (H5N1) N66S was found to suppress early IFN responses, allowing uncontrolled replication that caused a surge of cytokine and chemokine production from 3dpi. This delayed signal resulted in increased leukocyte infiltration and more severe immunopathology in the lungs (Conenello et al., 2011).

In an analysis of PB1-F2 sequences N66S was found to be enriched in avian H2N2 and H3N2 subtypes compared to human isolates. All H5N1 isolates from human hosts containing the mutation were HP viruses. Unexpectedly for a virulence marker, all bar one avian isolates containing N66S were considered to be LPAI (Pasricha et al., 2013). Following this unexpected result, in turkey poults, a triple reassortant virus with a human source PB1 segment coding PB1-F2 N66S failed to cause clinical signs of infection and was not transmissible to contacts. Turkey poults infected with WT 66N virus developed diarrhoea from 5dpi and the virus was able to be reisolated from contacts. Both groups seroconverted, though N66S had lower HAI titres at 10dpi. PB1-F2 activity may also have been affected by the presence of two noninflammatory motifs, H75 and Q79 (Deventhiran et al., 2016). 1918 PB1-F2 with N66S has been found to dysregulate innate immune pathways in macaques, promoting fatal infection (Conenello et al., 2011). N66S may be a host-specific virulence factor that promotes inflammation only in mammalian hosts.

Over 80% of H5N1 PB1-F2 sequences contain four or more virulence-associated residues; L62, S66, R75, R79, and L82. The majority of virus strains coding these residues are of avian origin (Smith & McCullers, 2013). These inflammatory markers have been found in pandemic strains from 1918 and 1968, but have been lost in descendant viruses. Extracellular PB1-F2 mediated immunopathology (such as NLRP3 inflammasome activation) may have a large effect on
virulence in pandemic IAVs, which is then lost as the virus adapts to the human host (Cheung et al., 2020). L62, R75, R79, and L82 inflammatory markers are associated with increased leukocyte infiltration into the lungs. L82 encourages aggregation, which may cause activation of pattern recognition receptors (PRRs), leading to an increased inflammatory response (McAuley et al., 2017). PB1-F2 proteins containing L62, S66, R75, R79, and L82 are associated with enhanced pathogenicity of secondary bacterial infections in mammals (Weeks-Gorospe et al., 2012). Extracellular, possibly aggregated, PB1-F2 containing these markers can be necrotic rather than apoptotic. Necrosis of lung epithelial cells may repress antibacterial immunity and increase bacterial adhesion, promoting secondary bacterial infection (Cheung et al., 2020).

**PB1-F2 Inhibits Mitochondrial Innate Immune Functions**

PB1-F2 can impair formation of the MAVS signalosome in a variety of ways, depending on virus strain. Common methods include dissipation of membrane potential, perturbation of mitochondrial dynamics to trigger mitophagy, or MAVS can be sequestered and blocked from binding other signalosome components (Cheung et al., 2020). Several viruses induce mitophagy as a way to attenuate the host immune response, as mitochondria can act as a scaffold for immune complexes such as the NLRP3 inflammasome. Damaged mitochondria are recognised by autophagic receptors that trigger PRKN-dependent (parkin RBR E3 ubiquitin protein ligase) mitophagy. The receptors are recruited to mitochondria by ubiquitin binding and autophagosome engulfment is mediated through associations with LC3B (R. Wang et al., 2020).

PB1-F2 proteins from PR8 and A/duck/Hubei/Hangmei01/2006 (H5N1) both induce mitophagy, through interactions with TUFM (Tu translation elongation factor, mitochondrial) and LC3B. PB1-F2 contains a LIR motif that can bridge between TUFM and LC3B to
trigger TUFM-dependent mitophagy and promote MAVS degradation to allow attenuation of the host innate immune response (Wang et al., 2020). Aggregated H7N9 PB1-F2 can destabilise MAVS, and block MAVS-TRIM31 interactions that are required for MAVS aggregation into an innate immune scaffold (Cheung, Lee, et al., 2020). PB1-F2 mediated mitochondrial fission will also inhibit signalosome formation as mitochondrial fusion is required. Interactions with nuclear dot protein 52 (NDP52) can target MAVS for autophagic degradation (Cheung et al., 2020).

NLRP3 is activated on sensing cell damage caused by infection, and is recruited to the mitochondria to form the NLRP3 inflammasome. The inflammasome activates caspase 1 and is involved in maturation and secretion of pro-inflammatory cytokines IL1β and IL18. The mitochondria play a central role in inflammasome activation (Moriyama et al., 2020). MAVS acts as a platform for NLRP3 to bind and oligomerise to activate the NLRP3 inflammasome. This activation can be inhibited by multiple PB1-F2 mechanisms depending on the virus strain. H7N9 PB1-F2 is able to block MAVS-NLRP3 interactions and prevent RNA-induced activation of the inflammasome, while WSN PB1-F2 prevents the activated inflammasomes’ involvement in IL-1β maturation (Cheung, Ye, et al., 2020). Proteins from HPAI viruses are more potent intracellular suppressors than those from LPAI viruses, and only HPAI PB1-F2 proteins have been shown to activate the inflammasome as an extracellular aggregate (Cheung et al., 2020).

MAVS recruits IKK family members to activate NFkB and IRFs. PB1-F2 interferes at multiple steps along this pathway. PB1-F2 can bind to the transmembrane domain of MAVS, or target proteins further down the pathway, including IKKB, and CALCOCO2 to inhibit TRAF2/3 mediated IFN induction (Hao et al., 2020). PB1-F2 binding of MAVS or IKKB appears to be localisation dependent. In DF1 cells, mitochondrial PB1-F2 bound MAVS and inhibited the IFN pathway,
whereas cytoplasmic PB1-F2 had a stronger interaction with IκKB and inhibited translocation of NFκB to the nucleus (James et al., 2019).

PB1 – PB1-F2 Interactions

Analysing reports of PB1/PB1-F2 interactions is complicated by the interdependence of segment 2 protein expression (Firth & Brierley, 2012). For example, without PB1-N40, viruses with an intact PB1-F2 overexpress PB1 early in infection and replicate slowly (Wise et al, 2009). Not all papers have taken into account the overexpression of PB1-N40 induced by AUG 4 deletion. Introduction of an early stop codon within the PB1-F2 ORF is considered to be a less noisy method of removing PB1-F2 (Wise et al., 2009). However, this is further complicated by expression of C-terminal fragments of unknown functionality (Zamarin et al., 2005).

Multiple studies showing PB1-F2 effecting polymerase activity use PR8 polymerase segments with the PB1 gene of interest, which is a questionable strategy considering the extreme strain specificity of PB1-F2 (Chen et al., 2010; McAuley et al., 2010). Further muddying the waters are studies that use a ΔAUG 4 strategy, despite the effect this mutation can have on PB1-N40 (Mazur et al., 2008; McAuley et al., 2010). None of these studies have considered expression of C-terminal fragments. Confocal microscopy suggests that in some strains, a proportion of PB1-F2 isolates to the nucleus (Chen et al., 2010), where it could be involved in retaining PB1. Evidence for direct interactions between PB1 and PB1-F2 comes mostly from confocal microscopy (McAuley et al., 2010), but includes yeast two hybrid assays and immunoprecipitation from infected cells (Mazur et al., 2008). There is limited reproducibility of these results, suggesting PB1/PB1-F2 interactions may occur only in limited subtypes.
Thesis Aims

In this introduction, we identified several unanswered questions regarding PB1-F2. As an accessory protein, PB1-F2 is less well studied than some of the essential proteins of IAV. Much research has focused on the zoonotic risks of an avian PB1-F2 in a mammalian host (Kamal et al., 2015; Pasricha et al., 2018; Pinar et al., 2017; Schmolke et al., 2011), rather than expression from an avian virus in an avian host (James et al., 2016, 2019; Marjuki et al., 2010; Xiao et al., 2020).

One of the basic questions we cannot currently answer is 'What is the full range of proteins expressed from the PB1-F2 ORF?' While there have been reports of C-terminal fragment expression (Kamal et al., 2015; Zamarin et al., 2006), no investigation of the individual AUG codons has been performed. We also wanted to examine a report of increased prevalence of N-terminal truncations of PB1-F2 (Kamal et al., 2015), as this could also impact expression from the ORF. The majority of functional motifs in PB1-F2 have been localized to the C-terminus (Alymova et al., 2014; Cheng et al., 2017; James et al., 2016; Park et al., 2019; R. Wang et al., 2020), which raises questions regarding the minimal expression requirements for PB1-F2 to be functional during infection. A reinitiation mechanism has already been identified in segment 2 of IAV (Wise et al., 2011). Reinitiation within the PB1-F2 ORF could allow expression of functional fragments from an N-terminally truncated sequence.

We are currently unaware of any comparison of function between full length PB1-F2 and C-terminal fragments. In this thesis we explored how altering the start and stop codon composition of the PB1-F2 ORF affected polymerase activity, viral replication kinetics, and IFN antagonism in vitro. To our knowledge this is the first investigation of AUG 7 and 9 independent of one another rather than grouped as 'C-terminal AUGs' (Zamarin et al., 2006).
Previous work in the Shelton lab suggested a tight correlation between localization and stability of PB1-F2 proteins (James et al., 2019). We wanted to expand the analysis of the PB1-F2 panel to test this hypothesis, and begin to consider how protein structure could affect stability. There is currently little structural data available for PB1-F2 (Bruns et al., 2007), and what has been reported is mostly secondary structure helix positions (Chevalier et al., 2010; Solbak et al., 2013). Considering the known link between structure and function (Thornton et al., 1999; Uversky, 2019), this is a large gap in the literature.

In this thesis, we aimed to;

Investigate how the PB1-F2 ORF structure is conserved in different hosts, by a bioinformatic analysis of sequences. Conservation of full-length PB1-F2 sequences is known to vary between mammalian and avian viruses (James et al., 2016), so we extended this to consider maintenance of the C-terminus. The bioinformatics results were then used to inform our choice of mutants for experimental validation of expression.

Further explore the relationship between localization and stability, by expanding the stability analysis performed in James et al. (2019). We also investigated possible structural impacts on PB1-F2 stability and how varying functions between strains could impact protein structure.

Investigate how changing the level of C-terminal fragment expression could affect the PB1-F2 phenotype, and confirm whether C-terminal fragment expression alone is sufficient for PB1-F2 to functional \textit{in vitro}.

The main conclusions reached include;

That the maintenance of the PB1-F2 ORF and likelihood of C-terminal fragment expression varies not only between avian and mammalian hosts, but also between different avian families.
That the relationship between localization and stability is not as linear as previously suggested in James et al. (2019).

Expression of C-terminal fragments in the absence of full length PB1-F2 is sufficient for function \textit{in vitro}.
Chapter 2: Bioinformatic Analysis of the Open Reading Frame Structure of PB1-F2

Introduction

Reasons for and Methods of Avian Influenza A Virus Surveillance

Avian influenza is a known zoonotic risk and is endemic in poultry populations of several countries. Therefore, the virus is closely monitored on both national and international levels to attempt to prevent spread. WHO’s Health Emergencies Programme monitors human cases of avian influenza and releases a weekly update on risk, confirmed infections, and deaths (World Health Organisation, 2021). However, WHO is a human public health agency so does not monitor avian infections.

In the UK, avian influenza (AIV) is a notifiable disease, which means that any suspected case or dead wild bird must immediately be reported to DEFRA (Department of Environment, Food, and Rural Affairs), or in Scotland, the Field Services Office. There is also a legal requirement to register any group of ≥50 poultry to allow tracking if AIV enters the country. If AIV is confirmed, a Restricted Zone may be enacted to prevent spread (Department for Environment, Food & Rural Affairs & Animal and Plant Health Agency, 2020). The UK is a member country of the World Organisation for Animal Health (OIE), which tracks international outbreaks of AIV.

The OIE requires member countries to report any HPAI AIV detected in domestic or wild birds and any LPAI of H5 or H7 subtype detected in poultry. The OIE also details biosecurity measures aimed at preventing AIV and control strategies should an outbreak occur (OIE - World Organisation for Animal Health, 2020).

Surveillance of AIV is often limited to subtype prevalence in bird populations based on sequences of HA and NA glycoproteins, but on occasion some studies are able to look at the other genes in more
detail to examine viral evolution and possible virulence factors (Kayed et al., 2019; Rimondi et al., 2018; Sarkar et al., 2012). Internal viral genes are sequenced to determine presence of zoonotic risk mutations or known virulence markers of specific segments (Sarkar et al., 2012), or to track the reassortment of internal genes (Kayed et al., 2019; Lycett et al., 2019; Rimondi et al., 2018). In many parts of the world, surveillance is done in response to disease outbreaks rather than being a long term project (Rimondi et al., 2018), which can make it hard to elucidate long term trends.

Segment 2 surveillance is important due to multiple previous pandemics having PB1 genes of avian origin. 1918, 1957, and 1968 pandemic viruses all sourced HA and PB1 from avian precursors (Pappas et al., 2008; Wendel et al., 2015). Several studies have shown that introducing an avian PB1 into a human influenza backbone can increase viral polymerase activity and enhance viral replication (Pappas et al., 2008; F. Wang et al., 2020; Wendel et al., 2015). Segment 2 also codes for the accessory protein and virulence factor PB1-F2, which has been reported to enhance viral virulence in mammalian hosts (Conenello et al., 2007; Kamal et al., 2015; Mettier et al., 2021). Unfortunately, many IAV segment 2 sequences in National Centre for Biotechnology Information, Influenza Virus Resource (NCBI IVR) are not annotated for PB1-F2, which is expressed from an alternative reading frame. Comprehensive annotation of segment 2 sequences could help assess pandemic risks.

**IAV Lineage-Specific Differences in PB1-F2 ORF Maintenance**

It is well reported that there are differences in PB1-F2 length between avian and mammalian viruses (Ajjaji et al., 2016; James et al., 2016; Schmolke et al., 2011; Zell et al., 2007). A previous analysis found that 96% of avian influenza A isolate segment 2 sequences in GenBank encoded a PB1-F2 protein of at least 79 residues, defined as an “intact” gene (Zell et al., 2007). After the H1N1 09pdm strain rose to
prominence, with a truncated PB1-F2 gene, only 7% of H1N1 human isolates coded a complete PB1-F2 ORF (defined as ≥87 amino acids in this paper) (Leymarie et al., 2014).

An analysis of H5N1 viruses found that 11.1% of PB1-F2 amino acids in avian hosts were conserved, compared to a far more substantial 45.5% of amino acids in human PB1-F2 sequences, with conserved residues spread throughout the ORF (Pasricha et al., 2013). A previous study determined that 40 nucleotide sequence positions in the PB1-F2 ORF were considered to be at risk of stop codon introduction with a single nucleotide change (Zell et al., 2007), which is a substantial proportion for a small protein. The amino acids conserved in avian hosts included residues previously identified as required for a functional mitochondrial targeting sequence (MTS) in the C-terminus of the protein (Pasricha et al., 2013).

**Possible PB1-F2 Protein Products**

![Diagram](Image)

**Figure 2.1 Translational Start and Stop Sequences in the 5' End of Segment 2 and the PB1-F2 ORF**

A) A schematic view of the 5’ end of segment 2. Black boxes indicate ORFs across the three reading frames, with coloured numbered bars for start codons. Kozak signalling strength shown in red for weak, orange for intermediate, and green for strong as defined in Kozak (1984). Black arrows indicate known sites of translation initiation.

B) Within the PB1-F2 ORF (black box) there are a range of stop codons
found in viral isolates, shown in red but unnumbered, and potential alternative start codons 7-9. Coloured lines beneath the ORF indicate predicted PB1-F2 polypeptides that are shortened by early stop codons (red) or are produced from initiation at the C-terminal AUGs (orange), with the full-length product shown in green. Arrows indicate likelihood of C-terminal fragment expression from AUGs 7-9.

IAV segment two has multiple mechanisms of expression to expand the proteome across multiple open reading frames (Figure 2.1) (Vasin et al., 2014; Wise et al., 2011). Full length PB1-F2, generally defined as ≥87aa, is expressed from AUG 4 via leaky ribosomal scanning (Chen et al., 2001; James et al., 2016; Wise et al., 2009, 2011). PB1-F2 expression is host specific, as not all IAV lineages maintain the ORF (James et al., 2016). It has been reported that C-terminal fragments of PB1-F2 expressed from one or more of AUGs 7-9 are produced in vitro (Kamal et al., 2015; Zamarin et al., 2006), but it is unclear how these AUGs are accessed by ribosomes. Both AUG 4 and AUG 5 have stronger Kozak signalling than AUGs 7-9 (Kozak, 1984), and should be ‘seen’ first during ribosome scanning, the mechanism by which PB1-F2 AUG 4 is recognised. Many influenza lineages code early STOP codons in the PB1-F2 ORF (Kamal et al., 2015, 2018). A ribosomal termination-reinitiation mechanism has previously been reported for segment 2, so N-terminal truncations may not entirely ablate PB1-F2 expression (Wise et al., 2011). The PB1-F2 ORF may be capable of producing multiple peptide products which may or may not be functional (Figure 2.1 B).

The Importance of N-terminal truncations and C-terminal Functionality of PB1-F2

An N-terminal truncation of the PB1-F2 gene or loss of segment 2 AUG 4 can affect the expression level of C-terminal fragments of PB1-F2 (Kamal et al., 2015). Functional C-terminal motifs in PB1-F2 include a mitochondrial targeting sequence (MTS) within an α helix, a TQDS motif that enhances pathogenicity in mice, and a ubiquitinated lysine
cluster that affects protein stability (Alymova et al., 2014; Cheng et al., 2017; Košík et al., 2015; Zamarin et al., 2005).

Human pandemic viruses from 1918, 1957, and 1968 all encoded a full length PB1-F2, but virulence markers such as L62, R75, R79, L82 (Alymova et al., 2018; Smith & McCullers, 2013) and expression of the full length ORF have been lost over time and circulation in human hosts. The H1N1 2009 pandemic strain has three stop codons within the PB1-F2 ORF, including STOP12 and STOP58, that prevent expression (Hai et al., 2010). It is theorised that PB1-F2 is an immune antagonist in avian hosts that is either ineffective or detrimental to the virus in mammalian hosts (Kamal et al., 2018). Retention of the full length protein in virus strains that infect chickens can extend the period of virus transmission (James et al., 2016), whereas in mice, a PB1-F2 knock out virus gave reduced pathogenicity and mortality (Zamarin et al., 2006). PB1-F2 is known to be host specific in function, but this may result from host-specific evolution, rather than an innate difference in host-pathogen interactions (Pasricha et al., 2013).

Due to loss of PB1-F2 in mammalian strains during host adaptation, there is concern that reintroduction of the full-length protein into a circulating strain could increase pathogenicity. The circulating virus reservoir in birds remains a potential source of PB1-F2 sequences that could be highly virulent in humans (Kamal et al., 2018). It has been suggested that one of the factors in the 1918 pandemic strain’s high pathogenicity was the avian virus-derived source of segment 2 expressing a full length PB1-F2 (Weeks-Gorospe et al., 2012). Correlating PB1-F2 sequences to pathogenicity of IAV may aid in predicting severity of emerging viral strains (Pasricha et al., 2013; Weeks-Gorospe et al., 2012).

**Aims**

Internal IAV genes are not as intensely surveyed as those encoding the external glycoproteins. PB1-F2 surveillance is further complicated
by the three C-terminal AUGs 7-9 that may produce functional protein fragments. The aims of this chapter were to assess how well conserved the PB1-F2 ORF is in AIVs isolated from wild birds, and to consider whether an N-terminal truncation of the ORF would maintain the functional motifs identified in the C-terminus of the protein. Our goals were:

- Bioinformatic analysis of PB1-F2 ORF structure
- Investigate maintenance of N-terminally truncated PB1-F2 ORFs
- Investigate conservation of AUGs 7-9, and the PB1-F2 C-terminal ORF within the subset of viruses with a truncated PB1-F2 gene
- Investigate whether N-terminal truncations are host or subtype specific

Results

Lineage-Specific Differences in PB1-F2 ORF Structure

To investigate the frequency of N-terminal truncations in IAV PB1-F2, a dataset of 10,279 PB1 sequences was produced from the NCBI Influenza Virus Resource (IVR) (Bao et al., 2008) by our collaborator, Dr Samantha Lycett in July 2018. The dataset was a stratified subsample of virus isolates with complete genome sequences in the NCBI IVR. Sequences from 1902-2018 were collected from avian, swine, human, equine, and canine hosts, and poor-quality sequences (non-full length or with excessive ambiguities) were removed (Lycett et al., 2019).
Figure 2.2 Segment 2 Phylogeny of a Stratified Sample of All Influenza Subtypes.

Tips in the circular neighbour-joining tree are coloured by host: blue, avian; pink, swine; orange, human; green, canine; brown, equine; purple, bat. The rings from inner to outer are: host-type, haemagglutinin subtype (H-type), neuraminidase subtype (N-type) and continent of isolation. Figure provided courtesy of Dr Samantha Lycett.

The stratified dataset (Figure 2.2) of 10279 sequences was comprised of a majority of avian (5940 sequences), then human (2673 sequences), and swine (1484 sequences) hosts. A smaller number of isolates from other hosts, such as canines (92 sequences) and equines (86 sequences), were also present. The dataset covered the
full diversity of HA and NA subtypes, including three H17N10 and one H18N11 representatives of bat influenza subtypes. The majority of samples came from Asia and America, followed by Europe (Figure 2.2). Further details of the sampling process are available (Lycett et al., 2019).

Figure 2.3 Prevalence of N-terminal Truncations in PB1-F2
Influenza A virus segment 2 sequences from multiple virus subtypes and host species from the mixed host dataset had PB1-F2 ORF status (N-terminal truncation or non-truncated) determined for each sequence. The percentage prevalence of N-terminally truncated sequences (defined as the presence of a stop codon before position 39 or the lack of AUG 4) within the dataset was calculated for the complete mixed host dataset, and avian and mammalian hosts subsets.

The prevalence of N-terminal truncations within the PB1-F2 sequences of the mixed host dataset of 10,279 sequences was then calculated as a percentage of the dataset or host subset of sequences (Figure 2.3). N-terminal truncations were defined as any STOP codon before residue 39 (AUG 7), or the loss of AUG 4 through mutation. 20.01% of PB1-F2 sequences within the dataset contain a truncation in the N-terminal region. When the dataset was separated into sequences from avian or mammalian hosts, we found a large
difference in the frequency of N-terminal truncations. In avian isolates, only 4.38% of 5940 sequences were truncated, compared to 41.42% of 4339 mammalian sequences. The increased presence of N-terminal truncations within PB1-F2 sequences from mammalian compared to avian hosts is consistent with previous reports regarding possession of full length (>87aa) sequences (James et al., 2016).

STOP Codon Positions and Prevalence in PB1-F2 ORF

Figure 2.4 PB1-F2 STOP Codon Prevalence in the Mixed Host Dataset

Early STOP codon positions in the mixed host PB1-F2 dataset were annotated for each sequence. The percentage prevalence of each stop codon within the mixed host dataset was then calculated.

Once we confirmed N-terminal PB1-F2 truncations were present in this dataset, we investigated where in the ORF truncations appeared. We were particularly interested in N-terminal truncations that could theoretically allow C-terminus expression from AUGs 7-9. The prevalence of pre-AUG 7 STOP codon positions within the PB1-F2 ORF was calculated (Figure 2.4). Of the eight different STOP codons
present upstream of AUG 7 in the 10279 sequences within the dataset, only three (STOP12, STOP26, STOP35) were in >1% of sequences. There was a large range in STOP codon frequencies, from 0.04-14.41% prevalence. The most common truncation position was STOP12, present in 14.41% of sequences, followed by STOP35 with a frequency of 2.91% and STOP26 with a frequency of 1.61%.

<table>
<thead>
<tr>
<th>STOP Codon Position</th>
<th>Prevalence in avian PB1-F2 % complete dataset (N=10279)</th>
<th>Prevalence in avian PB1-F2 (N=5940)</th>
<th>Prevalence in mammalian PB1-F2 % complete dataset (N=10279)</th>
<th>Prevalence in mammalian PB1-F2 (N=4339)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>0.12</td>
<td>0.20</td>
<td>0.45</td>
<td>1.06</td>
</tr>
<tr>
<td>12</td>
<td>0.92</td>
<td>1.60</td>
<td>13.48</td>
<td>31.94</td>
</tr>
<tr>
<td>25</td>
<td>0.06</td>
<td>0.10</td>
<td>0.24</td>
<td>0.58</td>
</tr>
<tr>
<td>26</td>
<td>0.38</td>
<td>0.66</td>
<td>1.24</td>
<td>2.93</td>
</tr>
<tr>
<td>28</td>
<td>0.01</td>
<td>0.02</td>
<td>0.05</td>
<td>0.12</td>
</tr>
<tr>
<td>29</td>
<td>0.03</td>
<td>0.05</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>35</td>
<td>0.95</td>
<td>1.65</td>
<td>1.96</td>
<td>4.63</td>
</tr>
<tr>
<td>38</td>
<td>0.06</td>
<td>0.10</td>
<td>0.06</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 2.1 Quantification of N-terminal STOP Codon Prevalence in the Mixed Host Dataset

N-terminal STOP codons were annotated for each sequence. The percentage prevalence of each stop codon within the complete mixed host dataset (N=10279) and the host specific subsets was then calculated.

We also investigated host bias in STOP codon positions by quantifying prevalence in avian or mammalian host subsets of the data presented in Figure 2.4. Several STOP codons had very different prevalence’s in the host subsets, such as STOP12 which was present in 1.60% of avian sequences compared to 31.94% of mammalian sequences (Table 2.1). Almost all the STOP codons were more prevalent within mammalian sequences than avian sequences, which is consistent with the higher frequency of N-terminally truncated PB1-F2 sequences within viruses from mammalian hosts (Figure 2.3).
AUG Codon Positions and Prevalence in the PB1-F2 ORF

Figure 2.5 AUG Codon Prevalence in the Mixed Host Dataset

AUG codons within the PB1-F2 ORF were annotated for each sequence in the dataset. The percentage prevalence of each AUG codon within the complete mixed host dataset was then calculated.

Having determined the STOP codon landscape of the PB1-F2 ORF, prevalence of AUG codons within the ORF was calculated (Figure 2.5). The most common Met codons within the 10279 sequence dataset were at positions 1, 39, 46, and 51, corresponding to AUGs 4, 7, 8, and 9 respectively in the nomenclature used here (Figure 2.1 A), but we also saw a range of other AUG codons present in <1% of sequences. 99.49% of sequences had AUG 4, indicating some PB1-F2 sequences have a later start site, possibly AUG 7, as the first AUG codon of the ORF. The C-terminal AUGs 7, 8, and 9, were present in 89.03%, 81.39%, and 95.47% of sequences respectively. Several of the rarer AUG codons were not present in all hosts (Table 2.2). Avian sequences did not contain M16, M21 or M74. IAVs isolated from
mammalian hosts were more likely to code AUG 8 (M46), with a prevalence of 97.10% compared to 69.92% in avian hosts (Table 2.2).

<table>
<thead>
<tr>
<th>AUG Codon Position</th>
<th>Prevalence in avian PB1-F2 % complete dataset (N=10279)</th>
<th>Prevalence in avian PB1-F2 (N=5940)</th>
<th>Prevalence in mammalian PB1-F2 % complete dataset (N=10279)</th>
<th>Prevalence in mammalian PB1-F2 (N=4339)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>57.58</td>
<td>99.65</td>
<td>41.91</td>
<td>99.29</td>
</tr>
<tr>
<td>16</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.09</td>
</tr>
<tr>
<td>21</td>
<td>0.52</td>
<td>0.89</td>
<td>0.04</td>
<td>0.09</td>
</tr>
<tr>
<td>28</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.12</td>
</tr>
<tr>
<td>39</td>
<td>51.44</td>
<td>89.02</td>
<td>37.58</td>
<td>89.03</td>
</tr>
<tr>
<td>44</td>
<td>0.54</td>
<td>0.93</td>
<td>0.29</td>
<td>0.69</td>
</tr>
<tr>
<td>45</td>
<td>0.03</td>
<td>0.05</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>46</td>
<td>40.40</td>
<td>69.92</td>
<td>40.99</td>
<td>97.10</td>
</tr>
<tr>
<td>49</td>
<td>0.10</td>
<td>0.17</td>
<td>0.05</td>
<td>0.12</td>
</tr>
<tr>
<td>51</td>
<td>54.57</td>
<td>94.43</td>
<td>40.90</td>
<td>96.89</td>
</tr>
<tr>
<td>72</td>
<td>0.03</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>74</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.12</td>
</tr>
<tr>
<td>81</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
<td>0.07</td>
</tr>
<tr>
<td>98</td>
<td>54.89</td>
<td>94.97</td>
<td>40.48</td>
<td>95.90</td>
</tr>
</tbody>
</table>

Table 2.2 Quantification of AUG Codon Prevalence in the PB1-F2 Gene

AUG codons were annotated for each PB1-F2 sequence in the dataset.
The percentage prevalence of each AUG codon within the complete mixed host dataset and the host specific subsets was then calculated.

The host-specific variation in AUG and STOP codon positions suggests that ORF structure of PB1-F2 is another lineage specific feature of this protein.
Maintenance of the C-terminal ORF of PB1-F2

<table>
<thead>
<tr>
<th>Dataset (N=sequences examined)</th>
<th>N-terminally truncated</th>
<th>Non-truncated</th>
<th>Truncated maintain C-term AUG7 (n/total)</th>
<th>Truncated maintain C-term AUG7 %</th>
<th>Truncated maintain C-term AUG9 (n/total)</th>
<th>Truncated maintain C-term AUG9 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>10279 (N=10279)</td>
<td>1855</td>
<td>8424</td>
<td>497</td>
<td>26.79</td>
<td>476</td>
<td>26.42</td>
</tr>
<tr>
<td>Avian (N=5940)</td>
<td>239</td>
<td>5701</td>
<td>226</td>
<td>94.56</td>
<td>193</td>
<td>80.75</td>
</tr>
<tr>
<td>Galliformes (N=1041)</td>
<td>115</td>
<td>916</td>
<td>94</td>
<td>81.74</td>
<td>86</td>
<td>74.78</td>
</tr>
<tr>
<td>Anseriformes (N=4021)</td>
<td>117</td>
<td>3904</td>
<td>95</td>
<td>81.20</td>
<td>67</td>
<td>57.26</td>
</tr>
<tr>
<td>Charadriiformes (N=536)</td>
<td>10</td>
<td>526</td>
<td>10</td>
<td>100.00</td>
<td>10</td>
<td>100.00</td>
</tr>
<tr>
<td>Mammalian (N=3839)</td>
<td>1565</td>
<td>2274</td>
<td>267</td>
<td>17.06</td>
<td>266</td>
<td>17.00</td>
</tr>
<tr>
<td>Human (N=2673)</td>
<td>1059</td>
<td>1014</td>
<td>101</td>
<td>9.54</td>
<td>102</td>
<td>9.63</td>
</tr>
<tr>
<td>Swine (N=1484)</td>
<td>490</td>
<td>994</td>
<td>166</td>
<td>33.88</td>
<td>183</td>
<td>37.35</td>
</tr>
</tbody>
</table>

Table 2.3 PB1-F2 ORF Maintenance Within Mixed Host Dataset

The table quantifies ORF maintenance in the mixed host dataset. A conserved C-terminus is defined as one without STOP codons from aa39 (AUG 7) – 87 or aa51 (AUG 9) - 87. The percentage prevalence of N-terminally truncated sequences (defined as the presence of a stop codon before position 39 or the lack of AUG 4) within the dataset was calculated for the complete mixed host dataset, then avian and mammalian host subsets. Maintenance of a C-terminal ORF starting from either AUG 7 or AUG 9 was also calculated.

Our starting hypothesis was that the presence of N-terminal (pre-residue 39) truncations could allow expression of functionally significant C-terminal PB1-F2 fragments from AUGs 7-9. In avian PB1-F2 sequences, AUG 8 is the least well conserved and is not present in either of our model viruses A/turkey/England/50-92/1991 H5N1 (5092) and A/chicken/Pakistan/UDL-01/2008 H9N2 (UDL), with which subsequent investigations would be carried out, so we focused on AUGs 7 and 9. In order to assess viability of our C-terminal fragment hypothesis, we calculated how many PB1-F2 sequences with an N-terminal truncation had preserved the C-terminal ORF (Table 2.3). Within the complete mixed host dataset (10279 sequences), 26.79% of sequences preserved the C-terminal ORF from AUG 7 (residues 39-91). This dropped to 17.06% in isolates from mammalian hosts, while
avian hosts preserved the C-terminal ORF in 94.56% of cases. In all avian host Orders, the C-terminal ORF was better conserved beginning from AUG 7 than in those starting from AUG 9. The variation in C-terminal maintenance between hosts indicates that mammalian PB1-F2 sequences are less likely to be full length than avian PB1-F2 sequences (James et al., 2016), not only due to N-terminal truncations, but due to STOP codons throughout the ORF. However, the high levels of C-terminal maintenance within avian hosts supported our original reinitiation hypothesis.

**PB1-F2 ORF Structure in Endemic AIVs**

We were able to confirm the presence of N-terminal truncations within the PB1-F2 gene of AIVs. From the large multi-host dataset of 10279 sequences, we then chose three endemic avian strains of virus to focus on. H5N1, H7N9, and H9N2 AIV subtypes are all of economic concern, and considered to be zoonotic pandemic risks. These three subtypes were selected for further investigation. The H5N1 subtype has been endemic in poultry in China for nearly twenty years and remains a high zoonotic risk (C. M. Bui et al., 2017), while continuous circulation of avian H5N1 viruses has caused enormous economic losses and remains a public health concern. H9N2 is a LPAIV (low pathogenicity avian influenza A virus), however it is endemic to much of Asia and the Middle East. There have been several cases of H9N2 viruses making the zoonotic leap into humans, and the lack of effective control methods makes this subtype a human pandemic risk (Pusch & Suarez, 2018; Rahimirad et al., 2016). H9N2 viruses are also a source of much reassortment within bird populations, with transfer of a H9N2 internal gene cassette being common (He et al., 2017; Lam et al., 2015). H7N9 emerged as a novel zoonotic AIV in China in 2013 (C. M. Bui et al., 2017). There is a background level of circulating LPAI H7N9 viruses that are a constant risk for mutating into a HPAI strain (Shi et al., 2017). H7N9 is thought to use H9N2 as a source of reassortment when infected chickens are
in close proximity (Lam et al., 2015). While all three subtypes are of zoonotic and economic concern, studying H9N2 and H7N9 sequences in particular may help us to understand circulation of N-terminally truncated PB1-F2 sequences during reassortment events.

**STOP Codon Positions and Prevalence in the PB1-F2 ORF of Endemic AIVs**
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Figure 2.6 STOP Codon Positions of N-terminally Truncated PB1-F2 Sequences

N-terminal STOP codons were annotated for each sequence in the subtype datasets. The percentage prevalence of each stop codon before residue 39 was calculated within each subtype.

To investigate how consistent N-terminal STOP codons were between the major circulating avian subtypes, the prevalence of each STOP codon position before aa-39 (AUG 7) in PB1-F2 was calculated (Figure 2.6). The datasets consisted of 1823 H5N1 sequences, 567 H7N9 sequences, and 1239 H9N2 sequences.

STOP codons at positions 12 and 26 appeared in all three subtypes at varying frequencies. H5N1 did not reach a full 1% for any of the four N-terminal STOP codons identified in this dataset, ranging from STOP12 at 0.17% to STOP9 at 0.77%. STOP9 was the most prevalent stop position in H5N1, which was the only subtype to code for it. H7N9 had the highest prevalence of STOP codons among the three subtypes, with a highly prevalent STOP codon at position 35 present in 9.52% of sequences. H9N2 viruses had the most STOP codon positions, and STOP26 and STOP35 were equal in frequency (4.15%
of sequences). H9N2 was the only subtype to code STOP29, but its prevalence is very low, at 0.16%. Although N-terminally truncated sequences are present across all three subtypes, the method of achieving PB1-F2 truncation is highly variable. This analysis also indicated that STOP codon prevalence varies between avian IAV subtypes, not just between sequences from avian or mammalian hosts.

AUG Codon Positions and Prevalence in the PB1-F2 ORF in Endemic AIVs

Figure 2.7 Prevalence of PB1-F2 AUG Codons in Endemic AIV Subtypes

AUG codons were annotated for each sequence in the subtype datasets. The percentage prevalence of each AUG codon in the PB1-F2 ORF was calculated within each subtype.

To investigate how consistent AUG codons were between subtypes, prevalence of each AUG codon in the PB1-F2 ORF was calculated (Figure 2.7). The canonical PB1-F2 start codons AUG 4 (position 1), AUG 7 (position 39), AUG 8 (position 46) and AUG 9 (position 51), were amongst the most conserved for all three subtypes, as was expected. H7N9 and H9N2 both show less than 50% prevalence of AUG 8, which was unsurprising as AUG 8 is the least conserved PB1-F2 AUG codon in AIV sequences in general (Table 2.2).

All three subtypes had multiple additional AUG codons within the PB1-F2 ORF. In H5N1 (Figure 2.7 A), the additional AUG codons had very low incidences of 0.67% Met44 and 0.49% Met45, whereas both H7N9...
and H9N2 (Figure 2.7 C) have an AUG at position 21 that is 9.35% and 4.36% prevalent respectively. It is not unusual for H7N9 and H9N2 to have similar frequencies of the internal PB1-F2 AUG codons, as H7N9 internal genes all originate from H9N2 viruses (Lam et al., 2015). Met21 is the most prevalent additional AUG codon identified in H9N2 and H7N9 avian subtypes. Despite its low prevalence compared to AUGs 7-9, Met21 has similar strength Kozak signalling to the canonical start codons (AUGs 4, 7-9) of PB1-F2, with a purine at -3 and a G at +4 (Kozak, 1984). In all subtypes, AUG 7 and AUG 9 are highly conserved (AUG 7 97.9-99.65%, AUG 9 88.94-99.73%) so could be capable of expressing functional C-terminal fragments of PB1-F2 in multiple strains of virus. AUGs 7-9 may also be conserved due to benefits of MetS within the sequence of the full-length PB1-F2 protein.

### Maintenance of the C-terminal ORF of PB1-F2 in Endemic AIVs

<table>
<thead>
<tr>
<th>Subtype</th>
<th>N-terminally truncated</th>
<th>Non-truncated</th>
<th>Truncated maintain Cterm AUG7 (n=)</th>
<th>Truncated maintain Cterm AUG7 %</th>
<th>Truncated maintain Cterm AUG9 (n=)</th>
<th>Truncated maintain Cterm AUG9 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>H7N9</td>
<td>77</td>
<td>490</td>
<td>77</td>
<td>100.00</td>
<td>77</td>
<td>100.00</td>
</tr>
<tr>
<td>H9N2</td>
<td>123</td>
<td>1116</td>
<td>112</td>
<td>94.32</td>
<td>116</td>
<td>100.00</td>
</tr>
<tr>
<td>H5N1</td>
<td>40</td>
<td>1783</td>
<td>37</td>
<td>92.50</td>
<td>37</td>
<td>92.50</td>
</tr>
</tbody>
</table>

Table 2.4 PB1-F2 ORF Maintenance in Endemic AIV Subtypes

The table quantifies PB1-F2 ORF maintenance in the H9N2, H7N9, and H5N1 datasets, presented as percentage of the subtype. N-terminal truncation is defined as either a STOP codon pre-aa39 (AUG 7) or lack of AUG 4. A conserved C-terminus is defined as one without STOP codons from aa39 (AUG 7) – 87 or aa51 (AUG 9) – 87.

After confirming N-terminal truncations of the PB1-F2 gene were present in our three AIV subtypes of interest, we investigated whether the C-terminal ORF of PB1-F2 was being maintained as had previously been seen in Table 2.3. As seen in the wider avian subset (Table 2.3), and in Figure 2.6, the prevalence of N-terminal truncations was low in these datasets. However, when truncations did occur, we saw a high level of C-terminus maintenance. All three subtypes
showed >90% of truncated sequences were potentially capable of expressing a full C-terminal fragment of PB1-F2. The H7N9 viruses had no STOP codons in the C-terminal ORF, and although H5N1 lineage strains were least conserved among the three subtypes, they still reached 92.50% maintenance of the C-terminal PB1-F2 coding region (Table 2.4).

Phylogenetics was used to define the clades of viruses with N-terminally truncated PB1-F2 sequences (see below for further description). From each clade, a representative sequence was taken to look at variance of the ORF structure within subtype families. Sequences were aligned, and the potentially expressed protein fragments highlighted in green boxes (Figure 2.8). Across and between subtypes, there was variance in the position of the STOP codon in the N-terminal region of PB1-F2. Some sequences lost N-terminal expression through AUG 4 mutation rather than through the introduction of an early STOP codon. Of the three representative sequences for H7N9, all retained the start codon for PB1-F2 (AUG 4), two of the three showed a stop codon at position 35 and one at position 26. In contrast the H5N1 viruses showed more variability, with one representative clade mutating the AUG 4 start for PB1-F2 from Met to Val. Four of the representative sequences coded a stop at position 26, one at 25 and one at 12. H9N2 also showed high variability in PB1-F2 truncation mechanism, with two clades mutating AUG 4 from Met to Thr, three clades coding STOP12, five clades coding STOP26 and two clades coding STOP35 (Figure 2.8).
Figure 2.8 Alignment Summary of Truncated PB1-F2 Proteins

One representative PB1-F2 sequence was selected per clade from phylogenetic trees of each subtype and aligned in MEGA. Green boxes represent ORFs, blue box indicates loss of AUG 4. While the position of the N-terminal stop codon (-) varies, all sequences maintain AUG 7, and most sequences express the full C-terminus of PB1-F2.
All sequences maintain AUG 7, which is the first of three potential alternative C-terminal start codons in PB1-F2. AUG 7 may be recognised by ribosomes to begin translation and produce a C-terminal fragment of PB1-F2. All sequences bar H5N1 clade 1 show the possibility of a full C-terminal fragment being expressed. Conservation of the C-terminal ORF could support the theory that loss of N-terminal expression is a means of streamlining PB1-F2 expression and minimising resources wasted on a non-functional section of protein, or removing an unwanted function of the N-terminus. The other interpretation of this data is that mutations within PB1-F2 are evolutionarily neutral (Kimura, 1991). Neutral theory suggests that the majority of evolutionary changes at a molecular level are due to random fixation of selectively neutral mutations due to random genetic drift. If the mutation does not have a negative impact on survival (for IAV, replication and transmission), then sequences will diverge over time as they acquire mutations (Kimura, 1991). Within IAV, neutral mutations can be introduced during infection that are able to be transmitted to the next host (Sigal et al., 2018). However, negative selection of PB1 also affects the variation of PB1-F2, as PB1 polymerase function requires the sequence to be maintained or limited to synonymous mutation (Zell et al., 2007). Synonymous mutations occur at a much higher rate than nonsynonymous mutations as they are likely to be functionally neutral (Kimura, 1991). The majority of PB1-F2 mutations, including STOP12 and STOP35, can be made silently in PB1 due to the +1 overlap of the ORFs.

The high prevalence of AUGs 7 and 9, combined with maintenance of the C-terminal ORF within the clades suggests that expression of C-terminal fragments of PB1-F2 may be a common and conserved strategy within endemic avian viruses.
Maintenance of N-terminal PB1-F2 Truncations in Circulating Avian Viruses

Having shown that N-terminal truncations were present in avian PB1-F2 sequences, we sought to determine if the introduction of truncations into the sequences were individual events or whether they were being maintained in viruses circulating in avian populations. To do this we performed a phylogenetic analysis on the downloaded subtype datasets by using MEGA7 to calculate Maximum Likelihood trees from PB1 sequences, with a bootstrap of 500. Trees were then colour coded to identify sequences truncated through introduction of an early stop codon or the loss of AUG 4 (Figure 2.9). Branches ending in two or more truncated sequences were defined as clades and their phylogeography further investigated to attempt to correlate a species or location with N-terminally truncated sequences.

Phylogenetic Trees of Endemic IAVs with Truncated PB1-F2 Genes

Figure 2.9 Phylogenetic Trees Showing Truncated PB1-F2 Sequences. Maximum Likelihood trees A) H7N9, B) H5N1, C) H9N2 produced using the subtype datasets analysed above in MEGA7 with a bootstrap value of 500. Sequences in red have N-terminal PB1-F2 truncations, in green lack AUG 4, in blue are full length PB1-F2 ORF in an otherwise truncated clade. Any branch ending in 2 or more sequences was defined as a clade for analysis. The model viruses A/turkey/England/50-92/1991 H5N1 (5092) and A/chicken/Pakistan/UDL-01/2008 H9N2 (UDL) are highlighted in purple.
Table 2.5 Quantification of Truncated PB1-F2 Clades Identified in Phylogenetic Trees

The table quantifies the clades shown in Figure 2.9 for each subtype of AIV, showing variation of stop codon position between clades and maintenance of truncation over time and approximate geography. H9N2 clades are highlighted in blue, H5N1 in yellow, and H7N9 in green.

Clades of all three subtypes were quantified (Table 2.5) for easier comparison. H9N2 viruses had the most clades, and appeared to be the most geographically mobile. Although H5N1 viruses had seven distinct clades of truncated sequences, the clades were small (median 2 sequences, Table 2.5) and all except clade 2 did not persist over 12 consecutive months. In contrast, H7N9 viruses had only three clades ranging from 2-52 sequences, with clade 3 persisting over three years. H9N2 viruses had 12 clades, with a median size of 3 sequences. The majority persisted over multiple influenza seasons, and were geographically mobile. H9N2 clades 2 and 11 crossed political
borders, and five clades had isolates that spanned distances of >1000km.

The persistence over time and geography in H7N9 and H9N2 subtypes indicate that N-terminal truncations of PB1-F2 are being maintained and we can therefore hypothesise that truncations are unlikely to cause any detrimental effects to the virus. For example, H9N2 clade 11 moved from the Middle East to North Africa, likely through poultry movements (Zecchin et al., 2017), and maintained a truncated PB1-F2 sequence for three years (Table 2.5).

**Phylogenetic Trees of Avian H5Nx Viruses**
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Figure 2.10 Avian H5Nx Viruses Showing Presence of Truncated PB1-F2 Sequences.

Maximum Likelihood trees produced using avian H5Nx sequences from the stratified multi-host dataset in MEGA7 with a bootstrap value of 500. Sequences in red have N-terminal truncation, in green lack AUG 4, in blue have a full length PB1-F2 ORF in an otherwise truncated clade. Any branch
ending in 2 or more sequences was defined as a clade for analysis. Clades are numbered from top of the tree down for analysis.

<table>
<thead>
<tr>
<th>Subtype</th>
<th>Clade number</th>
<th>Number of sequences</th>
<th>Most prevalent truncation</th>
<th>Date range</th>
<th>Circulation length (yr)</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>H5N6/H5N2</td>
<td>1</td>
<td>21</td>
<td>12</td>
<td>2013-2016</td>
<td>3</td>
<td>China/HongKong/Vietnam/Laos</td>
</tr>
<tr>
<td>H5N1</td>
<td>2</td>
<td>2</td>
<td>26</td>
<td>2010</td>
<td>1</td>
<td>Laos</td>
</tr>
<tr>
<td>H5N6</td>
<td>3</td>
<td>2</td>
<td>25</td>
<td>2010-2011</td>
<td>2</td>
<td>Egypt</td>
</tr>
<tr>
<td>H5N6</td>
<td>4</td>
<td>2</td>
<td>12</td>
<td>2015</td>
<td>1</td>
<td>China</td>
</tr>
<tr>
<td>H5N8/H5N6</td>
<td>5</td>
<td>16</td>
<td>12</td>
<td>2013-2015</td>
<td>2</td>
<td>China</td>
</tr>
<tr>
<td>H5N9</td>
<td>6</td>
<td>2</td>
<td>26</td>
<td>2015</td>
<td>1</td>
<td>France</td>
</tr>
<tr>
<td>H5N8/H5N6</td>
<td>7</td>
<td>24</td>
<td>12</td>
<td>2016-2018</td>
<td>2</td>
<td>Russia/Belgium/Korea/Egypt/Cameroon/China/DRC/Uganda</td>
</tr>
<tr>
<td>H5N2</td>
<td>8</td>
<td>4</td>
<td>9</td>
<td>2005-2010</td>
<td>5</td>
<td>USA/Mexico</td>
</tr>
</tbody>
</table>

Table 2.6 Quantification of H5Nx Clades Identified in Phylogenetic Tree

The table quantifies the clades shown in Figure 2.10, showing variation of stop codon position between clades and maintenance of truncation over time and geography.

H5N1 showed limited persistence of N-terminally truncated PB1-F2 sequences (Table 2.5), so the analysis was expanded to the avian H5Nx sequences of the stratified multi-host dataset to determine whether all H5 viruses prefer to maintain a full length PB1-F2 ORF or if this is a H5N1 specific phenotype. As above, any branch ending in >2 branches were defined as a clade (Figure 2.10) and clades were quantified in Table 2.6.

H5Nx segment 2 sequences showed three clades containing >10 isolates, as well as several closely related viruses that did not form a clade (Figure 2.10). The median clade size was 4 sequences, similar to the median H9N2 clade size. Although H5N1 did not show maintenance of truncated sequences, several clades of H5Nx showed persistence over multiple influenza seasons (62.5% circulating >1yr) and/or widespread sampling locations, such as Clade 7, which was isolated in Europe, Africa, and Asia. Clades 1, 5, and 7 contained sequences from multiple H5Nx subtypes and all were in circulation for multiple years (Table 2.6). The identification of multiple majority-truncated clades persisting over multiple influenza seasons indicated
that H5Nx viruses are better able to circulate with a truncated PB1-F2 sequence than the H5N1 dataset suggested.

Cluster Analysis of Endemic Avian Viruses

To assess whether the N-terminally truncated PB1-F2 sequences present in the subtype datasets were phylogenetically related and therefore likely to have been maintained in a circulating virus, relationships between segment 2 sequences were analysed using ClusterPicker (CP) and ClusterMatcher (CM) programmes (Ragonnet-Cronin et al., 2013). The PB1 alignments used to generate the phylogenetic trees in Figures 2.8-9 were used to assess phylogenetic relationships using CP. The CP support threshold was set to 0.9, with a genetic distance threshold of 0.45. The support threshold is the minimum support required to define a cluster, and refers to the bootstrap support for the tree. The genetic distance threshold is the maximum genetic distance allowed within a defined cluster. Clusters are defined by high support and low within cluster genetic distance. Setting support threshold to 0.9 gives 90% bootstrap support for clusters and setting genetic distance to 0.45 allows a maximum of 4.5 substitutions/site within clusters. These settings have been successfully used in the literature and were suggested to be suitable for phylogenetic investigation (Ragonnet-Cronin et al., 2013). All subtypes were analysed using the same parameters.

Within this set of parameters, CP identified 158 highly related clusters in the H9N2 dataset, shown in Figure 2.11 B. CM was then used to examine the distribution of truncated PB1-F2 sequences, with a threshold of >3 sequences and at least 1% of sequences being truncated in each cluster. This resulted in 10 clusters that matched the parameters, such as Cluster18 (Figure 2.11 C). In those 10 clusters were 52 PB1-F2 sequences, with varying truncation statuses. 100% of sequences in Clusters 18, 130, and 156 were truncated. Clusters 117,
57, and 62 were all 80% truncated, whereas Clusters 111, 96, and 61 contained 75% full length PB1-F2 genes.
Figure 2.11 Cluster Analysis of H9N2

To determine how closely genetically related PB1-F2 sequences are, newick tree A (previously shown in Figure 2.8) is inputted to ClusterPicker with a FASTA alignment file to output annotated tree B, with clusters of highly related viruses colour coded. Non-clustered virus names remain black. Tree B is inputted to ClusterMatcher with an annotation file of truncation status to correlate phylogenetic relationship with a characteristic of interest. Highly truncated clusters are identified and outputted as separate trees such as C.
Analysis of the H7N9 dataset only identified 11 clusters. There were fewer sequences in the H7N9 dataset than the other subtypes (Table 2.7), so this was not unexpected. The dataset is dominated by samples from chickens in China in 2013-2014, which limited genetic diversity within the dataset due to heavy sampling of few outbreaks. This is visible in Figure 2.12 B as the dominance of yellow and orange sequences. Three clusters were identified by CM as having at least 1% truncated sequences, such as Cluster 5, shown in Figure 2.12 C. Clusters 4 and 5 correlated with clades 2 and 3, respectively. The three matched clusters contained 332 sequences, all of which in Cluster 5 were truncated, with two full length PB1-F2 sequences in Cluster 4, and 5/259 truncated sequences in Cluster 1 (Table 2.7). All three clusters showed a majority of Galliforme isolates (Cluster 1 91.12%, Cluster 4 90.48%, Cluster 5 96.15%), with a further preference for domestic poultry hosts (Cluster 1 96.52%, Cluster 4 90.48%, Cluster 5 100%).

When cluster analysis was performed for H5N1 viruses, CP identified 97 clusters, totalling 233 sequences. In comparison to the other subtypes analysed, the clusters were small (median 2 sequences), with Figure 2.13 clearly showing fewer clustered (coloured) sequences than in Figures 2.10 and 2.11. However, no clusters containing at least 1% truncated sequences were identified by CM. As the H5N1 sequence group appeared to be without highly related groups of truncated PB1-F2 sequences, we concluded that in the H5N1 subtype there was unlikely to be persistence of the N-terminally truncated sequences. This fitted with the limited transmission of only a 12-month period seen for the majority of H5N1 clades and the lack of geographical spread identified in Table 2.6.
Figure 2.12 Cluster Analysis of H7N9

To determine how closely genetically related PB1-F2 sequences are, phylogenetic tree A (previously shown in Figure 2.8) is inputted to ClusterPicker with a FASTA alignment file to output annotated tree B, with clusters of highly related viruses colour coded. Non-clustered virus names remain black. Tree B is inputted to ClusterMatcher with an annotation file of truncation status to correlate phylogenetic relationship with a characteristic of interest. Highly truncated clusters are identified and outputted as separate trees such as C.
Figure 2.13 Cluster Analysis of H5N1

To determine how closely genetically related PB1-F2 sequences are, phylogenetic tree A (previously shown in Figure 2.8) is inputted to ClusterPicker with a FASTA alignment file to output annotated tree B, with clusters of highly related viruses colour coded. Non-clustered virus names remain black. Tree B is inputted to ClusterMatcher with an annotation file of truncation status to correlate phylogenetic relationship with a characteristic of interest. No clusters matching the parameters were identified, so no output trees were produced.
Cluster analysis suggested N-terminal truncations of PB1-F2 are not supported in H5N1 virus transmission. However, the small average cluster size and low prevalence of truncations may have influenced this analysis. Many of the clustered sequences were collected in the same place at the same time, so are likely to be samples from the same circulating virus. Of the 233 sequences identified by CP, only 39% were isolated from chicken hosts, compared to 74% of 666 H9N2 clustered sequences. The difference in host prevalence may be due to the reservoirs the subtypes circulate in, or it may be an indication of viability of truncated PB1-F2 sequences.

<table>
<thead>
<tr>
<th></th>
<th>H9N2</th>
<th>H7N9</th>
<th>H5N1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of sequences</strong></td>
<td>1239</td>
<td>567</td>
<td>1823</td>
</tr>
<tr>
<td><strong>Number of clusters</strong></td>
<td>158</td>
<td>11</td>
<td>97</td>
</tr>
<tr>
<td><strong>Average cluster size</strong></td>
<td>3</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td><strong>Number of clusters 100% truncated</strong></td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Number of clusters 81-99% truncated</strong></td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Number of clusters 51-80% truncated</strong></td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Number of clusters 11-50% truncated</strong></td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Number of clusters &lt;10% truncated</strong></td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2.7 Quantification of Cluster Analysis
The number of sequences and clusters for each subtype identified during ClusterPicker and ClusterMatcher analysis, showing proportion of truncated sequences within each cluster. Average cluster size calculated as median.

Cluster analysis of H7N9, H9N2 and H5N1 was quantified in Table 2.7, showing how few of the clusters identified by CP met the CM threshold of truncation prevalence. H9N2 and H7N9 AIV PB1-F2 genes both had more clusters with a mix of truncated and full length PB1-F2 sequences than 100% truncated sequences. Several of these clusters showed a branch split between sequences coding full length PB1-F2
and the appearance of N-terminal truncations, but we cannot rule out the possibility of some isolates restoring the full length ORF.

Although there are few fully truncated clusters, this analysis did show highly related segment 2 sequences maintaining a truncated PB1-F2. This indicates that the truncations are likely to be persisting during circulation rather than appearing as individual mutation events.

**Cluster Analysis of Avian H5Nx Virus PB1-F2 sequences**

<table>
<thead>
<tr>
<th></th>
<th>H5Nx</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sequences</td>
<td>1119</td>
</tr>
<tr>
<td>Number of clusters</td>
<td>144</td>
</tr>
<tr>
<td>Average cluster size</td>
<td>3</td>
</tr>
<tr>
<td>Number of clusters 100% truncated</td>
<td>0</td>
</tr>
<tr>
<td>Number of clusters 81-99% truncated</td>
<td>1</td>
</tr>
<tr>
<td>Number of clusters 51-80% truncated</td>
<td>1</td>
</tr>
<tr>
<td>Number of clusters 11-50% truncated</td>
<td>3</td>
</tr>
<tr>
<td>Number of clusters &lt;10% truncated</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2.8 Quantification of H5Nx Cluster Analysis

The number of sequences and clusters identified during ClusterPicker and ClusterMatcher analysis, showing proportion of truncated sequences within each cluster. Average cluster size calculated as median.

The H5Nx dataset had multiple large clusters (Figure 2.14). The larger H5Nx dataset had more closely related sequences than the original H5N1 dataset (Table 2.7, Table 2.8). Unlike H5N1, CM identified two majority truncated clusters of highly related sequences, Clusters 37 and 40. Unlike H9N2 and H7N9 no H5Nx cluster was 100% truncated (Table 2.8). Although H5Nx had multiple NA lineages which would suggest looser phylogenetic relationships than the H5N1 dataset, the PB1 sequences appeared to be better maintained. Mixed clusters of truncated H5N6/H5N8 PB1-F2 sequences were not unexpected, as it
is well reported that the two subtypes can reassort and swap internal genes (Beerens et al., 2019; Chen et al., 2019; Guo et al., 2017; Yehia et al., 2018). This data gave weight to the suggestion that some H5Nx subtypes are more likely to maintain a truncated PB1-F2 sequence than H5N1.
Figure 2.14 Cluster Analysis of H5Nx

To determine how closely genetically related PB1-F2 sequences are, phylogenetic tree A (previously shown in Figure 2.9) is inputted to ClusterPicker with a FASTA alignment file to output annotated tree B, with clusters of highly related viruses colour coded. Tree B is inputted to ClusterMatcher with an annotation file of truncation status to correlate phylogenetic relationship with a characteristic of interest. Highly truncated clusters are identified and outputted as separate trees such as C.
Phylogenetic Analysis of Highly Truncated PB1-F2 Gene Clusters

After identifying highly related clusters of viruses with truncated PB1-F2 ORFs, representative clusters from each subtype were chosen for further phylogeographical analysis. Length of circulation and geographical spread were considered, and attempts were made to determine where a truncation was first generated or identify a likely precursor virus.

Figure 2.15 H9N2 Cluster 18 Phylogenetic Analysis
Cluster18 was identified from the H9N2 dataset using ClusterPicker and met the truncation threshold in ClusterMatcher. Newick tree outputted by ClusterMatcher. Sequences with the same collection date collected from
the same outbreak highlighted.

After CP and CM analysis, H9N2 Cluster 18 was identified as a set of 10 highly related truncated sequences. Cluster 18 was the largest H9N2 cluster, although cluster size had been inflated by 5 samples from the same outbreak (Figure 2.15). The sequences in this cluster were mostly from chicken hosts, suggesting the viruses are being spread through poultry movements. The earliest truncated sequences were from falconry birds in UAE in 2011, which then spread to northern Africa in 2015-2016. All sequences from chickens in Morocco are multiple samples from the same outbreak, which expands cluster size (Figure 2.15). While the A/chicken/Morocco/x viruses were all sampled at the same time, there was still a clear maintenance of the truncation through poultry movements within the Middle East and northern Africa. However, this did show transmission on a local scale as well as (most likely) through human-mediated transport of birds.
Figure 2.16 H7N9 Cluster 5 Phylogenetic Analysis

Cluster 5 was identified from the H7N9 dataset using ClusterPicker, and met the truncation threshold in ClusterMatcher. Newick tree outputted by ClusterMatcher. Sequences collected during a single outbreak highlighted.

Cluster 5 contained 52 sequences, of which 42 were from the Jiangxi February 2014 outbreak (Figure 2.16). The majority of hosts were chickens, with only two domestic duck hosts from 2015. Although this H7N9 Cluster was also inflated by numerous samples from the same outbreak in February 2014, there was also transmission until 2017. Cluster 5 was limited to China, but it had spread between provinces over several years (Figure 2.16).
Cluster 37 was identified from the H5Nx dataset using ClusterPicker, and met the truncation threshold in ClusterMatcher. Newick tree outputted by ClusterMatcher. Names in red indicate truncated PB1-F2 sequences, and those marked with a blue asterisk were isolated from a wild bird host.

Unlike Clusters in H9N2 and H7N9 datasets, none of the highly truncated clusters identified in the H5Nx dataset were fully comprised of viruses with truncated PB1-F2 ORFs. Cluster 37 (Figure 2.17) had 71% truncated sequences. The majority of virus isolates (86%) were collected from domestic Anseriformes in China over 2006-2015. This was consistent with the hypothesis that N-terminal truncations are better maintained in domestic birds than in wild populations. Truncations appeared in 2013 and were maintained into 2014/15, through geographical and temporal progress and reassortment events, as there were two instances where the subtype of truncated sequences changes from H5N8 to H5N6. Although all the virus isolates were in China, the viruses had moved between provinces on several occasions. Unfortunately, many samples were listed as having
been sampled only from “Eastern China”, so it was not possible to give an estimate of distance travelled.

Figure 2.18 H5Nx Cluster 40 Phylogenetic Analysis
Cluster 40 was identified from the H5Nx dataset using ClusterPicker, and met the truncation threshold in ClusterMatcher. Newick tree outputted by ClusterMatcher. Names in red indicate truncated PB1-F2 sequences, and those marked with a blue asterisk were isolated from a wild bird host.

Cluster 40 (Figure 2.18) was the most heavily truncated cluster identified in the H5Nx dataset, reaching 92% of isolates without an intact PB1-F2 ORF, and from a majority (62%) of wild bird hosts. In contrast to the other clusters described, Cluster 40 covered three continents, moving from Europe to Africa and Asia, covering a broad estimate of approximately 30,000-45,000km. The estimate was so broad because it is not always possible to distinguish whether an introduction is a result of internal circulation within a country spilling over to a close neighbour, or an introduction from a non-neighbouring country through migratory birds or domestic birds between. Cluster 40 was mostly comprised of sequences from viruses isolated from wild
Anseriformes, although there were some from domestic Galliformes hosts as well. Similarly, to Cluster 37, the PB1-F2 truncation had been introduced and maintained through time and reassortment events. STOP12 was the only truncation present in this cluster.

From the cluster analysis, we concluded that the N-terminally truncated PB1-F2 sequences were not only present, but persistent in avian isolates. We have shown clusters of highly related viruses with a truncated PB1-F2 gene from several subtypes can circulate for several years, and those viruses can be spread during poultry transports in a similar manner to isolates with a full length PB1-F2 ORF.

**Prevalence of N-terminally Truncated PB1-F2 Sequences in Different Avian Hosts**

**Composition of Endemic Avian Viruses Datasets**

![Prevalence of Truncated PB1-F2 ORFs from H5N1, H7N9, and H9N2 Subtype Viruses Isolated from Wild or Domestic Avian Hosts.](image)

The prevalence of wild and domestic hosts within full datasets of H5N1 (A), H7N9 (B), and H9N2 (C) datasets and the truncated subsets were calculated for each subtype.

The dataset of H7N9, H5N1, and H9N2 subtypes was not suitable for investigating differences between wild and domestic birds, as most of the isolates in the dataset had been collected from domestic birds. Virus sequences in the full datasets for all three subtypes were from >80% domestic hosts (Figure 2.19) and the subset with truncated PB1-
F2 ORFs ranged from 91 – 98% domestic hosts origin (H7N9 97.40%, H5N1 95.00%, H9N2 91.06%).

Composition of Mixed Avian Host Dataset

Figure 2.20 Prevalence of Truncated PB1-F2 ORFs from Mixed Subtype Viruses Isolated from Wild or Domestic Avian Hosts.

Avian host type (wild or domesticated), and PB1-F2 ORF status (N-terminal truncated sequence subset or all sequences) was determined for each sequence. The percentage prevalence of each host category of the full avian dataset of 5,940 sequences, and the truncated sequences subset were calculated.

We then analysed host composition of the avian subset of the 10279 sequence dataset provided by Dr Samantha Lycett (Lycett et al., 2019). Stratified sampling reduced bias toward repeated sampling of the same AIV outbreak, by limiting the number of sequences collected to one or two per host-type, subtype, country or state, and year. (Figure 2.20). The dataset had a total sequence number of 5,940; of these, wild hosts accounted for 3,941 (66.35%) and domestic hosts 1,999 (33.65%). With this change in dataset composition, we could have increased confidence that any changes in N-terminal PB1-F2 truncation prevalence between wild and domestic hosts were less likely to be due to host sampling bias.
Prevalence of N-terminal Truncations within the Mixed Avian Host Dataset HA Subtypes

The N-terminal truncated PB1-F2 sequences were considered as a subset of the data. Within each host category, prevalence of N-terminal truncations was calculated. 1.45% of sequences isolated from wild birds had a truncated PB1-F2, while 10.11% of sequences from domestic hosts. These data showed that the majority of truncated PB1-F2 sequences were isolated from domestic birds (Figure 2.20). Although most domestic bird hosts in the dataset were chickens, ducks and geese are also farmed. It is possible that differences in the transmission environment between poultry in close quarters and more distant wild birds could affect selection pressure for either full length or truncated PB1-F2 genes.

<table>
<thead>
<tr>
<th>HA subtype</th>
<th>Number of sequences</th>
<th>% truncated</th>
<th>% truncated maintain C-terminus</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>342</td>
<td>4.39</td>
<td>35.71</td>
</tr>
<tr>
<td>H2</td>
<td>254</td>
<td>0.79</td>
<td>100.00</td>
</tr>
<tr>
<td>H3</td>
<td>676</td>
<td>1.18</td>
<td>62.50</td>
</tr>
<tr>
<td>H4</td>
<td>621</td>
<td>0.81</td>
<td>60.00</td>
</tr>
<tr>
<td>H5</td>
<td>1119</td>
<td>8.04</td>
<td>65.56</td>
</tr>
<tr>
<td>H6</td>
<td>682</td>
<td>8.80</td>
<td>98.28</td>
</tr>
<tr>
<td>H7</td>
<td>624</td>
<td>3.52</td>
<td>100.00</td>
</tr>
<tr>
<td>H8</td>
<td>66</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>H9</td>
<td>537</td>
<td>8.75</td>
<td>100.00</td>
</tr>
<tr>
<td>H10</td>
<td>394</td>
<td>2.03</td>
<td>100.00</td>
</tr>
<tr>
<td>H11</td>
<td>329</td>
<td>0.91</td>
<td>100.00</td>
</tr>
<tr>
<td>H12</td>
<td>119</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>H13</td>
<td>86</td>
<td>2.33</td>
<td>100.00</td>
</tr>
<tr>
<td>H14</td>
<td>19</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>H15</td>
<td>9</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>H16</td>
<td>63</td>
<td>3.17</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Table 2.9 PB1-F2 ORF Maintenance Within Avian Host Dataset
Number of sequences in each HA subtype of the 5940 avian host dataset, showing % truncated sequences, and of those truncated, % maintaining C-terminal ORF.
The 5940 avian sequence dataset was separated into individual HA subtypes (Table 2.9), and the prevalence of PB1-F2 truncations calculated. There was a broad range from 0.00 – 8.80% prevalence of N-terminal truncations between the HA subtypes. H8, H12, H14, and H15 subtypes all had low numbers of sequences (66, 119, 19, and 9 respectively), with 0% containing an N-terminal truncation. H5, H6, and H9 showed the highest prevalence of truncations, with all these HA subtypes having >8% truncated PB1-F2 sequences. These latter subtypes are endemic in many areas of the world including China, south east Asia, and the Middle East, and circulate in domestic poultry (C. M. Bui et al., 2017; Hu et al., 2020; Kandeil et al., 2019; Naguib et al., 2019; Peacock et al., 2019).

This initial analysis suggested that host type may affect prevalence of truncated PB1-F2 sequences, as the highest prevalences were in domestic hosts and HA subtypes that are known to circulate in domestic poultry.

**Host Order Prevalence in Mixed Avian Host Dataset**

<table>
<thead>
<tr>
<th>Order</th>
<th>Number sequences</th>
<th>Percentage avian dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Galliformes</td>
<td>1041</td>
<td>17.53</td>
</tr>
<tr>
<td>Anseriformes</td>
<td>4021</td>
<td>67.70</td>
</tr>
<tr>
<td>Charadriiformes</td>
<td>536</td>
<td>9.02</td>
</tr>
<tr>
<td>Other</td>
<td>342</td>
<td>5.76</td>
</tr>
</tbody>
</table>

Table 2.10 Host Order Prevalence in Mixed Subtype Avian Dataset

Avian influenza A virus segment 2 sequences were annotated with host Order. The percentage of virus sequences derived from Anseriforme, Galliforme, Charadriiforme and Other host orders were calculated within the full avian dataset of 5,940 sequences. “Other” denotes sequences with either a lack of host information, or a host species outside of the three orders highlighted.
After seeing the variation in PB1-F2 truncation prevalence between HA subtypes, with higher frequencies in subtypes circulating in poultry, we considered whether host species had an impact on the likelihood of gene truncation. The mixed subtype avian dataset of 5,940 sequences was separated into host Order (Table 2.10). The dataset had a bias towards Anseriformes, which make up the host of origin for 67.70% of sequences. Galliforme hosts were 17.53%, Charadriiformes 9.02%, and the remaining 5.76% of sequences from “Other” host species could not be confidently assigned to an Order. The high prevalence of Anseriformes and Charadriiformes was consistent with the majority wild bird source already reported, however not all Anseriformes are wild i.e., domestic ducks.

<table>
<thead>
<tr>
<th>Order</th>
<th>Number N-terminally truncated sequences (N=259)</th>
<th>Percentage truncated dataset (N=259)</th>
<th>Percentage truncated domestic host (N=202)</th>
<th>Percentage truncated wild host (N=57)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Galliformes</td>
<td>115</td>
<td>44.40</td>
<td>56.93</td>
<td>-</td>
</tr>
<tr>
<td>Anseriformes</td>
<td>116</td>
<td>44.79</td>
<td>43.07</td>
<td>50.88</td>
</tr>
<tr>
<td>Charadriiformes</td>
<td>11</td>
<td>4.25</td>
<td>-</td>
<td>19.30</td>
</tr>
<tr>
<td>Other</td>
<td>17</td>
<td>6.56</td>
<td>-</td>
<td>29.82</td>
</tr>
</tbody>
</table>

Table 2.11 Host Order Prevalence in Truncated PB1-F2 Sequences from the Mixed Subtype Avian Dataset

Host type (wild or domestic), and Order (Anseriformes, Galliformes, Charadriiformes, Other) was determined for each sequence in the avian host truncated subset. The percentage of each order was calculated within the host subsets.

The N-terminally truncated subset of avian PB1-F2 sequences was also separated by host Order (Table 2.11). Unlike in Table 2.10, the truncated subset had a nearly even proportion of Anseriformes and Galliformes (44.79% and 44.40% respectively) (Table 2.11). The difference in host order composition between the full dataset and the N-terminally truncated PB1-F2 gene subset indicated that expression of full length PB1-F2 may be advantageous in Anseriformes, and possibly Charadriiformes, although truncations are common in Galliformes.
The N-terminally truncated subset of sequences was then separated into domestic avian and wild avian host subsets to investigate whether environment or Order had a stronger effect on PB1-F2 gene truncation prevalence (Table 2.11). Within domestic hosts, Anseriformes made up 43.07% of the dataset and Galliformes 56.93% (Table 2.11). This was a more even split than expected, compared to the full dataset shown in Table 2.10, however the global domestic duck industry produces millions of metric tonnes (MT) of meat annually, with China producing 2.801 million MT (64.7% of global production) in 2014 (Batres-Marquez, 2017), so it is reasonable for Anseriformes to be well represented in this set of sequences. There were no Galliformes samples in the wild avian subset, but Charadriiformes increased from 9.02% of the full dataset (Table 2.10) to 19.30% of wild host truncated sequences (Table 2.11). The Other category also increased from 5.76% to 29.82% of wild truncated PB1-F2 sequences (Table 2.11).

Between HA subtype, host Order, and environment, there was a consistent higher prevalence of N-terminal truncations in PB1-F2 from domesticated poultry. The highest prevalence was with HA subtypes that circulate in poultry, and Galliformes in general. Full length PB1-F2 may be more advantageous for transmission between wild birds, with less close contact than in domesticated birds.

Discussion

In this chapter, evolutionary evidence for the importance of N-terminally truncated PB1-F2 sequences has been presented. N-terminal truncations were present in multiple lineages and have been shown to be maintained in circulating populations of some AIV subtypes (Figures 2.11 – 2.14). Isolates from Galliformes or domestic hosts have a higher prevalence of truncated sequences than wild birds (Figure 2.20, Table 2.11), suggesting a possible link between N-
terminal PB1-F2 truncations and transmission of AIV. PB1-F2 is known to target different host immune modulators, depending on host and viral strain, (James et al., 2019; Leymarie et al., 2014), and has been shown to affect the length of the transmission window in infected chickens (James et al., 2016). A study of white leghorn chickens infected with A/turkey/Turkey/1/2005 (H5N1) found that the probability of infection increased with higher inoculation doses. A higher inoculation dose was also associated with a shorter latent period and earlier shedding (Spekreijse et al., 2011). It is possible that in the more susceptible chicken host, in the close quarters domestic birds live in, expression of a C-terminal fragment of PB1-F2 is sufficient for immune modulation, while the less confined wild birds require the advantage of a full-length PB1-F2 to aid efficient transmission.

Transmission between poultry farms can be mediated through human-mediated transport, infected workers, or shared equipment (Fusaro et al., 2016), whereas transmission between wild birds is dependent on bird contact or contaminated water (Fourment & Holmes, 2015). It should also be noted that flock dynamics can extend the infectious period beyond that of a single bird. The mean infectious period of an LPAI-infected bird is 4-8 days, whereas a chicken flock can remain infectious for up to 2 months (Bergervoet et al., 2019; Gonzales et al., 2014).

There may be additional benefits to maintaining the full length PB1-F2 ORF through functions mediated by the N-terminal region. It has been reported that the N-terminus (aa1-50) of PB1-F2 can stabilise PB1 early in infection, and increase viral RNA polymerase activity (Košík et al., 2011). Also isolated to the N-terminus of PB1-F2 are two protein kinase C (PKC) phosphorylation sites, S35 and T27. Removal of these targets by mutagenesis reduced caspase 3 activity in primary human monocytes (Mitzner et al., 2009). Increased expression of viral proteins and induction of apoptosis in immune cells are both beneficial
during IAV infection (Gao et al., 2015; Pinto et al., 2020; Suttie et al., 2019).

While it has been shown that lack of segment 2 AUG 4 will increase expression of C-terminal fragments of PB1-F2 compared to an N-terminal truncation, the balance of expression between AUG 4 and AUGs 7-9 is still unclear (Kamal et al., 2015). The translational mechanism leading to expression of C-terminal PB1-F2 fragments is currently unknown. The potential stability of C-terminal fragments is also uncertain. Full length PB1-F2 is known to be unstable, with several residues identified in the C-terminus being able to alter stability (James et al., 2016; Košík et al., 2015). There is currently no published comparison of the stability of full length PB1-F2 compared to its fragments.

The total prevalence of N-terminal PB1-F2 truncations across multiple host species and viral subtypes was of interest as avian and mammalian PB1-F2 sequences have been reported to be under very different selective pressures (Schmolke et al., 2011). Although N-terminal gene truncations were present within swine and human sequences, they were rarely accompanied by maintenance of the C-terminus or AUGs 7-9 (Table 2.3). This indicates that in mammalian hosts, N-terminal truncations are merely part of an ongoing genetic drift toward removing PB1-F2 from the IAV proteome. The mammalian PB1-F2 ORF may be in the process of downgrading from a functional accessory protein to a defective ribosomal product (DRiP) produced through non-canonical mistranslation (Pinto et al., 2020; J. Wei & Yewdell, 2018). Degradation of the PB1-F2 ORF is unlikely to impact PB1 or PB1-N40 in their sequence, as negative selection of the PB1 ORF constrains PB1-F2 (Zell et al., 2007). The balance of expression between AUGs 4 (PB1-F2) and 5 (PB1-N40) in segment 2 is likely to be maintained as long as AUG 4 remains present in the sequence. The N-terminus of PB1-F2 could function as a short upstream ORF in the same manner as sORF2 expressed from AUG 3 (Wise et al.,
sORF2 is only two codons long, so translation is almost immediately terminated. Due to the time taken to reassemble a pre-initiation complex, the 40S subunit scans past AUG 4 to reinitiate translation at AUG 5. In this way, translational initiation at AUG 2 can help balance expression of PB1-F2 and PB1-N40 (Wise et al., 2011).

The presence of N-terminal truncations in AIV sequences was elucidated through bioinformatic analysis of sequence datasets obtained from the NCBI IVR and curated, collated and annotated with a custom R code, by Dr Samantha Lycett. Having shown PB1-F2 gene truncations were present in viruses with a variety of HA subtypes, H5N1, H7N9, and H9N2 lineages were selected as subtypes of interest for further investigation. All three AIV subtypes are burdens to the global poultry industry and considered to be zoonotic pandemic risks.

Although there was a variety in prevalence and position of N-terminal PB1-F2 truncations, all three subtypes of interest were found to maintain the C-terminal ORF of PB1-F2 (Figure 2.8). Functional motifs of PB1-F2 are concentrated in the C-terminal sequence (Conenello et al., 2007; Košík et al., 2015; Yamada et al., 2004), so this indicated N-terminal truncations might not prevent immune antagonism or mitochondrial targeting of the protein. However, the N-terminus of the protein may be important in vivo as a STOP12 mutation shortened the viral transmission window in chickens (James et al., 2016). In addition to maintenance of the C-terminal ORF, we found a high prevalence of AUGs 7-9 within truncated sequence subsets, indicating a strong possibility that C-terminal fragments are able to be expressed from truncated sequences (Figure 2.7).

When avian H5N1 viruses were found to have a much lower prevalence of PB1-F2 truncations than the wider mixed host H5 dataset, analysis was widened to avian H5Nx sequences to determine if this was a result of truncations being less common in an avian host,
or a H5N1 specific factor. Within H5Nx viruses, there was evidence that some H5 subtypes were maintaining N-terminally truncated PB1-F2 sequences during circulation, along with conservation of AUGs 7-9 (Table 2.8).

H5Nx clusters were heavily made up of sequences that were collected from Anseriformes hosts, whereas H9N2 and H7N9 isolates are almost all from Galliformes. Galliformes are generally more susceptible to severe disease and have higher mortality rates following HPAI infection than Anseriformes. This may be influencing the composition of the clusters, particularly for H5Nx. However, any domestic outbreak of HPAI in the UK or EU will result in culling of birds, regardless of their Order.

Phylogenetic relationships between truncated sequences were examined using ClusterPicker and ClusterMatcher programmes to cluster highly related sequences and correlate clusters with level of PB1-F2 ORF truncation. Setting aside truncation status, the initial CP run identified smaller clusters for H5N1 than either H7N9 or H9N2 (Table 2.7). The phylogenetic relationships between the sequences in the dataset will have affected the likelihood of truncated clusters. Clusters with a high proportion of truncated PB1-F2 genes were identified in both H9N2 and H7N9 datasets, but none were identified in the H5N1 sequences. This suggested a lack of support for transmission of H5N1 viruses with a truncated PB1-F2. The H5Nx dataset did have some clusters of mixed truncated and full length PB1-F2 sequences, but the sequences were likely collected during single outbreaks and sampled the same circulating strain. H9N2 and H7N9 both had clusters of viruses with truncated PB1-F2 genes that travelled long distances or persisted for several years.

The greater number of clusters of truncated sequences identified in H9N2 than H7N9 and the high likelihood of reassortment between subtypes (Lam et al., 2015), raises the possibility that N-terminal
truncations of PB1-F2 are novel only in H9N2 viruses and are simply being maintained in H7N9 strains when PB1 segments are obtained. However, the truncated PB1-F2 sequences are still circulating in H7N9 subtypes, so are unlikely to be detrimental to the virus’ successful transmission.

There were more sequences within the H7N9 clusters, but this is likely due to multiple samples of the same virus outbreak inflating cluster size. The greater range of clusters identified in H9N2 indicates a larger circulating population of viruses coding truncated PB1-F2s. Looking at the majority truncated clades for each subtype (H7N9 Clusters 4 & 5, H9N2 Clusters 18, 130, 156, 57, 117, & 62) gives a dataset of 73 H7N9 sequences and 35 H9N2 sequences. This is somewhat mismatched, however when we consider that 43 of the H7N9 sequences are from the same outbreak, the subtype numbers are more comparable. Within these clusters, H7N9 was only circulating within China, whereas H9N2 Cluster 117 moved into Japan and Cluster 18 was intercontinental (Table 2.7). H7N9 truncated PB1-F2 sequences were travelling approximately 2,830km in Cluster 4 and 6,203km in Cluster 5. Half of the H9N2 clusters examined here were restricted to a single province of China (C130, C57, C62). Cluster 18 and 117 however, travelled approximately 8,413km and 4,197km respectively (data not shown). Truncated PB1-F2 sequences are not geographically restricted, and appear to be transported during human poultry movements in a similar manner to viruses encoding the full length gene.

Due to the mostly domestic host composition of the H5N1/H7N9/H9N2 datasets (Figure 2.19), the mixed avian dataset of 5,940 sequences was used to investigate how host Order and environment affected N-terminal PB1-F2 truncation prevalence. There is a high level of variation in the level of host information available in the NCBI IVR database, so analysis was restricted to Anseriformes, Galliformes, and Charadriiformes. A proportion of the dataset had insufficient host data to be classified further than ‘Other’ (Table 2.10). Many species of wild
birds are likely to be infected yearly either at, or shortly after the return from, breeding grounds (Maxted et al., 2016; Verhagen et al., 2015). Autumn migrations disperse IAVs, with increased viral reassortment and interspecies transmission in winter compared to more local circulation over summer months (Hill et al., 2016). Domestic birds are likely to infected by interaction with wild birds on migration (Elbers & Gonzales, 2020; Lu et al., 2017), but will not have memory of previous infection so will be immunologically vulnerable.

Many of the domestic sequences that are truncated are isolated from domestic Anseriformes, raising a question of whether host environment, such as water availability, is more important than host species for N-terminal truncations. Differences in proximity/range between wild and farmed birds may also affect transmission rate. Poultry on free-range farms are at higher risk of AIV transmission from wild birds than those in less open farming environments. Visits by dabbling ducks to pools can be a source of infection through indirect contact with wild birds and poultry (Elbers & Gonzales, 2020). Wild birds are also unlikely to be receiving veterinary care or under biosecurity surveillance.

The truncations were more prevalent in domestic hosts. Although Anseriformes made up ~40% more of the dataset than Galliformes, within the truncated subset of sequences, the two orders were almost equal (Table 2.11). The enrichment of truncated sequences within the domestic hosts indicates that loss of the full length PB1-F2 ORF is more tolerable in a more IAV susceptible host, or may have less effect in birds contained in a domestic setting.

Overall, the data described in this chapter shows the evolving ORF structure of PB1-F2 within AIV subtypes of economic importance and public health concern. Confirmation of C-terminal expression and functional studies of N-terminally truncated PB1-F2 proteins will be explored in the following chapters.
Chapter 3: Expression and Stability of PB1-F2

Chapter 3.1 Expression Within the PB1-F2 Open Reading Frame

Introduction

Translational Mechanisms of Influenza A Segment 2

PB1, the essential protein product of segment 2, is expressed through canonical translation initiation (Figure 3.1.1). A pre-initiation complex forms of the 40S ribosomal subunit, eukaryotic initiation factors (eIFs), and a tRNA_{Met}. Using secondary structures in the 5’ UTR and Kozak consensus recognition, the preinitiation complex dissociates and the
60S ribosome subunit binds to begin protein synthesis (Jackson et al., 2010).

IAVs utilise multiple translation mechanisms from overlapping reading frames to maximise the proteome available from the small 13kb RNA genome (Figure 3.1.1) (Firth & Brierley, 2012; Pinto et al., 2020; Vasin et al., 2014). Non-canonical translation mechanisms used in segment 2 include leaky ribosomal scanning and translation termination-reinitiation (Wise et al., 2009, 2011).

Leaky ribosomal scanning is an important mechanism of proteome expansion, where variations in the Kozak consensus allows manipulation of ribosomal recognition of AUG codons to express overlapping reading frames (Kozak, 1984). In IAV segment 2, leaky scanning occurs when the preinitiation complex skips over the weaker Kozak consensus sequences of the first three AUGs in the segment in favour of binding AUGs 4 or 5 that have a stronger consensus (Wise et al., 2011). The most efficient translation initiation motif is CACCAUGG, where the -3/+4 positions have the greatest impact. Initiating AUGs have a strong preference for a purine in the -3 position (79% A, 18% G), while AUG codons upstream of the initiation site have a preference for a pyrimidine at -3 (Kozak, 1981, 1984). In IAV segment 2, both AUG 1 and AUG 2 have a pyrimidine at -3, increasing the likelihood of leaky scanning, although AUG 1 has a G at +4 and is more likely to be expressed by virtue of being the first AUG codon in the segment (Kozak, 1981). AUGs 3 and 5 both have an A in the -3 position while AUG 4 has a G. This minor difference in Kozak consensus may be involved in the balance of expression between PB1-N40 and PB1-F2.

Reinitiation is defined as the ribosome reaching a stop codon, halting translation, and then recommencing translation from the same mRNA in the same reading frame further along the sequence to produce additional protein products (Figure 3.1.1) (Kozak, 2001). The process
is most efficient with a short upstream ORF of less than 13 codons, due to loss of protein factors required for reinitiation (Hronová et al., 2017; Kozak, 2001). In viral systems, the ORFs typically overlap in different reading frames (Powell et al., 2008). In IAV segment 2, reinitiation is used to balance the expression of PB1-F2 and PB1-N40. Leaky scanning allows initiation at AUG 3 in frame 2. AUG 3 initiation is immediately followed by termination and continued scanning of the 40S subunit. Due to proximity (34 bases from the AUG 3 ORF stop codon to AUG 4), the 40S subunit scans past AUG 4 before re-acquiring a full pre-initiation complex, leading to expression of PB1-N40 from AUG 5 in frame 1 (Kozak, 1984; Wise et al., 2011).

PB1-F2 is expressed from AUG 4 in a +1 reading frame by leaky scanning (Chen et al., 2001) (Figure 3.1.1). There have also been reports of expression from internal PB1-F2 AUGs 7-9 producing C-terminal fragments of the protein. C-terminal expression of PB1-F2 was first identified in 2006, although multiple molecular species in western blots had been noted previously (Chen et al., 2001; Zamarin et al., 2006). Zamarin et al., found two major species of PR8 PB1-F2 in the lysates of infected cells, and were able to remove the faster migrating species by mutating all three C-terminal AUGs 7-9 to threonines, but they did not attempt to elucidate which of AUGs 7-9 was initiating translation. Although they determined via immunoprecipitation that the C-terminal fragments were able to interact with the full length PB1-F2, minimal phenotypic investigation of the C-terminus was performed (Zamarin et al., 2006). Kamal et al. noted an increase in N-terminal truncations of avian IAV PB1-F2 proteins since 2005, resulting in 24 or 25aa PB1-F2 proteins in H5N1 strains. Mimicking these truncations by introducing two STOP codons at positions 25 and 26 in two avian H5N1 PB1-F2 genes (A/chicken/Vietnam/NCVD-281/2009 and A/chicken/Vietnam/NCVD-296/2009) had no effect on apoptosis, and did not increase IFNβ expression during transient transfection, but in confocal microscopy,
the N-terminally truncated proteins were not visible. However, PB1-F2 was still detected from a ΔAUG 4 mutant, suggesting possible expression from C-terminal AUGs (Kamal et al., 2015).

There is a clear gap in our understanding of IAV segment 2 protein expression. To our knowledge, there has not been a focused attempt to match N-terminally truncated PB1-F2 peptides to a specific C-terminal AUG codon of PB1-F2. There is also little known about possible phenotypic impacts of C-terminal fragment expression, despite common use of N-terminal truncation (James et al., 2016; Mazel-Sanchez et al., 2018; McAuley et al., 2017) or ΔAUG mutations as a PB1-F2 knock out strategy (Leymarie et al., 2014; Schmolke et al., 2011; Tauber et al., 2012; Wise et al., 2009). If N-terminal truncation allows for expression of functional C-terminal fragments, as originally suggested by Zamarin and colleagues (Zamarin et al., 2006) then many ‘PB1-F2 knockouts’ are not actually knock outs. The aim of this chapter was to investigate expression of C-terminal fragments, test what effect N-terminal truncations have on C-terminus expression, and determine their functionality compared to full length PB1-F2.
Results

Expression of WT PB1-F2 Proteins

Figure 3.1.2 Expression of WT PB1-F2 Proteins

Panel A; schematic diagram of GFP tagged constructs used, in the context of the 5' ORF structure of IAV segment 2. Black boxes indicate ORFs, with coloured bars for AUG codons. The strength of Kozak signalling is indicated by traffic light colours, and black arrows indicate initiation of protein expression. Adapted from (Wise et al., 2009).

Panel B; GFP-tagged PB1-F2 plasmids were transfected into 293T cells and 48h later, cell lysates were run on a 4-20% gradient SDS-PAGE gel before transfer to nitrocellulose. Anti-β-tubulin was used a loading control (top panel), and anti-GFP antibody used to probe for PB1-F2 proteins (lower panel). 7μl PB1-F2-transfected cell lysates were run, with 3μl GFP-transfected sample run to avoid oversaturation of the GFP band.

Many studies have reported that PB1-F2 is better conserved in avian viruses than in mammalian, with 93% of PB1-F2 sequences from avian hosts coding ≥87 amino acids compared to only 43% of human host sequences (James et al., 2016). This is also supported by the
bioinformatic analysis performed in Chapter 2. Our hypothesis therefore was that C-terminal fragments were likely to be expressed and have a phenotype in avian subtypes. To begin answering this question, we first had to test whether PB1-F2 fragments were expressed from our model viruses A/turkey/England/50-92/1991 (H5N1) 5092 and A/chicken/Pakistan/UDL-01/2008 (H9N2) UDL. There is a lack of broadly binding antibodies for PB1-F2 because the protein has high sequence variability, therefore all expression assays used tagged proteins to allow comparison between virus strains (Figure 3.1.2 A). 293T cells were transfected with GFP tagged PB1-F2 plasmids, and the lysates visualised by western blotting for GFP and tubulin. The latter loading control confirmed roughly equal loading of the cell lysates, while an untransfected control (“mock”) showed no reactivity with anti-GFP serum (Figure 3.1.2 B). Lysate from cells transfected with a plasmid encoding only GFP produced large amounts of an ~26 kDa product (the expected size for GFP) as well as trace amounts of higher molecular weight products. The three plasmids encoding fusions of IAV PB1-F2 to GFP all produced readily detectable amounts of polypeptides migrating at the expected size (~37 kDa) for a PB1-F2-GFP fusion protein, although the 5092 and UDL proteins ran slightly slower than the PR8 one. All three PB1-F2 proteins also showed some smaller products that might represent expression of C-terminal PB1-F2 fragments, although it was not clear which, if any, are expressed from AUGs 7-9 or were degradation products of the full length protein (Figure 3.1.2 B). Expression of these smaller products was strongest in 5092.
Figure 3.1.3 Effects of MG132 on Detection of PB1-F2 Polypeptides

293Ts were transfected with GFP tagged PB1-F2 plasmids, and in panel B, incubated with 10μM proteasome inhibitor MG132 16hrs before lysis. At 48h post transfection, cell lysates were run on a 4-20% gradient SDS-PAGE gel. 7μl PB1-F2-transfected cell lysates were run, with 3μl GFP-transfected sample to avoid oversaturation of the GFP band. Blots were simultaneously probed for β-tubulin as a loading control, and anti-GFP antibody was used to probe for PB1-F2 proteins.

Due to the inherent instability of PB1-F2 (Chen et al., 2001; James et al., 2019), and the possibility this would carry over to PB1-F2-GFP fusion proteins, including any C-terminal fragments, the proteasome inhibitor MG132 was used to improve visualisation (Figure 3.1.3). 293T cells were transfected in duplicate, and incubated with or without MG132. MG132 treatment in Figure 3.1.3 B led to stronger full length PB1-F2 bands for 5092 and UDL PB1-F2 peptides compared to 2A, and appeared to have stabilised the multiple possible C-terminal fragments into two stronger bands. Due to this improved clarity,
MG132 was used for subsequent PB1-F2-GFP expression experiments.

Expression of multiple protein products from the PB1-F2 ORF confirmed our hypothesis that avian sequences were likely to express C-terminal fragments, and confirmed that 5092 and UDL were viable models to characterise the fragments.
Defining Peptide Products of the PB1-F2 ORF

Figure 3.1.4 Expression of PB1-F2 ΔAUG Mutants

GFP-tagged PB1-F2 plasmids were transfected into 293T cells, with 15.5hr 10μM MG132 treatment and cell lysates were run on a 4-20% gradient SDS-PAGE gel 48h post transfection. Panel A shows expected PB1-F2 proteins produced, including the position of the STOP12 mutation. Panel B shows 5092 proteins and panel C shows UDL proteins. β-tubulin was used a loading control (top panels), and anti-GFP antibody used to probe for
PB1-F2 proteins (lower panels). 7μl PB1-F2-transfected cell lysates were run, with 3μl GFP-transfected samples run to avoid oversaturation of the GFP band.

To firmly identify which protein product was produced by which AUG codon within PB1-F2, a series of GFP tagged ΔAUG mutants were made (Figure 3.1.4). Each ΔAUG mutant had a Met>Thr change to prevent translation initiation. In both UDL and 5092 contexts, loss of either AUG 7 or AUG 9 resulted in the loss of a single polypeptide product, indicating the provenance of each. In 5092 PB1-F2, which in the WT genes only codes AUGs 7 and 9, introduction of AUG 8 appeared to have produced an additional band migrating just above the AUG 9 product (Figure 3.1.4 A). However, these species were hard to separate as the two AUG codons are only five amino acids apart. Reproducing the common N-terminal truncation STOP12 in the 5092 PB1-F2 gene still retained strong expression of both C-terminal PB1-F2 fragments.

These data supported the hypothesis that internal AUGs 7-9 of the PB1-F2 gene are recognised by ribosomes and can produce polypeptides. We were able to link specific polypeptide products to individual AUG codons, and showed that a STOP12 N-terminal truncation did not prevent continued C-terminal expression.
Figure 3.1.5 Expression of PB1-F2 STOP Mutants
GFP-tagged PB1-F2 plasmids were transfected into 293T cells, with 15.5hr 10μM MG132 treatment and cell lysates were run on a 4-20% gradient SDS-PAGE gel 48h post transfection. Panel A shows the relative position of STOP codons to AUGs 7-9, and possible PB1-F2 protein products. Panel B shows 5092 proteins and panel C shows UDL proteins. β-tubulin was used a loading control (top panels), and anti-GFP antibody used to probe for PB1-F2 proteins (lower panels). 7μl of PB1-F2-transfected cell lysates were run, with 3μl GFP-transfected sample run to avoid oversaturation of the GFP band.
Following the bioinformatic analysis detailed in Chapter 1, the most common N-terminal truncations (STOP12, STOP25, STOP26, STOP35) of PB1-F2 in avian viruses were introduced into GFP tagged constructs and the expressed polypeptides visualised by western blot as before (Figure 3.1.5). In both 5092 (H5N1) and UDL (H9N2) PB1-F2 proteins, truncation prevented expression of full length PB1-F2-GFP, but did not prevent expression of C-terminal fragments produced from either AUG 7 or AUG 9. However, STOP35 did result in the loss of a minor species above AUG 7 that was present as a doublet in all other 5092 lanes. Interestingly, both PB1-F2 backgrounds appeared to show variation in the strength of C-terminal fragment expression from the different STOP mutants. STOP12 constructs in particular produced more of the AUG 7 and AUG 9 peptides.

This is the first analysis we are aware of to identify protein products of individual C-terminal AUGs and to confirm this individual expression in the presence of N-terminal truncations.
Figure 3.1.6 Quantification of C-terminal Expression from PB1-F2 STOP Mutant Transfection

293Ts were co-transfected with a Renilla luciferase reporter and GFP-tagged PB1-F2 plasmids to determine whether apparent differences in strength of C-terminal expression were due to inconsistent amounts of plasmid. All samples had 15.5hr 10μM MG132 treatment. Plasmid stocks were also run on an agarose gel to ensure equal concentration. Cell lysates were run on 4-20% gradient SDS-PAGE gels. β-tubulin was used as a loading control, and anti-GFP antibody used to probe for PB1-F2 proteins.

STOP35. 2% agarose gel of plasmid stocks. Panel D, lane order: 1, 5092 WT; 2, 5092 STOP12; 3, 5092 STOP25; 4, 5092 STOP35; 5, PR8 WT; 6, GFP; 7, mock. Representative western blot of co-transfected samples. Panel G: Relative density of 5092 PB1-F2 vs tubulin from panel C, quantified in ImageJ, analysed by two-way ANOVA corrected for multiple comparisons using a Tukey test. Panel B: Renilla activity from co-transfection with UDL. Panel D, lane order: 1, UDL WT; 2, UDL STOP12; 3, UDL STOP25; 4, UDL STOP35. 2% agarose gel of plasmid stocks. Panel F, lane order: 1, UDL WT; 2, UDL STOP12; 3, UDL STOP26; 4, UDL STOP35; 5, PR8 WT; 6, GFP; 7, mock. Representative western blot of co-transfected samples. Panel H: Relative density of UDL PB1-F2 vs tubulin from panel G, quantified in ImageJ, analysed by two-way ANOVA corrected for multiple comparisons using a Tukey test.

To test if the difference in strength of C-terminal fragment visualisation between mutants was due to the introduction of STOP codons and not an artefact of the amount of plasmid introduced by transfection, co-transfections with a plasmid encoding Renilla luciferase were performed (Figure 3.1.6). The Renilla luciferase gene is under a constitutively active RNA pol II promoter, and given equal transfection volume and efficiencies should give equal expression and activity in 293T cells, under the assumption PB1-F2 does not have an impact on global protein expression. One-way ANOVA vs WT of Renilla activity showed no significant changes in activity between PB1-F2 mutants for either 5092 (Figure 3.1.6 A) or UDL (Figure 3.1.6 B), suggesting variation in PB1-F2 C-terminus expression was not due to human error. The PB1-F2-GFP plasmid stocks were also run on a 2% agarose gel to ensure equal concentrations were being used; this confirmed that human error in preparing the plasmid stocks was unlikely to be the source of the variation in expression (Figure 3.1.6 C, Figure 3.1.6 D). When western blots of replicate experiments were quantified by densitometry, 5092 STOP12 saw significant differences in the relative density of AUG 7 and 9 products compared to the other mutants.
5092 STOP12 AUG 7 had 162% of WT expression, with AUG 9 expressing at 153% of WT. STOP12 AUG 7 was significantly increased compared to expression from both STOP25 and STOP35 mutants, with similar p values of 0.0364 and 0.0328 respectively. STOP12 AUG 9 was only significant against STOP25 AUG 9 (p = 0.0270). UDL only saw a significant difference between WT and STOP12 AUG 7 (p = 0.0391) (Figure 3.1.6 H). The UDL STOP26 mutant did show a non-significant increase in expression from WT, with AUG 7 expressing 129% and AUG 9 expressing 164% of WT. Both STOP12 and STOP35 showed a decrease in expression compared to WT (Table 3.1.1).

<table>
<thead>
<tr>
<th>Mutation</th>
<th>5092 AUG7</th>
<th>5092 AUG9</th>
<th>UDL AUG7</th>
<th>UDL AUG9</th>
</tr>
</thead>
<tbody>
<tr>
<td>STOP12</td>
<td>162.0</td>
<td>152.6</td>
<td>64.3</td>
<td>94.4</td>
</tr>
<tr>
<td>STOP25</td>
<td>70.7</td>
<td>88.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STOP26</td>
<td>-</td>
<td>-</td>
<td>129.4</td>
<td>164.0</td>
</tr>
<tr>
<td>STOP35</td>
<td>97.1</td>
<td>107.4</td>
<td>67.3</td>
<td>94.9</td>
</tr>
</tbody>
</table>

Table 3.1.1 Relative Density of PB1-F2 C-terminal Fragment Expression

Mean relative density of C-terminal fragments produced from N-terminally truncated PB1-F2 sequences, normalised to tubulin to 1 decimal place, expressed as percentage WT expression.

Therefore, introducing N-terminal STOP codons into the PB1-F2 gene affected expression from AUGs 7 and 9 in a virus strain dependent manner. One possible explanation for the increased expression from AUG 9 rather than AUG 7 for most of the STOP mutants (Figure 3.1.6, Table 3.1.1), is that the additional 12 codons between STOP codons and AUG 9 (Figure 3.1.7) allows more time for the ribosome to reassemble the pre-initiation complex, if a termination-reinitiation mechanism is occurring.
Figure 3.1.7 Reinitiation in PB1-F2 ORF
Schematic of possible products within the PB1-F2 ORF. Coloured arrows indicate ORFs, with green highlight for AUG codon and orange for N-terminal STOP codons. Solid blue arrows show distances between STOP codons and AUG 7, dotted blue arrows the continuation to AUG 9, with the total codon distances between STOP and AUG given.
Figure 3.1.8 Expression of WT and STOP12 PB1-F2-GFP Proteins

DF1 cells were transfected with 1μg GFP tagged PB1-F2 using Xfect, and slides fixed with 10% formalin 24h post transfection to avoid protein degradation. Cells were permeabilised with 2% Triton X-100 and mounted with Vectashield mounting medium with DAPI. GFP is a fluorophore, so no antibodies were required. Slides were imaged on a Leica Stellaris 5 confocal microscope. DAPI counterstain brightness was adjusted.

Intracellular Localisation of Full-length and N-terminally Truncated PB1-F2 Proteins

To assess how N-terminal truncation may affect cellular localisation of PB1-F2 polypeptides, plasmids encoding the WT and STOP12 PB1-F2-GFP proteins were transfected into DF1 chicken fibroblast cells and visualised by confocal microscopy (Figure 3.1.8). STOP12 was chosen as it consistently showed good expression of C-terminal fragments and would allow a comparison of C-terminal only and full length PB1-F2 localisation. Non-transfected and GFP only conditions were used as negative controls. GFP showed good expression levels and was present throughout the cell. The non-transfected control cells looked healthy in the DAPI channel and had no signal in the GFP channel. 5092 (H5N1) WT PB1-F2-GFP was present in the cytoplasm in a reticular speckled pattern previously associated with mitochondrial localisation (McAuley et al., 2010) and in some nuclei. 5092 STOP12 also showed a cytoplasmic reticular pattern consistent with the WT, with very limited nuclear localisation (Figure 3.1.8). UDL (H9N2) WT PB1-F2-GFP showed strong nuclear localisation and some cytoplasmic associated structures. The UDL STOP12 mutant had far less nuclear localisation than WT, but retained the cytoplasmic speckled structure.

While these localisation patterns were not entirely as expected (James et al., 2019), we were using a different protein tag, and there was some evidence of subtype-specific localisation.
Figure 3.1.9 Localisation of WT and STOP12 PB1-F2-GFP Proteins
A) DF1 cells were transfected with 1μg GFP tagged PB1-F2 plasmids (top 5092 WT, bottom UDL WT) and slides fixed with 10% formalin 24h post transfection. Slides were imaged on a Leica Stellaris 5, as previously described. B) Transects drawn in both the DAPI and PB1-F2 channel were compared via Pearson’s correlation coefficient (top 5092 WT, bottom UDL WT). C) The Pearson’s correlation coefficient (R²) values of 3 transects per cell from 10 cells for each PB1- F2 construct were averaged and plotted. One-way analysis of variance (ANOVA) was used to determine whether significant differences in the correlations existed.
After observing variation between cytoplasmic and nuclear subcellular localisation in Figure 3.1.8, we decided to quantify this using Pearson’s correlation coefficient to measure correlation of DAPI and PB1-F2-GFP as a proxy for nuclear localisation (Figure 3.1.9). Three transects per cell for ten cells of both UDL and 5092 PB1-F2s were quantified and the $R^2$ values averaged for each cell. The mean Pearson’s coefficient from each cell were then analysed by one-way ANOVA. There were no significant differences between subtypes for either WT or STOP12 PB1-F2 proteins. However, within subtype, both STOP12 proteins were significantly less nuclear than the corresponding WT proteins. 5092 PB1-F2 showed a decrease of $p = 0.0069$, while UDL had an even greater decrease of $p = <0.0001$ from WT to STOP12. Full length and C-terminal fragments of PB1-F2 have different levels of nuclear localisation. The C-terminus of the protein is significantly less present in the nucleus for both 5092 and UDL proteins.

**Discussion**

In this chapter, we assessed PB1-F2 peptide expression from all AUGs within the ORF. Previous studies have reported that C-terminal fragments of PB1-F2 can be expressed (Chen et al., 2001; Kamal et al., 2015; Zamarin et al., 2006) without identifying the specific AUG codons that trigger translation initiation. There are currently a wide range of PB1-F2 knock out strategies being used, with N-terminal truncations (James et al., 2016, 2019; Mazel-Sanchez et al., 2018), ΔAUG mutations (Le Goffic et al., 2010; Wise et al., 2009, 2011), or a combination (Cheung, Lee, et al., 2020; Cheung, Ye, et al., 2020; Leymarie et al., 2013, 2014; Schmolke et al., 2011).

Following reports of PB1-F2 C-terminal fragment expression (Zamarin et al., 2006), expression of full length PB1-F2 and AUG 7-9 products were validated for the model genes from UDL (H9N2) and 5092 (H5N1) viruses, using western blotting experiments of GFP-tagged
proteins (Figure 3.1.2). We were able to correlate protein products with specific AUG codons by sequential introduction of ΔAUG mutations (Figure 3.1.4), to show that both AUG 7 and AUG 9 expressed a peptide product in both PB1-F2 backgrounds. We also showed that expression of these C-terminal products is not abrogated by N-terminal truncations at different positions within the ORF (Figure 3.1.5). While expression from N-terminally truncated PB1-F2 proteins has been shown before (Kamal et al., 2015; Zamarin et al., 2006), this is the first time specific protein products have been identified for the individual C-terminal AUGs.

Given the reported variability in PB1-F2 stability (Cheng et al., 2017; James et al., 2019), it was not surprising to find variation extended to the strength of C-terminal fragment expression (Figure 3.1.5). Having confirmed the apparent variation in C-terminal fragment accumulation from PB1-F2 genes with differing STOP codon positions was not due to human error (Figures 3.1.6), we saw significant variation in fragment expression among 5092 mutants. Visualisation of peptides on western blots is the sum of expression from the relative AUG codon and the relative stability of the peptide. Data from the UDL constructs only reached significance when comparing AUG 7 expression between WT and the STOP12 mutant.

One possible explanation for the increased expression of STOP12 C-terminal fragments compared to other truncations of 5092, is efficiency of translation reinitiation. Reinitiation is known to occur on segment 2, to balance expression of AUGs 4 and 5 (Wise et al., 2011), and has been found to be most efficient with short ORFs of 13 codons or less (Kozak, 2001; Powell et al., 2008). A greater distance between the stop codon and the downstream AUG allows more time for the scanning 40S subunit to reacquire the trappings of the pre-initiation complex (Kozak, 2001). If translation reinitiation is behind the expression of the C-terminal fragments, the variation in expression according to STOP codon position could be explained by this
dependency on distance. This hypothesis would explain the non-significant trend of expression from AUG 9 (residue 51) having higher mean relative density compared to WT PB1-F2 than expression from AUG 7 (residue 39) when STOP25, 26 or 35 codons were introduced in both UDL and 5092 (Figures 3.1.6, Table 3.1.1, Figure 3.1.7). Wise and colleagues describe a termination-reinitiation mechanism for the expression of PB1-N40 from AUG 5 with a distance of 63 nucleotides between STOP and AUG codons (Wise et al., 2011). Within the PB1-F2 ORF, the only distances of >60 nucleotides between STOP and AUG codons are STOP25/26 to AUG 9, or STOP12 to either C-terminal AUG (Figure 3.1.7). However, this does not perfectly match the relative density data as STOP12 and STOP25/26 mutants did not always most strongly express C-terminal fragments (Table 3.1.1), so more work is needed to fully elucidate the mechanism. In future, this hypothesis could be tested by increasing or decreasing the distance between STOP and AUG codons along the RNA through mutagenesis and quantification of western blots.

Besides the retention of C-terminal expression from N-terminally truncated PB1-F2 mutants, another interesting question was whether the C-terminal fragments would have different intracellular localisation patterns than the full length WT protein (Figure 3.1.8, Figure 3.1.9). Previous reports have indicated that sequence polymorphisms in the C-terminus can affect localisation of the full length PB1-F2 through the presence of the mitochondrial targeting sequence (MTS), or minimal sequence motif (James et al., 2019). The N-terminus of PB1-F2 is thought to be disordered (Bruns et al., 2007), so we wanted to investigate how expression of only the smaller, more targeted C-terminus would affect localisation.

We were able to confirm C-terminus expression for both 5092 and UDL (Figure 3.1.8), and found that full length PB1-F2 had a greater nuclear localisation than C-terminus fragments (Figure 3.1.9). However, due to the use of eGFP as a C-terminal tag, these results may not be
reflective of the behaviour of PB1-F2 during infection. PB1-F2 is a small protein, with an estimated molecular weight of 10-11kDa, whereas eGFP is a large 29kDa protein. eGFP has previously been noted to affect localisation of PB1-F2 in comparison to a smaller tag (Yamada et al., 2004), and the nuclear/mitochondrial localisation of 5092 and UDL PB1-F2s seen here is quite different to that seen in previous experiments that used smaller N-terminal tags to detect the proteins (James et al., 2019). Unfortunately, a C-terminal V5 tagged PB1-F2 could not be reliably detected (data not shown), and there were concerns about the stability of such small protein fragments (5092 AUG 7 6.30kDa, AUG 9 4.92kDa; UDL AUG 7 6.37kDa, AUG 9 4.98kDa; calculated in Expasy). Therefore, the PB1-F2-eGFP was used to increase both the stability (and hence accumulation), and size of fragments for easier detection on SDS-PAGE gels, and to ensure visibility in confocal experiments.

Full length and C-terminal fragments of PB1-F2 may have different localisations due to the inherent disorder of the N-terminus of the protein. The N-terminus has previously been associated with structural change in PB1-F2 (Ajjaji et al., 2016; Bruns et al., 2007) that could impact efficiency of the MTS by masking during protein folding. Previous reports of the N-terminus interacting with PB1 in the nucleus (Chen et al., 2010; McAuley et al., 2010), suggest there could be a PB1 binding site in the N-terminus of PB1-F2, as PB1/PB1-F2 colocalisation during PR8 infection was only seen with a full length protein, suggesting a binding interaction is required (McAuley et al., 2010). Structural predictions generally suggest that the C-terminus is largely helical while the N-terminus is not (Bruns et al., 2007; Solbak et al., 2013). Without the N-terminus, C-terminal fragments may be able to insert into membranes more efficiently or interact with different binding partners as smaller helical proteins.

The data presented in this chapter provide an analysis of the full range of peptide products from the PB1-F2 ORF. In a plasmid-based
expression system, translation from AUGs 7 and 9 was detected in cells regardless of the introduction of N-terminal truncations, and C-terminal fragments showed different intracellular localisation patterns than the full length 5092 and UDL PB1-F2 proteins. Investigations of how changes in the PB1-F2 expression repertoire may affect the proteins’ functions will be explored in the following Chapter 4.
Chapter 3.2 Variable Stability of PB1-F2 Proteins

Introduction

PB1-F2 is an unstable protein with a short half-life (Zamarin et al., 2006). Multiple studies have found that differences in PB1-F2 expression levels occur at the level of protein turnover and stability within the cell rather than due to differences in mRNA production (Chen et al., 2010; Park et al., 2019). PB1-F2 proteins are rapidly degraded, but the mechanism is unclear. Stability is highly sequence dependent and varies between virus strains (Cheng et al., 2017). In a panel of eight PB1-F2 proteins from different virus subtypes only the Hong Kong 156 (H5N1) PB1-F2 was stabilised by addition of the proteasome inhibitor MG132, suggesting multiple mechanisms of degradation (Chen et al., 2010). In our results above, we saw that MG132 increased protein stability (Figure 3.1.3), so both 5092 and UDL PB1-F2s appear to be subject to proteasomal degradation. It is thought that different intracellular localisations of PB1-F2 proteins can affect the proteins stability. Stability is known to affect protein function, and in PB1-F2, stability and localisation appear to be linked (Cheng et al., 2017).

Amino acids 68-71 of PB1-F2 affect its stability (Cheng et al., 2017). PR8 PB1-F2, with a 68-71 TQDS motif, shows higher stability than PB1-F2 from an H5N1 virus (A/Hong Kong/156/1997) with an ILVF motif at the same position (Cheng et al., 2017). Alteration of amino acids 68-71 affected both protein half-life and subcellular localisation, resulting in instability in the cytoplasm and a longer half-life at the mitochondria for re-directed mutant proteins (Cheng et al., 2017). Residues 68 and 69 were also found to alter PB1-F2 stability in the 1918 strain protein (Park et al., 2019). Altering residues 68 and 69 swapped intracellular localisation of PR8 and 1918 strain PB1-F2 proteins between punctate structures in the mitochondria and a diffuse cytoplasmic localisation. Changes in PB1-F2 stability appeared in a
cumulative manner, with the double mutant causing a stronger change in phenotype than single changes (Park et al., 2019). PB1-F2 half-life may also be affected by ubiquitination of lysines at positions 73, 78, and 85 (Cheng et al., 2017). The lysines form a major ubiquitination cluster which is 86-89% conserved in the avian consensus, rising to 90-96% conserved in avian H5, H7 consensus (Košík et al., 2015). Immunoprecipitation assays showed that both PR8 and 1918 PB1-F2 proteins were heavily ubiquitinated (Park et al., 2019). Ubiquitin is directly involved in protein degradation via proteasome targeting, MHC (major histocompatibility complex) peptide presentation, and viral recognition (Michalek et al., 1993). The 1918 PB1-F2 is sensitive to proteasomal degradation and may be able to use this as an IFN antagonism mechanism by causing co-degradation of host immune modulators in the induction pathway (Park et al., 2019).

Mutating the lysine residues to arginines increases PB1-F2 stability, inducing protein accumulation and increasing the antibody response to the protein. Inhibition of ubiquitination also causes accumulation of the protein (Košík et al., 2015). Not all PB1-F2 proteins correlate stability with the number of lysine residues in the sequence, but whether this is due to alternate degradation mechanisms or specific intracellular localisation patterns protecting against ubiquitination is unclear (James et al., 2019).

The nuclear localisation of the Hong Kong 1997 H5N1 PB1-F2 protein appears to protect it from degradation (Košík et al., 2015). Other polymorphisms also affect localisation and stability of PB1-F2. Disrupting mitochondrial localisation of another H5N1 PB1-F2 through mutation of residues 60, 62, 66, and 68 resulted in a significant decrease in protein stability compared to WT (James et al., 2019). Sub-cellular localisation has been associated with determination of PB1-F2 function due to proximity with interaction partners (James et al., 2019). It is possible that localisation in a membrane-bound
organelle provides protection from degradation by preventing trafficking to the proteasome.

There is limited literature examining PB1-F2 protein stability compared to its other properties. As always with this protein, results must be considered in the context of virus strain sequence specificity and the host specific nature of PB1-F2. However, a link between localisation and stability has been hypothesised in several studies using different virus strains (Cheng et al., 2017; James et al., 2019; Kamal et al., 2018). Multiple PB1-F2 proteins have been noted to become stabilised by the addition of the proteasome inhibitor MG132, indicating that at least a proportion of PB1-F2 variants will be degraded via this route (Buehler et al., 2013; Cheng et al., 2017; James et al., 2016; Pasricha et al., 2018).

Previous work from the Shelton lab has suggested a link between localisation and stability (James et al., 2019). In this study, we assessed the stability of a panel of PB1-F2 proteins reported to have different intracellular localisation patterns to test the hypothesis, and suggest other possible factors affecting PB1-F2 stability, such as structural differences.
Figure 3.2.1 Variable Intracellular Localisation of V5-PB1-F2 Proteins
DF1 cells were transfected with 1μg V5 tagged PB1-F2 and slides fixed 24h post transfection to avoid protein degradation. Cells were fixed, permeabilised, and stained with anti-V5 tag primary antibody followed by anti-mouse 488nm secondary antibody. Nuclei were counterstained with DAPI. Coverslips were mounted and imaged on a Leica Stellaris 5 confocal microscope.
To investigate the intracellular localisations of PB1-F2 proteins from 5092 (H5N1), and UDL (H9N2) viruses, DF1 cells were transfected with 1μg of plasmids encoding the V5 tagged PB1-F2s (Figure 3.2.1). The V5 tag is a short sequence of 14 residues that can be detected using a specific antibody (James et al., 2019). Preliminary experiments showed that the addition of MG132 had resulted in aggregation of PB1-F2 within the cells so was not used (data not shown). The slides were fixed with 10% formalin at 24h to avoid protein degradation affecting visualisation. The 5092 PB1-F2 showed areas of punctate structures associated previously with mitochondrial localisation (McAuley et al., 2010), while UDL PB1-F2 appeared more evenly cytoplasmic. Both strains of PB1-F2 also localised partially to nuclei, though this was more marked for the UDL protein. Immunostaining for the V5 tag allows detection of PB1-F2 proteins (Figure 3.2.1), although the localisation appears to differ from the GFP tagged proteins, with a more generally cytoplasmic localisation for UDL (Figure 3.1.8).

Stability of PB1-F2 Proteins

Figure 3.2.2 Degradation Curves of Cycloheximide Chase Assays of PB1-F2 Proteins
DF1 cells were transfected with V5 tagged PB1-F2 plasmids (5092 n=4,
UDL n=3). At 24hpt, CHX at 10μg/ml was added, and samples collected over a 4hr timecourse. Western blots of CHX assays probed with anti-V5 antibody and using actin as a loading control (Panel A) were quantified by densitometry using ImageJ. V5-PB1-F2 values were made relative to the corresponding actin loading controls, with time 0 set to 1, and a non-linear regression fit for a degradation curve performed (Panel B), which was then log_{10} transformed (Panel C). Dashed lines indicate 95% CI bands.

Following microscopy to confirm sub-cellular localisation of the V5-tagged PB1-F2 proteins, stability was assessed using cycloheximide (CHX) chase assays for both 5092 (H5N1) and UDL (H9N2) model proteins (Figure 3.2.2). DF1 cells were transfected with V5 tagged PB1-F2 plasmids, and CHX applied at 24 hours post transfection (hpt), with samples taken over 4h to measure protein degradation. The actin loading control was maintained throughout the time course as it has a long half-life (James et al., 2019). Western blots were quantified using ImageJ. For each timepoint, the band of interest was made relative to the loading control. By comparing all subsequent timepoints to time 0, we were able to visualise degradation rate more effectively (Figure 3.2.2 B, Figure 3.2.2 C). In order to better quantify and compare the degradation of PB1-F2 proteins from different strains, a non-linear regression was performed to estimate their half lives (Figure 3.2.2 C, Table 3.2.2). Both viral proteins degraded during the time course, however 5092 PB1-F2 protein was more stable than the PB1-F2 of UDL (Figure 3.2.2 A, Table 3.2.2). UDL PB1-F2 degraded below the limit of detection within 1.5h, whereas 5092 PB1-F2 was still detectable at the final 4hr timepoint.
Figure 3.2.3 Localisation and Stability Hypothesis
Graphical representation of our hypothesis. 5092 PB1-F2 is associated with mitochondrial localisation, where membrane insertion may protect the protein from cellular degradation mechanisms. UDL PB1-F2 is associated with cytoplasmic localisation, which may leave it vulnerable to ubiquitin targeting and proteasomal degradation.

The different degradation rates of 5092 and UDL PB1-F2s (Figure 3.2.2) appeared to support a link between differing intracellular localisation and variation in stability, as described in the literature. We began working under the hypothesis that mitochondrial localisation inhibited PB1-F2 degradation, possibly through mitochondrial membrane insertion hindering ubiquitin conjugation (Figure 3.2.3). Stability assays were then expanded to the rest of the PB1-F2 panel of proteins from different subtypes assessed in James et al. (2019) to test the colocalization hypothesis. We chose to use these proteins as localisation had already been assessed (Table 3.2.1).
Table 3.2.1 V5-PB1-F2 Panel

V5-tagged PB1-F2 proteins used in CHX assays and reported intracellular localisations from James et al. (2019).

<table>
<thead>
<tr>
<th>Full name</th>
<th>Abbreviation</th>
<th>Reported Localisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/turkey/England/5092/91</td>
<td>5092</td>
<td>Mitochondrial</td>
</tr>
<tr>
<td>A/mallard/Alberta/156/2001</td>
<td>H3N8a</td>
<td>Mitochondrial</td>
</tr>
<tr>
<td>A/chicken/Pakistan/UDL01/08</td>
<td>UDL</td>
<td>Cytoplasmic</td>
</tr>
<tr>
<td>A/duck/Italy/6103/V07</td>
<td>H11N9</td>
<td>Cytoplasmic</td>
</tr>
<tr>
<td>A/duck/Italy/3139/V06</td>
<td>H3N8b</td>
<td>Cytoplasmic</td>
</tr>
</tbody>
</table>

Figure 3.2.4 Degradation Curves of Cycloheximide Chase Assays of Mitochondrially vs Cytoplasmically Localised PB1-F2 Proteins

Representative western blots of H3N8a, H11N9 and H3N8b PB1-F2s are shown, all to n=3 (Panels A-C). PB1-F2 proteins reported to have mitochondrial (Panel D) or cytoplasmic (Panel E) localisations were assessed by CHX chase assay as described previously, and a nonlinear regression of log$_{10}$ relative density performed. 5092 and UDL PB1-F2 data repeated from Figure 3.2.2.

Across this protein panel, there was a variation in PB1-F2 stability that was not entirely explained by their reported localisations (Table 3.2.1)
H3N8a was reported to have a mitochondrial localisation but could not be reliably visualised past 0.5h in these CHX assays (Figure 3.2.4 A). H3N8b was reported to have cytoplasmic localisation and was also unable to be reliably detected beyond 0.5h of CHX treatment (Figure 3.2.4 B). H11N9 PB1-F2 appeared to be more stable, as it could still be clearly visualised at 1h (Figure 3.2.4 C).

Replicate experiments showed consistent rapid degradation of H3N8 PB1-F2 proteins (Figure 3.2.4). 5092 PB1-F2 was more stable than the H3N8a protein, and also showed more variability in the CHX assays. H3N8a expressed well at the 0h timepoint but degraded rapidly whereas 5092 PB1-F2 could be visualised throughout the timecourse (Figure 3.2.4 D). H11N9 and UDL proteins had more similar degradation curves to each other than to H3N8b, which degraded within 1hr while H11N9 and UDL were both able to be visualised up to 90 minutes, although UDL had less variance and a higher R² value than H11N9 PB1-F2 (Figure 3.2.4 E).

Such different degradation curves (Figure 3.2.4 D, Table 3.2.2) of the two proteins with mitochondrial localisation suggests other factors affect PB1-F2 protein stability. 5092 was the most stable but also the most variable PB1-F2 assessed, as shown by its low R² value. This variance appeared to be inherent rather than due to a single run. Although it is possible that there is a difference in degradation between the H3N8 proteins that was missed due to the choice of time points, the consistent instability of H3N8 PB1-F2s suggests there may be a separate virus strain specific reason for their rapid degradation rather than intracellular localisation alone.
Table 3.2.2 Half lives of PB1-F2 Proteins

V5-PB1-F2 densitometry values were made relative to the corresponding actin loading controls, with time 0 set to 1, and a non-linear regression curve fitted for a degradation curve. From this non-linear regression, a half-life in minutes was calculated for each replicate. Arithmetic mean and standard deviation were calculated for the half-life, and one-way ANOVA used to test for significant differences between mean half-lives of each PB1-F2 protein.

Using the non-linear regression, a mean half-life in minutes was calculated for each protein to the nearest whole minute (Table 3.2.2). This allowed a direct comparison of PB1-F2 proteins. 5092 was the most stable, with a mean half-life of 41 minutes. As expected from their predicted localisations, UDL and H11N9 had on average shorter half-lives than 5092 of 20 and 21 minutes respectively. Despite this similarity in degradation rate, only the mean half-life of H11N9 was significantly different to 5092 (p=0.0127). Both H3N8 proteins had shorter mean half-lives of seven minutes, with comparatively large standard deviations (Table 3.2.2). Although H3N8a was predicted to have a similar localisation to 5092 (James et al., 2019), the proteins half lives were significantly different (p=0.0124).

This data appeared to contradict the original colocalization hypothesis (Figure 3.2.3) as the reportedly mitochondrial H3N8a was highly unstable, and suggested PB1-F2 stability is likely to be a multifactor property. One possible additional factor for the variation in stability was that there could be differences in protein structure.
Structural Predictions of PB1-F2 Proteins

To investigate possible structural causes for the incompleteness of our hypothesis, the I-TASSER structural prediction server was used. The WT amino acid sequence for each protein was submitted to the server for predictions to be generated through iterative threading (Roy et al., 2010). These predictions suggested the 5092 PB1-F2 is mostly linear in structure with parallel alpha helices giving a long narrow structure, whereas UDL PB1-F2 has more unstructured loops linking three helices into a globular shape, with two termini around a central cleft (Figure 3.2.5). Both proteins were predicted to have a disordered N-terminus, however 5092 seems to be the more ‘classical’ PB1-F2 structure, with a long helix in the C-terminus. All current structural predictions (PR8, 2009 H1N1, 1918 H1N1, and avian 2006 H5N1) support long linear helices in the C-terminus rather than the disjointed helices seen in UDL PB1-F2 (Figure 3.2.5), but there is very limited data on 3D structure of PB1-F2 (Bruns et al., 2007; Solbak et al., 2013).

To improve confidence in the different predicted models, a sequence alignment of UDL and 5092 was performed (Figure 3.2.5 C). While the proteins had very similar sequences in some areas previously noted to affect stability, such as the TQDS motif and the lysine cluster in the C-terminal region, several polymorphisms within the putative mitochondrial targeting sequence (MTS) had previously been noted to influence localisation and stability.
Figure 3.2.5 Predicted Structural Differences of 5092 and UDL PB1-F2 Proteins

(A, B) Structural predictions from I-TASSER were visualised in Pymol. N-terminus (aa1-38) in blue, C-terminus (aa39-90) in yellow. AUGs 7 and 9 highlighted in purple. C) Amino acid alignment of PB1-F2 proteins, with C-terminal AUGs highlighted in green. Previously reported stability markers are highlighted in orange. The black box demarcates aa46-75, which are generally accepted to contain the MTS (James et al., 2019). Polymorphisms within the MTS, which are mostly likely to affect localisation, are highlighted in blue.
After discovering such a large difference in predicted structure between 5092 and UDL PB1-F2s, the WT amino acid sequences of the rest of the PB1-F2 panel were put through I-TASSER to determine if there was a commonality in structure across intracellular localisation or rate of degradation. The main difference between stable 5092 and unstable H3N8a PB1-F2s (Figure 3.2.6) is the break in the C-terminal helix. The predicted helix break appears to alter the tightly parallel organisation of the C-terminus, and may affect membrane insertion and therefore stability, explaining why the two proteins have such different degradation rates despite both being mitochondrially localised. 5092 and H3N8a have a difference in sequence within the MTS at residue 70, which corresponds to the break in the long C-terminal helix, however most of the polymorphisms are focused around the link between the short and the long helices (Figure 3.2.6).

In a departure from the reported PR8 and avian H5N1 or H9N2 PB1-F2 structures (Pasricha et al., 2018; Solbak et al., 2013), all three cytoplasmically localised proteins were predicted to form a triangle of shorter helices in the C-terminal (Figure 3.2.7). Some previous structural predictions have reported shorter helices in the C-terminus, although their 3D orientation was not predicted (Pasricha et al., 2018). The structure of the three cytoplasmically localised proteins is more globular than the mitochondrial localised proteins and therefore less likely to facilitate membrane insertion, which may leave the proteins more vulnerable to degradation by cellular proteases. Although UDL and H11N9 PB1-F2s have very similar half-lives and predicted structures, the H3N8a sequence has a high similarity to UDL within the putative MTS (Figure 3.2.7 D).

The predicted structures of the PB1-F2 panel do not predict protein stability, but we did see consistent patterns between linear or globular predicted structures and the reported intracellular localisations (Table 3.2.2).
Figure 3.2.6 Ribbon Structure and Amino Acid Alignment of Mitochondrially Localised PB1-F2 Proteins
(A, B) Structural predictions of mitochondrially localised PB1-F2 proteins from I-TASSER were visualised in Pymol. N-terminus (aa1-38) in blue, C-terminus (aa39-90) in yellow. AUGs 7 and 9 highlighted in purple. Polymorphisms between aa46-75 highlighted in orange, with residue 70 in red. (C) Protein sequences were aligned in MEGA7, with C-terminal AUGs highlighted in green. The black box demarcates aa46-75, which are generally accepted to contain the MTS (James et al., 2019). Polymorphisms within the MTS, which are mostly likely to affect localisation, are highlighted in blue. UDL sequence is also shown for comparison between reported intracellular localisations.
Figure 3.2.7 Ribbon Structure and Amino Acid Alignment of Cytoplasmically Localised PB1-F2 Proteins

(A – C) Structural predictions of cytoplasmically localised PB1-F2 proteins from I-TASSER were visualised in Pymol. N-terminus (aa1-38) in blue, C-terminus (aa39-90) in yellow. AUGs 7 and 9 highlighted in purple. Polymorphisms between aa46-75 highlighted in orange. (D) Protein sequences were aligned in MEGA7, with C-terminal AUGs highlighted in green. The black box demarcates aa46-75, which are generally accepted to contain the MTS (James et al., 2019). Polymorphisms within the MTS, which are mostly likely to affect localisation, are highlighted in blue. 5092 sequence is also shown for comparison between reported intracellular localisations.
Although H3N8a and H3N8b PB1-F2 proteins are from the same IAV subtype, their sequences were not highly similar, with only 75.56% identity (Figure 3.2.8). There is a run of mismatched sequence between residues 54-58 of the H3N8 proteins that is not consistent with either intracellular localisation as represented by the protein panel used here. This series of polymorphisms is within the second helix for both H3N8 PB1-F2 proteins rather than the long C-terminal helix associated with membrane insertion, so may not impact stability.

After identifying possible structural explanations for varying stability across the protein panel, the possible effect of AUG mutations on protein structure of 5092 (H5N1) and UDL (H9N2) were assessed. As previously described, structural predictions were calculated using the I-TASSER server by submitting the mutated amino acid sequence, and AUG positions highlighted in the resulting models.

5092 ΔAUG 7 retains the most similar predicted structure to 5092 WT PB1-F2 (Figure 3.2.9). Although the small helix is almost entirely disrupted by the mutation, losing the tight parallel structure, the long C-terminal helix has minimal structural change (Figure 3.2.9 B). However, the ΔAUG 9 mutations causes the 5092 structure to resemble more closely that of UDL WT PB1-F2, with the C-terminus forming the globular triangle of smaller helices seen in cytoplasmically localised PB1-F2 proteins (Figure 3.2.9 C).

UDL is also likely to undergo structural changes from the introduction of ΔAUG mutations (Figure 3.2.10). Both ΔAUG 7 and ΔAUG 9 mutations cause disruption to the triangular conformation of helices, causing a large change to the globular structure of the WT protein. Although both ΔAUG 7 and ΔAUG 9 preserve some portion of a C-terminal helix, they show much more disorder in their C-termini than the WT structure (Figure 3.2.10 B, Figure 3.2.10 C). Disordered loops previously linking helices are expanded as helical structures are disrupted.
ΔAUG mutations are predicted to affect the structures of both UDL and 5092 PB1-F2 proteins. Both the proteins saw an increase in disorder when the ΔAUG mutations were introduced. This may be due to the use of a Met>Thr mutation strategy, as Thr can act as a helix breaker (Alymova et al., 2014). Possible functional impacts of the predicted structural changes will be assessed in Chapter 4.
Figure 3.2.8 H3N8 PB1-F2 Alignment
Protein sequences were aligned in MEGA7, with C-terminal AUGs highlighted in green. The black box demarcates aa46-75, which are generally accepted to contain the MTS (James et al., 2019). Polymorphisms within the MTS, which are mostly likely to affect localisation, are highlighted in blue.
Figure 3.2.9 Effects of ΔAUG Mutations on Predicted Structure of 5092 PB1-F2
Structural predictions of mutant 5092 PB1-F2 proteins from I-TASSER were visualised in Pymol. N-terminus (aa1-38) in blue, C-terminus (aa39-90) in yellow. AUGs present in the sequence are highlighted in purple, AUGs altered by mutagenesis are highlighted in orange.
Figure 3.2.10 Effects of ΔAUG Mutations on Predicted Structure of UDL PB1-F2
Structural predictions of mutant UDL PB1-F2 proteins from I-TASSER were visualised in Pymol. N-terminus (aa1-38) in blue, C-terminus (aa39-90) in yellow. AUGs present in the sequence are highlighted in purple, AUGs removed by mutagenesis highlighted in orange.
Discussion

In this chapter, we assessed the variability of PB1-F2 stability. Previous studies have associated PB1-F2 stability with subcellular localisation (James et al., 2019) or sequence motifs (Alymova et al., 2014; Cheng et al., 2017; James et al., 2019; Košík et al., 2015). We were able to confirm different localisation (Figure 3.2.1) and stability (Figure 3.2.2) for our model proteins, 5092 (H5N1) and UDL (H9N2). This supported the hypothesis that localisation could affect stability (James et al., 2019), possibly through membrane insertion preventing trafficking to the proteasome (Figure 3.2.3). However, when we expanded the stability analysis to additional PB1-F2 proteins to test this hypothesis, we found that not all variation in stability could be explained by localisation alone (Figure 3.2.4). Instead, we find it probable that protein structure is also a factor in determining protein stability.

5092 PB1-F2 showed a punctate localisation that has previously been noted as indicative of mitochondrial association (McAuley et al., 2010), whereas UDL was more diffusely cytoplasmic (Figure 3.2.1). Due to the formation of PB1-F2 inclusion bodies within the cell when proteasome inhibitor MG132 was used, 1μg of PB1-F2 plasmids were transfected and cells were fixed at 24h. We chose a 24h fixation time point as during stability assays, 24hpt was taken as the 0h timepoint for the addition of CHX, and under these conditions PB1-F2 proteins had been visible on western blots. Unfortunately, due to the extreme instability of the H3N8 PB1-F2 proteins, we were unable to confirm their subcellular localisation by confocal microscopy. The proteins were visible within cells, but expression was low, and their localisation was inconclusive (data not shown).

We would have liked to obtain confirmation of localisation for the full PB1-F2 panel (Table 3.2.1) using MitoTracker to quantify colocalization with mitochondria. Despite attempting to optimise this
stain with different concentrations (1:200, 1:500, 1:2000), different batches of DF1 cells, growing cells in different media, and different batches of MitoTracker, as well as attempting immunofluorescent staining with a cytochrome c antibody, we were unable to get usable images of mitochondria. This meant we have had to rely on previously published colocalization analyses (James et al., 2019). We were able to produce similar results to this prior study for our main model PB1-F2s 5092 and UDL, so have had to assume the rest of the panel would also behave similarly to what was reported in James et al, 2019. 

CHX assays show decay from a steady state of protein production and degradation (Eldeeb et al., 2019). The compound occupies the E-site of the 60S subunit of the ribosome to prevent protein elongation. If the protein has not accumulated sufficiently to be visible on a western blot at 0hr then its subsequent degradation cannot be measured with this technique. Not every PB1-F2 protein described in James et al, 2019 could be assessed with the CHX assay. Within the PB1-F2 panel assessed there was a lack of mitochondrially localised proteins. As a result, we have less stability data for mitochondrial PB1-F2s than for cytoplasmic proteins, and the data we do have is highly variable.

The 5092 PB1-F2 is relatively stable, with a mean half-life of 41 minutes, whereas H3N8a has a mean half-life of 7 minutes (Table 3.2.2). This was unexpected, as our hypothesis had been that mitochondrial localisation would result in membrane insertion to protect the proteins against cellular degradation mechanisms. Finding that both H3N8 subtype PB1-F2s were highly unstable suggested that there was a subtype-specific factor affecting stability. If there is a H3N8 specific stability motif, it is not obvious in the sequences (Figure 3.2.8), as the H3N8 PB1-F2s did not show high sequence identity to one another. However, we cannot rule out that the PB1 segments came from different sources through reassortment (Lu et al., 2014). The CHX assays revealed a range of protein stabilities, with the H3N8 PB1-F2s least stable, UDL and H11N9 PB1-F2s showing very similar
degradation patterns, and 5092 the most stable of the panel (Table 3.2.2). The similarity of degradation curves between UDL and H11N9 (Figure 3.2.4 B, Table 3.2.2), both reported to have cytoplasmic localisations, suggests that localisation is not entirely separate from stability. UDL, H11N9, and both H3N8 PB1-F2’s mean half-lives appear to overlap within a single standard deviation of each other (Table 3.2.2), indicating that stability of PB1-F2 is more likely to be a gradient than a sharply defined property of the protein.

We have hypothesised that cytoplasmic and mitochondrially localised PB1-F2 proteins may have different structures that can impact their stability (Figure 3.2.6, Figure 3.2.7). We used I-TASSER to generate structural predictions. I-TASSER uses an iterative threading technique to predict a structure for the query based on comparison with already solved structures in the PDB structure library (Roy et al., 2010). There is only a single partial crystal structure of PR8 PB1-F2 in the PDB database (Bruns et al., 2007), although structural predictions (Pasricha et al., 2018) and some NMR spectroscopy have been performed (Solbak et al., 2013). Most of this analysis has focused on the length and position of α helices rather than producing a 3D structural model, so the orientation of helices in the C-terminus is mostly unknown.

I-TASSER uses a C-score based on the quality of threading alignments and the convergence (cluster density) of the I-TASSER simulations to measure prediction accuracy. C-score ranges from [-5, 2], with a higher score being an indication of a better quality model (Roy et al., 2010). The C-scores for the models shown in Figures 3.2.5, 3.2.6, and 3.2.7 were in the range of [-2.60, -1.86] with H3N8b PB1-F2 being the most confident (-1.86), and 5092 (-2.56) and H3N8a (-2.60) being the least confident. This is likely due to the lack of good templates in the PDB library, although I-TASSER has shown improvements in modelling proteins with few templates over other modelling tools (Roy et al., 2010). The predictions were made before
AlphaFold became available. It would be interesting to see if the new gold standard gave similar predictions. As a control, partial 5092 and UDL sequences the same length as the partial PR8 crystal structure were submitted to I-TASSER (data not shown). For these short sequences, the PR8 structure was one of the top ten templates used in the prediction, and the C-scores improved dramatically from -2.56 full length to 0.54 for short 5092 and -2.39 for full length to 0.61 for short UDL. This indicates that I-TASSER is capable of producing high quality structural predictions for PB1-F2 proteins with the appropriate templates.

Due to the low C-scores of our predictions, we cannot confirm that structural differences between PB1-F2 proteins with different subcellular localisations will look like the models presented here. However, it is highly likely that cellular localisation will have an impact on PB1-F2 structure (Thornton et al., 1999; Uversky, 2019). PB1-F2 structure has previously been seen to be affected by a membranous environment (Chevalier et al., 2010). Proteins with different cellular environments and interacting partners are likely to have different structures as a consequence of differing functional requirements (James et al., 2019; Thornton et al., 1999).

More structural information of full length PB1-F2 proteins of different subtypes is needed to help understand not only stability, but varying functionality of the proteins. Unfortunately, obtaining crystal structures of the PB1-F2 panel used here was outside the scope of this project. Protein structure and function are tightly related, as structure helps determine binding affinity for protein-protein interactions.
Chapter 4: Phenotypes Induced by PB1-F2 C-terminus Expression

Introduction

PB1-F2 function is known to be viral strain and host dependent (Deventhiran et al., 2016; James et al., 2019; Leymarie et al., 2014; Mettier et al., 2021). This specificity includes varying phenotypes of PB1-F2 proteins in reassortant viruses with different backbones, suggesting that simple reassortment will not transmit duplicate PB1-F2 functions (Mettier et al., 2021). PB1-F2 is known to function as an immune antagonist in avian hosts, but may be either ineffective or detrimental to the virus as a full length protein in a mammalian host, which may be indicative of host-specific evolution (Kamal et al., 2018; Pasricha et al., 2013).

PB1-F2 Modulation of Viral Polymerase Activity

Evidence on the ability of PB1-F2 to modulate the polymerase activity is an ongoing question, with contradictory results reported. At least three mechanisms have been proposed: direct effects of selection pressures acting on PB1-F2 resulting in changes to PB1 sequence; indirect effects on expression of the PB1-related PB1-N40 accessory protein; and direct effects arising from interactions between the PB1-F2 protein and the viral polymerase complex.

PB1-F2 is expressed from the +1 reading frame of segment 2, which also expresses the viral polymerase subunit PB1 (Chen et al., 2001). Due to the overlapping reading frames, mutations in PB1-F2 can impact the PB1 sequence. However, study of the molecular characteristics of H7N9 PB1-F2 proteins showed that within PB1-F2 codons the first and second positions had significantly higher evolutionary rates than the third position. The third position in a codon normally allows synonymous mutations, but in this case it allows the PB1 ORF to maintain its sequence (Wei et al., 2015). Due to the
overlapping open reading frames in segment 2, codon position 2 of PB1-F2 overlaps with position 3 of PB1. The offset ORFs allow a nonsynonymous change at position 2 within PB1-F2 to be silent in the PB1 ORF (Figure 4.1). Silent mutations in the PB1 sequence are less likely to induce changes in polymerase function.

Figure 4.1 Overlapping Open Reading Frames
Overlapping ORFs of PB1 and PB1-F2 within segment 2, showing codons and nucleotide positions. Nonsynonymous codon positions highlighted in orange; synonymous codon positions highlighted in yellow.

However, analysis is made complicated by the interdependent nature of segment 2 polypeptide expression (Wise et al., 2009), and use of polymerase segments from different viruses to study a strain specific protein (Mettier et al., 2021). Wise et al. found that mutating the fourth AUG codon of segment 2 (AUG 4) to prevent PB1-F2 expression from its first AUG resulted in an increase in PB1-N40 accumulation, but nonsignificant changes in polymerase activity. However, this work was done in the PR8 strain of virus, where PB1-F2 activity is minimal and ablation of expression has no effect on replication or immune antagonism (Wise et al., 2009; Zamarin et al., 2006). As PB1-F2 function is known to be highly strain specific, conflation of changes in polymerase activity, or viral replication rate resulting from changes in expression of either PB1-F2 or PB1-N40 cannot be ruled out.

Mazur et al., using a ΔAUG 4 STOP12 double knock out strategy, reported protein-protein interactions between PB1-F2 and PB1, including an effect on PB1 localisation at late timepoints (Mazur et al., 2008). When Wise et al. investigated this phenomenon, they only saw
a change in PB1 localisation when the PB1-F2 ΔAUG 4 had affected PB1-N40 expression and not with a STOP9 strategy (Wise et al., 2009). These authors proposed that the apparent change in PB1 localisation was in fact detection of upregulated expression of the cytoplasmic PB1-N40 protein.

McAuley et al, also using the double knock out strategy, reported a lack of changes to polymerase activity through altered PB1-N40 expression levels, but found a modest delay and decrease in PB1 accumulation when a ΔAUG 4 mutation was introduced. They also found colocalization between PB1 and PB1-F2 was strain specific and not confined to the nucleus (McAuley et al., 2010). Viral polymerase activity can be affected by PB1-F2 expression in a cell and strain dependent manner, but polymerase phenotypes do not always translate into changes in overall viral replication kinetics (Chen et al., 2010; McAuley et al., 2010). Any effect of PB1-F2 on polymerase activity is likely to be small, but this is hard to confirm, as there are few studies that assess polymerase activity using a knock out strategy that does not affect PB1-N40 expression (Tauber et al., 2012).

**PB1-F2 and Viral Replication Kinetics**

As an accessory protein, PB1-F2 is non-essential for virus replication (Chen et al., 2001). Although some PB1-F2 sequence polymorphisms (i.e. N66S) have been seen to affect virus growth kinetics (Schmolke et al., 2011), PB1-F2’s effect on viral growth appears to be limited and strain specific. Several studies report a difference in viral pathogenesis, including weight loss in mice, with no change in replication kinetics in cell lines (Alymova et al., 2018; Conenello et al., 2007; Kamal et al., 2015; Mettier et al., 2021; Zamarin et al., 2006).

The PB1-F2 N66S polymorphism is known to increase virulence in mouse models (Conenello et al., 2007; Varga et al., 2011), and a virus with this change can reach significantly higher titres than WT PB1-F2 viruses in a multi-cycle growth curve on mouse lung epithelial cell line
LA-4 (Schmolke et al., 2011). However, in A549 cells and the swine alveolar macrophage cell line 3D4/31, or duck embryonic fibroblasts, N66S caused no significant changes in replication (Deventhiran et al., 2016; Schmolke et al., 2011). The effect of PB1-F2 N66S has been attributed to its impact on viral pathogenesis allowing uncontrolled viral replication rather than a direct alteration of virus replication kinetics (Conenello et al., 2011). PB1-F2 is well known to function differently in avian and mammalian hosts. N66S’ effect on replication kinetics is likely to be host specific, and limited to mammals (Deventhiran et al., 2016).

**PB1-F2 and Immune Antagonism**

PB1-F2 was initially described as a promoter of apoptosis (Chen et al., 2001), but as our understanding of the protein has developed, more potential functions have been revealed. Several immune antagonism methods of PB1-F2 are associated with mitochondria (Kamal et al., 2018; Xiao et al., 2020; Yoshizumi et al., 2014; Zamarin et al., 2005).

PB1-F2 proteins from multiple subtypes have been found to target MAVS, an immune adaptor protein that promotes production of interferon (Seth et al., 2005; Varga et al., 2011). Inhibition of this by preventing MAVS interactions with other proteins (Cheung, Ye, et al., 2020) or encouraging degradation of host immune factors (Cheung, Lee, et al., 2020; R. Wang et al., 2020) can prevent a robust interferon-based anti-viral response. Unfortunately, both recent studies from Cheung et al. used a ΔAUG 4 and STOPs knock out strategy and do not detail the placement of their stop codons. Several reports of PB1-F2 innate antagonism have focused on pandemic risks, so there is limited information on activities of avian PB1-F2 proteins in avian cells (Park et al., 2019; Pinar et al., 2017). A recent study of avian H5N1 and H9N2 PB1-F2 proteins in primary chicken cells found that while both proteins acted as antagonists to expression of interferon stimulated genes (ISGs), virus strain determined the specialism of
PB1-F2 immune antagonism (James et al., 2019). The mitochondrially localised H5N1 PB1-F2 was a stronger inhibitor of the IFNβ promoter, probably due to increased colocalization with MAVS. The H9N2 PB1-F2 was cytoplasmically localised, and interacted more strongly with IκκB. PB1-F2 binding IκκB may prevent phosphorylation of IκB, leading to inhibition of the NFκB response (James et al., 2019).

James et al. identify alterations to the sequence of the C-terminus of PB1-F2 as having the greatest impact on immune antagonism (James et al., 2019), but there has been no assessment on the impact of removing expression of C-terminal fragments of PB1-F2 by mutating AUGs 7-9 on overall PB1-F2 function. Here, using this strategy, we assess PB1-F2’s impact on virus replication kinetics without affecting PB1-N40 expression, and test how the balance of PB1-F2 expression affects immune antagonism. We wanted to explore whether the non-synonymous (in PB1-F2) mutations introduced by removing PB1-F2 C-terminal AUGs affected the function of full length PB1-F2, and how alterations in immune antagonism may affect viral replication. The aim of this chapter was to determine whether the full ORF is needed for PB1-F2 to be functional, or if a C-terminal fragment containing functional motifs is sufficient.

In this chapter, we focused on possible phenotypes within polymerase activity, replication kinetics, and innate immune antagonism.
Results

Effect of PB1-F2 Mutations on Reassortant Virus Replication Kinetics

To assess the impact of PB1-F2 mutations in a viral context, reassortant viruses were made with WT or mutant H5N1 5092 segment 2 in an otherwise H1N1 PR8 backbone. 5092 is a highly pathogenic virus that requires high containment to study safely. PR8 is a mouse-adapted lab strain frequently used for PB1-F2 research, so there are data for comparison. These reassortant viruses allowed study of 5092 PB1-F2 in BSL2 conditions. We rescued viruses that had common avian PB1-F2 N-terminal truncations introduced (STOP12, STOP25, STOP35), and inserted (+AUG 8) or mutated C-terminal AUG codons (ΔAUG 7, ΔAUG 9, ΔAUG 7,9). The STOP12 ΔAUG 9 double mutant was created to allow PB1-F2 expression from only AUG 7, which was the best conserved C-terminal AUG codon according the bioinformatic analysis presented in Chapter 2.

Figure 4.2 Effect of PB1-F2 Mutations on Viral Replication in MDCK cells

Cells were inoculated with an MOI 0.001 of either STOP (Panel A) or AUG (Panel B) mutants, in three independent experiments. All mutants were 7:1 reassortants, with 7 PR8 segments and the appropriate 5092 PB1 segment. Supernatants were collected at the relevant timepoint and titrated by plaque assay on MDCK cells. Data are mean +/- SD, analysed by two way ANOVA with multiple comparisons against WT as the control condition (*: p<0.05, **: p<0.01).
Initial multi-cycle growth curves were performed in MDCKs, a cell line highly permissive to IAV infection (Figure 4.2). STOP mutants (Figure 4.2 A) were not significantly different compared to WT virus in a two way ANOVA between 8 and 48h timepoints. However, at 72h, all three mutants had significantly lower titres, with p values for STOP12, 25, and 35 being 0.0018, 0.0091, and 0.0084 respectively. The AUG mutants (Figure 4.2 B) had noticeably different kinetics of replication than the WT virus, but differences were nonsignificant by two-way ANOVA except for the 48h timepoint with the +AUG 8 mutant, which had a p value of 0.0150. The AUG mutants showed more rapid growth kinetics at 24h and 48h but did not have higher titres than WT virus at 72h. Significance at late timepoints suggests the STOP mutants were affecting the host innate response or cell viability, rather than a consequence of affecting viral replication directly, i.e., through polymerase activity.

Figure 4.3 Effect of PB1-F2 Mutations on Viral Replication in ovo
The allantoic cavities of 10-day-old embryonated chicken eggs were
inoculated with 100 PFU of virus. All mutants were 7:1 reassortants, with 7 PR8 segments and the appropriate 5092 PB1 segment. Each virus was inoculated in three eggs for technical repeats. Eggs were refrigerated under schedule 1 at the appropriate timepoint, allantoic fluid harvested and titrated by plaque assay on MDCK cells. Data are mean +/- SD, analysed by two-way ANOVA with multiple comparisons against WT as the control condition (***, p<0.0001). Panel A shows the full panel, which was separated into AUG mutants and STOP mutants in panels B and C for clarity.

5092 is an avian virus, and PB1-F2 function is known to be host specific, so growth curves were performed in eggs as an avian model (Figure 4.3). Despite apparent increases in titre of ΔAUG 9 above WT at all timepoints, and ΔAUG 7 and ΔAUG 7,9 from 24h onwards, the only AUG mutant that showed a significant difference compared to WT by two-way ANOVA was the ΔAUG 7, 9 double mutant at 48h (Figure 4.3 B). In contrast to the MDCK cell growth curve (Figure 4.2), in eggs the STOP mutants were not significantly different compared to WT at any timepoint (Figure 4.3 C). During the growth curve, eggs infected with ΔAUG 7 and ΔAUG 9 appeared unhealthy, with loss of eggshell veins and lack of embryo movement, when candled at 48h and 72h, but this did not seem to have impacted virus titre. In an avian system, introduction of ΔAUG mutations resulted in higher titres than loss of full-length expression by N-terminal truncation.
Effect of PB1-F2 Mutations on Viral Polymerase Activity

Figure 4.4 Effect of ΔAUG mutations on polymerase activity
Chicken DF1 cells were transfected with PA, PB2, and NP polymerase subunit expression plasmids from either PR8 or 5092 viruses. A 5092 segment 2 (PB1) of interest, and a firefly luciferase reporter under the control of an influenza promoter were also transfected. Assays were performed in triplicate to n=4. Each triplicate read was used to calculate a mean which was then analysed by one-way ANOVA with multiple comparisons against 5092 WT control for each polymerase context (*: p<0.05, **: p<0.01, ***: p <0.001).

To test whether introduction of ΔAUG mutations affected IAV polymerase activity, either a reassortant RNP that matched the viruses used in the growth curves (PR8 NP, PA, PB2 with 5092 PB1), or a fully avian 5092 H5N1 RNP were reconstituted in DF1 cells alongside a reporter construct where firefly luciferase transcription is driven by the influenza virus noncoding regions that act as a promoter for the viral polymerase (Figure 4.4). In both contexts, 5092 WT showed a significant increase in luciferase activity compared to a “2PNP” negative control, which was transfected with plasmids expressing the
luciferase reporter and subunits NP, PA, PB2, but lacking PB1. None of the AUG mutants, or STOP12, showed any significant changes in activity as either a reassortant or avian polymerase.

Figure 4.5 Effect of STOP codons on polymerase activity
Chicken DF1 and quail QT-35 cells were transfected with PA, PB2, and NP polymerase subunit expression plasmids from either PR8 or 5092 viruses. A 5092 segment 2 (PB1) of interest, and a firefly luciferase reporter under the control of an influenza promoter were also transfected. Assays were done in triplicate to n=4. Each triplicate read was used to calculate a mean which were then analysed by one way ANOVA with multiple comparisons against WT as a control for each polymerase context. (*: p<0.05, **: p<0.01).

Following the lack of significant impact on polymerase activity by AUG mutants, the analysis was expanded to the STOP mutants (Figure 4.5). In DF1s, we saw no significant changes in polymerase activity for any of the STOP mutants. Polymerase activity was also assessed in QT35 quail fibroblasts (Figure 4.5 B). STOP35 was the only mutant which showed a significant change in activity, with a p value of 0.012.

Changes in polymerase activity do not explain the significant changes in overall virus replication kinetics. In MDCK cells (Figure 4.2), all three
STOP codons showed significant differences in titre compared to WT at 72h, while only STOP35 had a significant effect on polymerase activity (Figure 4.5B). None of the ΔAUG mutants showed any significant changes in polymerase activity (Figure 4.4), although some showed a significant change in viral titre compared to WT (Figure 4.2). As PB1-F2 is known to act as an innate immune antagonist, we next investigated its effect on IFN promoter activity in avian cells.

Effect of PB1-F2 Mutations on Innate Immune Antagonism

Figure 4.6 Dose dependency of PB1-F2 Interferon Antagonism. DF1 cells were transfected with plasmids encoding a luciferase reporter gene under control of the chicken IFNβ promoter, a Renilla luciferase gene under the control of a constitutive RNA polymerase II promoter, and either
GFP tagged PB1-F2 variants (Panels A, C, 5092; Panels B, D UDL) or empty GFP vector as a negative control. At 24hpt, cells were stimulated with either poly(I:C) or empty GFP vector as a negative control. 16hrs post stimulation, cells were lysed, and luciferase activity measured. Panel A, B: IFN promoter activity, measured with firefly luciferase. Panel C, D: Fold change of IFN promoter activity. Firefly luciferase activity was divided by Renilla luciferase activity to normalise IFN promoter activity to background cellular expression levels. N=3, each replicate performed in triplicate and mean calculated. Mean IFN promoter activity was analysed by one way ANOVA with multiple comparisons to the PB1-F2 -ve control (*: p<0.05, **: p<0.01, ***: p <0.001).

To find conditions under which poly(I:C) gave strong IFN promoter induction, and PB1-F2 was able to show significant inhibition, DF1s were transfected with three different concentrations of 5092 (H5N1) or UDL (H9N2) PB1-F2 plasmids. Cells were stimulated with poly(I:C) to induce the chicken IFNβ promoter, and firefly luciferase activity read as a reporter (Figure 4.6 A, B). Transfection with poly(I:C) strongly induced IFN promoter activity above non-stimulated controls. The IFN response was then significantly reduced by both PB1-F2 proteins, with small non-significant trends towards increased antagonism with higher doses of plasmid by UDL PB1-F2. 5092 PB1-F2 showed less significant antagonism by 250ng PB1-F2 than other conditions (Figure 4.6A). However, when the IFN response was normalised to the constitutive Renilla activity (Figure 4.6 C, D), there was no significant antagonism by either PB1-F2 protein, so PB1-F2 inhibition may not be specific to the IFN promoter. Due to the strong induction by poly(I:C) and lack of significant PB1-F2 dose dependency (Figure 4.6 A, B), we continued our investigations using 250ng poly(I:C) and 500ng PB1-F2.
Figure 4.7 Interferon Antagonism of PB1-F2 Mutants
DF1 cells were transfected with luciferase reporters and either a PB1-F2 mutant (5092 A-D, UDL E-H) or empty GFP vector, then stimulated with
poly(I:C). Panel A, E: IFN promoter activity, measured with firefly luciferase. Panel B, F: Fold change of IFN promoter activity, normalised to constitutive Renilla activity as above. Panel C, G: Renilla luciferase activity. Panel D: western blot of 5092 cell lysates. Lane order; 1, GFP ++; 2 PB1-F2 + GFP +; 3, GFP + poly(I:C) +; 4, WT; 5, ΔAUG 7; 6, ΔAUG 9; 7, STOP12; 8, STOP25; 9, STOP35. Panel H: western blot of cell lysates, lysed in SDS lysis buffer due to difficulty visualising UDL from passive lysis buffer. Lane order; 1, GFP ++; 2 PB1-F2 + GFP +; 3, GFP + poly(I:C) +; 4, WT; 5, ΔAUG 7; 6, ΔAUG 9; 7, STOP12; 8, STOP25; 9, STOP35. Luciferase activity was read in triplicate to n=3 5092 and n=4 UDL, and the means analysed by one way ANOVA compared to either PB1-F2 -ve or WT PB1-F2 conditions as control (**: p<0.05, ***: p<0.01, ****: p<0.0001).

We then focused on the effect of AUG and STOP mutations on PB1-F2 inhibitory function. DF1 cells were transfected with 500ng PB1-F2 plasmids and the previously described luciferase reporters, then stimulated with poly(I:C) as above. When analysing only IFN promoter activity by measuring firefly luciferase activity (Figure 4.7A), all 5092 PB1-F2 variants significantly antagonised the IFN response compared to the PB1-F2 negative condition. When comparing mutants to the WT PB1-F2, none were significant (Figure 4.7A).

However, when normalised activity of the mutants were compared to the PB1-F2 -ve condition, only STOP25 and STOP35 significantly reduced activity, with p values of 0.0483 and 0.0370 respectively. This was unexpected considering the strong inhibition shown by all the PB1-F2 proteins in panel A. Aliquots of the lysed samples were also used for western blots to confirm PB1-F2-GFP expression (Figure 4.7 D). Overall, the data show that C-terminal 5092 PB1-F2 expression was sufficient to antagonise the IFN promoter when full-length PB1-F2 was not expressed.

IFN antagonism by UDL PB1-F2 was also assessed in the same manner (Figure 4.7 E-H). Analysing IFN promoter activity alone showed significant inhibition of the IFN response by all PB1-F2
proteins tested (Figure 4.7 E). Unlike 5092, normalising Firefly luciferase activity to the constitutive Renilla values did not show any specific inhibition of the immune response by UDL PB1-F2 proteins (Figure 4.7 F). Due to UDL PB1-F2’s lower stability, cells were transfected as previously but had to be lysed in SDS lysis buffer to confirm PB1-F2-GFP expression (Figure 4.7 H). 5092 PB1-F2 appears to be a more effective IFN antagonist than UDL PB1-F2, which did not show specific IFNβ promoter inhibition. Neither PB1-F2 protein required expression of the full-length protein for inhibitory activity supporting the hypothesis that the C-terminal region of the protein is functionally significant.

**Discussion**

This is the first time a study on the impact of PB1-F2 C-terminal expression has been performed. Previous works have focused on the protein’s immune antagonism functions over polymerase activity or viral replication kinetics (Alymova et al., 2018; Chen et al., 2001; Kamal et al., 2015). We are also the first to examine the effect of individual ΔAUG mutations, as previous studies have accepted or removed AUGs 7-9 of PB1-F2 as a grouping rather than as individual sources of translation initiation (Kamal et al., 2015; Leymarie et al., 2013; Zamarin et al., 2006).

In this chapter, we found that PB1-F2 effects on viral replication kinetics appear at later timepoints, implying that this is due to a host-pathogen interaction rather than a direct impact of PB1-F2 on viral polymerase activity or replication kinetics (Figure 4.2). Altered polymerase activity is unlikely to explain the change in replication kinetics seen here. Previous studies show viral polymerase activity can affect replication rate (Wanitchang et al., 2010) and inhibition of polymerase activity begins to affect viral growth within 12hpi at MOI 0.02 (Ghanem et al., 2007). STOP35 did show a significant decrease in activity in QT-35 cells, but it was the only mutant to impact
polymerase activity, compared to multiple significant impacts on viral replication (Figure 4.2, Figure 4.5). While for 5092 C-terminus expression without full length PB1-F2 was sufficient to antagonise the IFN promoter, including when normalised to Renilla activity, UDL did not show any specific inhibition of the IFN promoter over the constitutive Renilla luciferase (Figure 4.7). As previously reported (Cheung, Lee, et al., 2020; James et al., 2019; McAuley et al., 2010), several phenotypes of PB1-F2 were subtype or cell line specific.

In MDCKs, all three 5092 (H5N1) STOP mutants showed significantly lower titres than WT at 72hpi by at least tenfold, while +AUG 8 showed a significantly higher titre than WT at 48h (1.4x10^7 vs 3.3x10^5 PFU/ml) (Figure 4.2). We performed a growth curve in MDCKs because they are a highly permissive cell line and an established IAV plaque assay system. MDCKs are susceptible to IAV strains from multiple lineages, including avian strains. A homogenous population of susceptible cells allows consistent plaque production (Gaush & Smith, 1968; Tobita et al., 1975). Unfortunately, they are a mammalian cell line and PB1-F2 is known to have host and cell specific effects (Chang et al., 2015; Chen et al., 2010; Krumbholz et al., 2011). To our knowledge, we are the first to assess the impact of individual internal start and stop codons of PB1-F2 on viral replication kinetics. Perhaps due to PB1-F2’s status as an accessory protein with immune antagonism functions, there have been comparatively few studies assessing its effect on viral replication kinetics. However, our results were somewhat surprising, as previous studies had not seen a phenotype for a recombinant WSN virus encoding PR8 PB1, with a PB1-F2 STOP9 mutant in MDCK, MDBK or eggs (Chen et al., 2001), or had reported a consistent decrease in titre from 12-48h for a STOP12 STOP58 double mutant of WSN in MDCKs (Tauber et al., 2012). In contrast, our STOP12 single mutant of a reassortant H5N1-PR8 virus only showed a significant decrease in titre at 72h. As we were removing fragments of a non-essential protein, we did not expect a
significant impact on viral replication in vitro, although introducing a STOP12 mutation into UDL did reduce the transmission window in infected chickens (James et al., 2016).

In eggs, an avian system, no STOP mutants displayed significantly different replication kinetics at any timepoint (Figure 4.3). The double mutant ΔAUG 7, 9 showed a significantly higher titre than WT at 48h (2.75x10^9 vs 1.67x10^8 PFU/ml), although titres for all three ΔAUG mutants could be seen to increase from 24hpi. Despite a very low titre at 72h, the STOP12 ΔAUG 9 mutant was not significant at any timepoint. ΔAUG 7, 9 reached higher titres than either single ΔAUG mutant at 48h (ΔAUG 7 5.92x10^8 PFU/ml, ΔAUG 9 1.06x10^9 PFU/ml, ΔAUG 7, 9 2.75x10^9 PFU/ml), suggesting the effect of C-terminus fragment loss is cumulative. It is important to note that the ΔAUG mutants are still able to produce full length PB1-F2 protein, albeit mutated at the various methionine codons. The effect of ΔAUG mutations may be to do with the volume of C-terminal fragments within the cell. The N-terminal region of PB1-F2 is thought to be disordered (Bruns et al., 2007), and has been associated with the formation of amyloid fibres (Ajjaji et al., 2016; Chevalier et al., 2010). It is possible that without the N-terminus, the C-terminal fragments can more effectively bind interaction partners, or can interact with a wider range of proteins due to their smaller size. Loss of the disordered N-terminal may also affect how efficient the MTS is, or allow easier trafficking of a more soluble protein within the cell. In both UDL and 5092, at least one STOP codon results in increased expression of C-terminal fragments over the WT (Chapter 3, Figure 3.1.6).

Polymerase assays were performed to confirm that our PB1-F2 mutants, the majority of which were silent in PB1, were not affecting polymerase activity. Possible interactions between PB1 and PB1-F2 are a subject of debate (Košík et al., 2011; Mazur et al., 2008; McAuley et al., 2010; Wise et al., 2009). Interestingly, the one mutation that was not able to be introduced silently in the PB1 ORF was STOP25, which
did not significantly alter polymerase activity in any assay performed. STOP25 causes a T56I mutation in PB1, which has not previously been investigated. T56I has been seen in wild isolates with a STOP25 in PB1-F2, but is a rarer polymorphism than T56A or T56K in samples of H9 or H5N1 sequences within the NCBI IVR between 2003-2020 (data not shown). Residue 56 of PB1 is within the finger region of the right-handed RdRp fold, but does not appear to be in any fingertip loops (Pflug et al., 2014). Polymerase assays in DF1 cells showed no effect of ΔAUG mutants (Figure 4.4). Although one STOP mutant did have significant impact on polymerase activity in QT-35 (Figure 4.5), this was unlikely to be responsible for the significant change in titre at 72hpi in MDCKs seen in Figure 4.2, as a defect in the polymerase would likely affect replication kinetics at multiple earlier timepoints (Muratore et al., 2012).

However, most polymerase activity studies have been performed with PR8 or WSN in mammalian 293T cells (Tauber et al., 2012; Wise et al., 2009), whereas our assay was performed with an avian 5092 PB1 segment in avian DF1 and QT35 cells. As PB1-F2 effects on polymerase activity have previously been reported as strain and cell type specific (McAuley et al., 2010), and in vivo experiments have shown strain-dependent phenotypes of PB1-F2 (James et al., 2019) this could account for variation between our results and others.

PB1-F2 is well known as an immune antagonist (Kamal et al., 2015; Xiao et al., 2020; Zamarin et al., 2006). We used a plasmid-based system to assess the IFN antagonism of our model viruses 5092 (H5N1) and UDL (H9N2). Poly(I:C) stimulation has previously been seen to induce similar immune responses to H5N1 infection in chickens (Karpala et al., 2008). The dsRNA analogue is recognised by MDA5, which then binds MAVS to trigger transcription factors such as IRF3 and IRF7 to stimulate the IFN response (Kato et al., 2008). During IAV infection, recognition of viral RNA by RIG-I-like receptors (RLRs) triggers activation of the IFN pathway (Evseev & Magor, 2019).
In ducks, RIG-I recognises the “panhandle” structure of complementary ends of genome segments. In chickens, which lack RIG-I, recognition is mediated by MDA5 to partially compensate (Hayashi et al., 2014). Toll-like receptors (TLRs) can also recognise viral RNA and activate the IRFs (Barjesteh et al., 2020; Evseev & Magor, 2019).

Unfortunately, due to a lack of available antibodies, we would not be able to confirm PB1-F2 full length and fragment expression if viral infection was used to induce IFN promoter activity. Using IAV would also make it harder to directly correlate changes in IFN promoter activity to PB1-F2 mutants, as IAV has several other immune antagonists, such as NS1 (Hatada & Fukuda, 1992; Krug, 2015) and PA-X (Gao et al., 2015; Jagger et al., 2012). Modifying NS1 has previously been suggested as a vaccine strategy, because mutating NS1 often results in attenuation of IAVs. NS1 deletion mutants grow to significantly lower titres than WT in IFN competent systems (Donelan et al., 2003; García-Sastre et al., 1998; Richt & García-Sastre, 2009). Mutating the frameshift sequence to reduce PA-X expression can also result in viral attenuation and also alter the host immune response (Hayashi et al., 2015).

A non IFN antagonising IAV mutant would already be attenuated and alter IFN expression compared to a WT virus. Using an IFN antagonism mutant IAV and complementing with PB1-F2 would also be an inaccurate model due to the changes during replication. While using a whole virus may trigger a more rounded immune response than transient transfection with poly(I:C), it would require a larger investment of time to produce and would still have pre-existing effects on IFN production that are not due to PB1-F2.

We did not find a significant dose dependency for IFN antagonism with either PB1-F2 protein, although there was a small trend (Figure 4.6). Previous work using higher concentrations of PB1-F2 and a shorter time between transfections (James et al., 2019), suggests that this
trend could have been pushed further with a change in the protocol. However, using 500ng PB1-F2 and an overnight poly(I:C) stimulation achieved antagonism vs induced PB1-F2 -ve and retained good cell viability.

5092 (H5N1) did not see any significant changes compared to WT PB1-F2 for STOP or ΔAUG mutants (Figure 4.7). When assessing IFN promoter activity only compared to the PB1-F2 -ve control by one way ANOVA (Figure 4.7 A), all PB1-F2 proteins had p values <0.01. After normalising to Renilla, with one way ANOVA compared to PB1-F2 -ve control the extent of IFN promoter antagonism appeared to vary among the PB1-F2 proteins, with only STOP25 and STOP35 showing significant reduction in IFN promoter activity.

UDL (H9N2) did not show antagonism of the IFN promoter when normalised to constitutive Renilla expression, even though when assessing IFN promoter activity only, all PB1-F2 proteins showed significant antagonism, with p=<0.0001 (Figure 4.7). This suggests that it had no specific effect on IFN promoter induction but instead was generally inhibitory to cellular gene expression.

In both assays, Renilla activity was not as expected (Figure 4.7 C, G). Renilla had previously been used as a transfection control for normalising expression (Chapter 3), and in polymerase assays (data not shown). In those instances, transfection of PB1-F2 mutants had had minimal impact on the constitutive expression of Renilla. In both the IFN assays, Renilla activity peaked in the GFP double -ve and PB1-F2 -ve conditions, mimicking the Firefly IFN promoter reporter activity. It is possible that something about the protocol or the DF1 immune response caused this unusual activity. Lipofectamine 2000 can induce cytotoxicity, and using a double transfection protocol may have encouraged any negative effect on the health of the cells. It is possible that using Xfect, a non-liposomal transfection reagent, would have reduced the impact of the repeated transfections (Chong et al., 2021). When IFN promoter activity was normalised to Renilla, the
uninduced controls show no excess induction of the IFN promoter, while the induced PB1-F2 -ve condition shows strong induction (Figure 4.7 B, F). As these three controls performed as expected, we were happy to display this data.

UDL PB1-F2 has 66N, which is associated with lower levels of immune antagonism than 66S (Conenello et al., 2011; Schmolke et al., 2011; Varga et al., 2011), the sequence which is present in 5092. In PR8 in 293T cells, an N66S mutation was found to enhance IFN antagonism activity (Varga et al., 2011). Infected mice lost weight earlier when infected with an N66S WSN/Hong Kong/156/97 PB1 reassortant compared to WT, and had increased cytokine production in the lung. The inverse was seen when a 1918 pandemic virus was changed to S66N. Mice required higher inoculums to cause severe disease, and produced lower lung titres (Conenello et al., 2007). N66S can cause increased cellular filtration and cytokine expression in infected mouse lungs, resulting in higher titres. The pathogenic phenotype of N66S is associated with suppression of the early antiviral response (Conenello et al., 2011). UDL being less effective as an IFN promoter antagonist is consistent with reports of 66N as less pathogenic than 66S. N66S is slightly unusual within PB1-F2, as it retains its phenotype across multiple subtypes. It has been mainly studied in mammalian systems to better understand pandemic risk, but was found to slightly increase disease progression in Peking ducks (Schmolke et al., 2011). In Figure 4.7 D, H, 5092 was able to be visualised on a western blot directly from passive lysis buffer lysed samples, whereas UDL had to be lysed with SDS lysis buffer to confirm expression. Considering the differences in protein stability described in Chapter 3, it is likely that UDL was degrading faster than 5092 during the assay. UDL PB1-F2 may have been less effective an antagonist in part because there was less protein present in the cell as time progressed. Although the same amount of plasmid was transfected, it may not be possible to do a like for like comparison without stabilising UDL PB1-F2 in some way.
Overall, this data has agreed with previous reports that PB1-F2 is strain and host specific in its functions. We are able to report a cumulative effect of ΔAUG mutations on viral replication kinetics for the first time, which is not matched by any impact on polymerase activity. No mutant of 5092 or UDL PB1-F2 proteins had a significant difference from the WT IFN antagonism activity. As reported previously, we found variation in immune antagonism activity between our H5N1 and H9N2 models. We have confirmed our hypothesis that introducing an N-terminal truncation to PB1-F2 does not fully inhibit its function.
Chapter 5: Discussion

This project aimed to investigate alternative AUG usage within segment 2 to determine which, if any, PB1-F2 C-terminal AUGs were recognised by ribosomes and, if so, to determine the functions of the resulting polypeptides compared to the full length PB1-F2 protein. We also wanted to continue previous work in the group started in James et al. (2019) and further assess the relationship between PB1-F2 intracellular localisation and protein stability. The work can be considered through a set of linked hypotheses.

Hypothesis 1; C-terminal AUGs express fragments of PB1-F2, and are functionally equivalent to a full length PB1-F2 protein in vitro

The data presented in this thesis showed that N-terminal (pre-residue 39) truncations were present and maintained in AIV sequences. The majority of these truncated sequences also maintained a full C-terminal ORF, with the potential to express functional fragments from AUGs 7, 8, or 9. N-terminal truncations have been maintained over time, through poultry movements, and during reassortment events. This strongly suggested there was no significant loss of fitness from a reduced PB1-F2 ORF in these populations. Poultry transmission is partly dependent on human intervention (Fusaro et al., 2016), whereas transmission between waterfowl is more dependent on contaminated water sources (Fourment & Holmes, 2015). Our bioinformatic analysis found greater transmission of viruses coding an N-terminally truncated PB1-F2 gene among poultry than in wild bird populations. Having confirmed the maintenance of the C-terminal PB1-F2 ORF in circulating avian strains, we showed that C-terminal fragments can be expressed from PB1-F2 proteins of multiple viral subtypes. We were also able to identify which AUG codon produced which protein on western blots for the first time. Identification allowed an analysis of the levels of expression from AUGs 7 and 9 in both WT and N-terminally truncated contexts. Detection of continued expression of C-terminal
fragments from an N-terminally truncated PB1-F2 sequence confirmed that N-terminal truncation alone (James et al., 2016; Mazel-Sanchez et al., 2018; McAuley et al., 2017) was an ineffective knock out strategy for PB1-F2. Previous work also showed independent expression of C-terminal PB1-F2 fragments (Zamarin et al., 2006). Their cautious strategy of removing all internal AUG codons has been verified in our work, which showed all three of AUGs 7-9 can be used, to varying extents.

Any activity of the C-terminal PB1-F2 fragments was then investigated. Due to the mutation strategy, each ΔAUG mutant caused a Met>Thr mutation in the full length PB1-F2. The resulting phenotypes could be due to either loss of C-terminal fragment expression or changes to the PB1-F2 sequence. ΔAUG mutations to prevent C-terminal fragment expression had no effect on viral polymerase activity assays in avian cell lines, whereas N-terminal truncation STOP35 had a modest cell and polymerase context dependent impact on activity. In QT-35 cells, STOP35 significantly reduced polymerase activity in a 3:1 polymerase context. The viral polymerase activity data was not an effective predictor of viral replication kinetics. In ovo, N-terminal truncations had no effect on viral replication kinetics, whereas a ΔAUG 7, 9 double mutant reached significantly higher titres than WT at 48hpi. When the impact of disrupting the PB1-F2 ORF on innate immune antagonism was assessed, none of the mutants tested had a significant difference in IFN promoter activity compared to the WT protein. PB1-F2 C-terminus expression was sufficient to antagonise IFN activity. IFN promoter inhibition by expression of C-terminal PB1-F2 fragments from STOP25 and STOP35 mutants suggests that the ΔAUG phenotypes seen could indeed be due to loss of expression rather than the Met>Thr mutations in the full-length protein.

We were able to prove our hypothesis that functional C-terminal fragments of PB1-F2 can be expressed. More work is needed to determine how equivalent the fragments are to a full-length protein,
but in some areas expression of fragments alone appears to be sufficient for function. We would like to confirm PB1-F2 C-terminus expression during virus infection, as our work was limited to using expression plasmids. There is also scope to investigate at which stage of the type 1 IFN pathway PB1-F2 is active, and to use techniques such as co-immunoprecipitation to determine if the full-length protein and C-terminus of PB1-F2 have differing interactomes.

PB1-F2 is not the only viral protein to express a functional fragment. PB1-N40 is expressed from an internal AUG of PB1 by reinitiation. PB1-N40 has lost the transcriptase function of PB1, but its expression still has an impact on viral replication, although the exact mechanism is unknown (Tauber et al., 2012; Wise et al., 2009, 2011). A number of potential start sites downstream of canonical AUG codons have been identified across PB1, M, NP, PA, and NA segments within the IAV genome, indicating that this is a widespread strategy for expanding the IAV proteome (Machkovech et al., 2019; Pinto et al., 2020). PB1-N40 is known to affect viral replication kinetics (Tauber et al., 2012; Wise et al., 2009), while NA43 is able to support low levels of viral growth in the absence of its full length counterpart (Machkovech et al., 2019).

There has been a general lack of investigation of PB1-F2 C-terminal fragment functionality. While fragment expression has been previously reported (Kamal et al., 2015; Zamarin et al., 2006), minimal phenotypic analysis has been performed. Kamal and colleagues did investigate the effect of N-terminal truncations of PB1-F2 (Kamal et al., 2015), and it has been shown that a STOP9 truncation caused no attenuation of PR8 in mice, whereas a complete ablation of PB1-F2 expression caused reduced pathogenicity and delayed clearance of the virus from the lungs (Zamarin et al., 2006). However, the internal AUG codons of PB1-F2 have not been individually investigated. To our knowledge, this is the first work to attempt to fill this gap in our understanding. While we have answered some questions, there is further work.
required. For example, it is not clear how AUGs 7-9 are reached by an initiation-competent ribosome, and our investigation of innate antagonism by the C-terminus of PB1-F2 was not as broad as originally planned. It would be interesting to see if changing the strength of the Kozak consensus around the AUGs 7-9 would give a similar phenotype to the \( \Delta \text{AUG} \) mutants without completely removing the AUG codon. Methods such as ribosome profiling or altering distance between STOP and AUG codons could be used to improve our understanding of segment 2 translation (Ingolia et al., 2019).

PB1-F2 is a highly strain specific protein, and the expression and phenotypic results discussed were obtained from only two model viruses: 5092 (H5N1) and UDL (H9N2). We could be confident that N-terminal truncations were present in multiple subtypes, and that the C-terminal ORF was maintained from the sequence data, but we cannot confirm expression from all sequences. Due to time all work was performed in vitro, and the majority with tagged proteins rather than whole virus due to a lack of available antibodies. The large difference in size between untagged PB1-F2 and PB1-F2-GFP may also have affected intracellular localisation due to steric hindrance of PB1-F2 by the large GFP tag (Yamada et al., 2004). It is possible that using expression plasmids rather than viral infection masked some activities of PB1-F2, such as interactions with other viral proteins, and we have been unable to test possible effects of the PB1-F2 mutations on properties such as virus infectivity and transmission without an in vivo experiment.

**Hypothesis 2; PB1-F2 stability is linked to localisation**

Our initial data showed that PB1-F2 proteins from H5N1 A/turkey/England/50-92/1991 (5092) and H9N2 A/chicken/Pakistan/UDL-01/2008 (UDL) had very different intracellular localisation and stability, as previously reported (James et al., 2019). 5092 and UDL proteins showed varying reticular or cytoplasmic
intracellular localisation. As expected, 5092 PB1-F2 had a much longer mean half-life (of 41 minutes) than UDL, with a mean half-life of 20 minutes. PR8 has previously been reported to have a half-life of 1hr, but this was calculated from infected MDCKs using $^{35}$S-amino acid labelling rather than CHX chase of transfected avian source PB1-F2 proteins (Zamarin et al., 2006).

While we were unable to confirm the intracellular localisation of H3N8a, H3N8b, and H11N9 PB1-F2 proteins, we did find that both H3N8 proteins were highly unstable. This was unexpected, as H3N8a PB1-F2 was reported to have mitochondrial localisation (James et al., 2019) and therefore, under our hypothesis, expected to be stable. The other mitochondrial PB1-F2 protein examined in James et al., 2019, H10N7, was not able to have its stability quantified by CHX assays, and showed very weak expression from transfected cells, even when incubated with MG132 (data not shown). While we did produce structural predictions of PB1-F2 proteins that reported different intracellular localisations in James et al., 2019 and that we had stability data for using the I-TASSER servers, a lack of available structural data resulted in low confidence predictions. Without more structures in the PDB, predictions will remain highly speculative, especially as the N-terminus of PB1-F2 is thought to be highly disordered. Unfortunately, producing our own crystal structures was outside the scope of this thesis.

This work was performed before AlphaFold became available, but it would be interesting to repeat the predictions with the new gold standard. AlphaFold uses an AI system to predict 3D structures from amino acid sequences, and recently won CASP14. AlphaFold works entirely from the amino acid sequence, without requiring a homologous sequence (Jumper et al., 2021). Despite the lack of existing structural data, it is highly likely that PB1-F2 proteins with different intracellular localisations, that interact with different binding
partners, will have differences in structure to complement and facilitate the variation in environment and function.

As we were unable to confirm intracellular localisation for the wider panel of PB1-F2 proteins, we cannot conclusively prove or disprove this hypothesis, though the data available do not support a direct correlation. However, we consider PB1-F2 stability to be a multi-factor property, affected by both intracellular localisation and structure.

Several papers have correlated stability of PB1-F2 with specific sequence motifs (Alymova et al., 2014; Cheng et al., 2017; Košík et al., 2015), with fewer reports linking stability and localisation (Cheng et al., 2017; James et al., 2019). Localisation has been reported to vary with subtype (James et al., 2019; McAuley et al., 2010). PB1-F2 has been previously reported to have variable stability (Cheng et al., 2017; Park et al., 2019). Pulse chase experiments with PR8 PB1-F2 report a half-life of one hour (Zamarin et al., 2006), which is longer than any strain tested in this thesis. However, this was in the context of viral infection, in comparison to our CHX chase assays using V5-tagged expression plasmids. There may be variation in expression levels or efficiency of proteasome targeting during viral infection that is not mimicked by transient transfection.

There is limited data on PB1-F2 structure. Several papers have attempted secondary structure predictions using software such as RaptorX (Pasricha et al., 2018), calculations from NMR spectroscopy data for sections of PB1-F2 that were then pieced together using the consecutive segment approach (Solbak et al., 2013), or circular dichroism (CD) spectroscopy in various environments and dynamic light scattering data to estimate mean hydrodynamic radius as a measure of oligomerisation of PB1-F2 (Chevalier et al., 2010). There is only one entry for PB1-F2 in the protein data bank, produced using NMR and CD spectroscopy. Structures were generated using CNS-solve 1.0 software, and the 20 predictions with the lowest energy were
superimposed to produce a final structure of residues 50-87 of PR8 PB1-F2 (Bruns et al., 2007). The majority of PB1-F2 structural papers have calculated structures for fragments rather than the full-length protein.

As we were unable to confirm intracellular localisation for the PB1-F2 panel, we cannot fully determine the relationship between intracellular localisation and protein stability. We have had to rely on previously published reports of intracellular localisation (James et al., 2019) to form hypotheses on the effect of intracellular localisation. We were limited in the CHX data we were able to obtain for mitochondrially-localised proteins in the James 2019 panel. PB1-F2 is a short protein with relatively few methionine residues, and preliminary radioactive pulse-chase assays, performed by a colleague in the Digard lab, using $^{35}$S-methionine labelling had not produced high quality data (data not shown), so we used CHX chase assays. CHX chase assays are not as sequence reliant and do not require the use of radioactivity, so are safer to work with. Unfortunately, CHX chasing does rely on a certain level of expression at time zero. If the protein has failed to accumulate, its degradation cannot be measured. Not all the PB1-F2 proteins in the panel could be visualised in CHX assays, which biased our data collection.

**Concluding Remarks/Summary**

In this thesis we have shown N-terminal truncations of PB1-F2 are maintained in clinical isolates, particularly in poultry hosts. While we found some subtype variation in the prevalence of truncations, there was no suggestion that expressing only the C-terminus of PB1-F2 is detrimental to viral fitness in poultry. The C-terminal fragments appeared to be highly functional *in vitro*, and we cannot discount a further phenotype *in vivo*. The decreased prevalence of truncated sequences in wild hosts suggested a possible effect on the viral replication cycle that we were unable to test. For example, full length
PB1-F2 has been seen to affect transmission in chickens (James et al., 2016). Within poultry hosts, N-terminal truncations of PB1-F2 may be a method of focusing translation on the terminal containing the functional domains. It is possible that the different termini of PB1-F2 are under varying selection pressures. Previous work has suggested that PB1-F2 is constrained by the PB1 sequence (Zell et al., 2007). The combination of constraint by PB1 and the concentration of functional motifs in the C-terminus of avian PB1-F2 proteins may reduce the pressure to maintain the N-terminus. PB1-F2 may be continuing to evolve as a gene.

We presented evidence that C-terminal fragments of PB1-F2 are functional and can have a phenotypic impact on virus replication. We confirmed that introduction of an N-terminal STOP codon is not sufficient to knock out PB1-F2 expression. As ΔAUG mutations can impact viral replication kinetics, a STOP12 STOP58 double mutant may be more suitable to ablate PB1-F2 expression. This improved understanding of the ORF structure of PB1-F2 suggests a change needs to be made in the way segment 2 sequences are reported, as an early STOP codon does not prove a lack of PB1-F2 expression. A minimal PB1-F2 ORF may also impact pandemic risk assessments, as we have proven that a full length protein is not required for innate immune antagonism.

Strain variation of PB1-F2 is likely to include variable structure for binding variable interaction partners, and to account for different cellular environments. All these factors will affect the stability and half-life of PB1-F2 proteins from different viruses. We hope the data presented here support the consideration of stability as a multi-factor property of PB1-F2.

Future Work

To further explore the relationship between intracellular localisation, structure, and stability, confirmation of the intracellular localisation of
the PB1-F2 panel is required. Ideally this would be done through confocal microscopy of the full PB1-F2 panel with a mitochondrial stain to allow quantification of intracellular colocalization. We would also have liked to have performed mitochondrial membrane insertion assays by assessing the quantity of PB1-F2 in mitochondrial vs cytoplasmic fractions of transfected cells. It would have been interesting to determine whether membrane insertion correlates with stability, and could help support the variation in predicted structures, particularly the predicted difference in C-terminal helix structure between H3N8a and 5092 PB1-F2 proteins. Cellular fractionation could also have been an additional control for the colocalization work. Creating 5092 PB1-F2 mutants to mimic the H3N8a sequence and assessing impact on colocalization and membrane insertion would have helped confirm whether protein structure is affecting protein stability. We had hoped to perform more CHX assays with the H3N8 proteins, using a shorter time course. A one hour time course with samples taken every fifteen minutes may have caught smaller differences in degradation between proteins that were not visible over the original 4hr assay, and given more confidence in the data.

The key to confirming protein intracellular localisation varies according to structure and function is to obtain 3D structures of PB1-F2 proteins from multiple subtypes. Due to its small size and disordered N-terminus, obtaining crystal structures of PB1-F2 could be highly challenging. Other methods of obtaining structural information include NMR (Bruns et al., 2007) and cryo-EM, a form of electron microscopy (Hebert, 2019). Without more PB1-F2 structures, future studies will continue to be hampered by a lack of information. Structures of full length PB1-F2 proteins of different subtypes are needed to help understand not only stability, but varying functionality of the proteins. Protein structure and function are tightly related, as structure helps determine binding affinity for protein-protein interactions. At a minimum, structures for 5092 and UDL would have been highly
informative, and possibly confirm our hypothesis that 5092 is better suited to membrane insertion than UDL. Ideally the full panel of PB1-F2 proteins would be crystallised to allow for a high confidence comparison of structures from differently localised PB1-F2 proteins.

We were unable to fully assess the effect of truncations or ΔAUG mutations on PB1-F2 immune antagonism. In future, NFκB activity should be assessed, as UDL has been reported to antagonise the NFκB pathway to a higher level than the IFN pathway (James et al., 2019). We would also like to assess antagonism of different members of the activation pathway to see at which stage PB1-F2 inhibits the immune responses. This work could include co-immunoprecipitation to identify binding partners.

To fully assess the impact of interrupting the PB1-F2 ORF on viral infection, an in vivo experiment is needed. In our original plans, we hoped to assess differences in shedding and transmission between WT, STOP12, ΔAUG 7, and a STOP12 ΔAUG 7 double mutant. We would also have taken tissue samples from culled birds for plaque assays, RT-PCR, and cytokine measurements to attempt to answer the question of how much difference in viral shedding and immune antagonism there is between full length PB1-F2 and C-terminal expression only during infection. Hopefully this work will be performed in the future.
Chapter 6: Materials and Methods

6.1 Materials

6.1.1 General Reagents

The Roslin Institute and Pirbright Institute Central Services Units (CSU) prepared and provided sterile water and phosphate-buffered saline (PBS). Additional specific reagents and kits and their respective suppliers are listed below.

- 30% acrylamide:bisacrylamide (37.5:1) (BioRad)
- Agarose (Eurogentec)
- Dimethyl sulphoxide (DMSO) (Sigma)
- DNA molecular weight markers, HyperLadder 1kb (BioLine)
- Lipofectamine 2000 (ThermoFisher Scientific)
- Nitrocellulose membrane (GE Healthcare)
- Precision plus molecular weight marker (BioRad)
- Polyinosinic:polycytidylic acid (poly I:C) (Invitrogen)
- QIAamp Viral RNA Kit (Qiagen)
- QIAGEN Plasmid Midi Kit (Qiagen)
- QIAprep Spin Miniprep Kit (Qiagen)
- QIAquick Gel Extraction Kit (Qiagen)
- QIAquick PCR Purification kit (Qiagen)
- QuikChange Lightning site-directed mutagenesis kit (Agilent Technologies)
- DUAL Glo Luciferase Assay kit (Promega)
- GelRed Nucleic Acid stain (Biotium)
- Tetramethylethylenediamine (TEMED) (BioRad)
Tween20 (Sigma)

Transblot Turbo Transfer System (Biorad)

Odyssey CLx (LI-COR)

Image Studio™ Software (LI-COR)

6.1.2 Enzymes

DNA restriction endonucleases and their respective reaction buffers were supplied by Promega and New England Biolabs and used according to manufacturer’s instructions, unless otherwise stated.

6.1.3 Bacterial Cells

DH5α

6.1.4 Eukaryotic Cells

<table>
<thead>
<tr>
<th>Cell line</th>
<th>Source</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Madin-Darby Canine Kidney Cells (MDCK)</td>
<td>The Roslin Institute/The Pirbright Institute CSU</td>
<td>(Gaush et al., 1966)</td>
</tr>
<tr>
<td>Human Embryonic Kidney 293T Cells (293T)</td>
<td>The Roslin Institute/The Pirbright Institute CSU</td>
<td>(DuBridge et al., 1987)</td>
</tr>
<tr>
<td>Chicken Embryonic Fibroblasts (DF1)</td>
<td>The Roslin Institute/The Pirbright Institute CSU</td>
<td>(Himly et al., 1998)</td>
</tr>
<tr>
<td>Japanese Quail Fibrosarcoma Cells (QT-35)</td>
<td>The Roslin Institute/The Pirbright Institute CSU</td>
<td>(Moscovici et al., 1977)</td>
</tr>
</tbody>
</table>

Table 6.1 Cell Lines
6.1.5 Solutions and Media

6.1.5.1 Eukaryotic cell culture media and cell passage solutions

0.25% Trypsin-EDTA (Sigma)

2.5% trypsin, Versene (Gibco)

Foetal bovine serum (FBS) (Sigma)

Dulbecco’s modified Eagle Medium (DMEM) (Invitrogen)

L-glutamine (Gibco)

Penicillin/Streptomycin (Gibco)

Opti-MEM Reduced Serum Medium (Gibco)

The previously listed supplies were used to prepare the following media:

Complete medium; DMEM, 10% (v/v) FBS, 1% penicillin/streptomycin (P/S) (initial concentration 10,000 units/ml)

Avian medium; DMEM, 10% FBS, 1% P/S, 1% L-Glu (initial concentration 200 mM)

Transfection medium; DMEM

Viral Growth Medium; DMEM, 0.15% BSA, 0.01% TPCK trypsin, 1% P/S

Serum Free Media; DMEM, 1% P/S

Plaque Overlay; 0.6% agarose, Eagle’s Minimum Essential Medium, 0.21% Bovine Serum Albumin, 1 mM L-Glu, 0.15% Sodium Bicarbonate, 10 mM HEPES, 1x P/S, 0.01% Dextran DEAE, 2 µg/ml TPCK treated trypsin.

6.1.5.2 Bacterial Media

Luria-Bertani (LB) broth and LB-agar were prepared and provided by the Roslin Institute and Pirbright Institute CSUs.
Ampicillin (Sigma) 100 μg/ml
Kanamycin (Sigma) 50 μg/ml

6.1.5.3 Nucleic Acid Gel Electrophoresis Buffers
Tris/Borate/Ethylenediaminetetraacetic acid (EDTA) (TBE) buffer (Invitrogen)
Gel loading dye Purple 6x (NEB)
1kb DNA ladder (NEB)

6.1.5.4 Protein Buffers and Solutions

6.1.5.4.1 Lysis Buffers
4x Laemmli’s sample buffer (BioRad)
SDS Lysis buffer
5x Passive Lysis buffer (Promega)

6.1.5.4.2 Acrylamide Gel Electrophoresis
SDS-PAGE running buffer; 10x Tris/Glycine/SDS (National Diagnostics)

6.1.5.4.2 Western Blotting
Protein transfer buffer; 1.5g Tris, 7.2g Glycine, 100ml methanol
Blocking solution; PBS/0.1% Tween20, 5% skimmed milk
Washing solution; PBS/0.1% Tween20 (PBST)

6.1.6 Viruses and Reverse Genetics Systems

<table>
<thead>
<tr>
<th>Name</th>
<th>Accession number</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR8 PB1</td>
<td>EF467819</td>
</tr>
<tr>
<td>PR8 PB2</td>
<td>EF467818</td>
</tr>
<tr>
<td>PR8 PA</td>
<td>EF467820</td>
</tr>
<tr>
<td>PR8 NP</td>
<td>EF467822</td>
</tr>
<tr>
<td>Description</td>
<td>Accession Number</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>PR8 NS1</td>
<td>EF467817</td>
</tr>
<tr>
<td>PR8 M</td>
<td>EF467824</td>
</tr>
<tr>
<td>PR8 NA</td>
<td>EF467823</td>
</tr>
<tr>
<td>PR8 HA</td>
<td>EF467821</td>
</tr>
<tr>
<td>5092 PB1</td>
<td>CY015125</td>
</tr>
<tr>
<td>5092 PB2</td>
<td>GU052517</td>
</tr>
<tr>
<td>5092 PA</td>
<td>GU052515</td>
</tr>
<tr>
<td>5092 NP</td>
<td>GU052513</td>
</tr>
<tr>
<td>UDL PB1</td>
<td>CY038456</td>
</tr>
</tbody>
</table>

Table 6.2: Sequence Accession Numbers for Viral cDNA Inserts in Reverse Genetics and Expression Plasmids

6.1.7 Plasmids
<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Selection</th>
<th>Source</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>pEGFP-N1</td>
<td>Express eGFP under control of CMV IE promoter. Multiple cloning site upstream allows cloning of C-terminally tagged proteins</td>
<td>Kanamycin</td>
<td>Clontech</td>
<td>Expression GFP tagged proteins</td>
</tr>
<tr>
<td>V5</td>
<td>Express V5 under control of human elongation factor-1a promoter. Multiple cloning site allows cloning of tagged proteins</td>
<td>Ampicillin</td>
<td>Shelton lab</td>
<td>Expression V5 tagged proteins</td>
</tr>
<tr>
<td>Avian pPol I vRNA FFLuc</td>
<td>Reporter for RNP reconstitution assays. Contains firefly luciferase reporter gene in the reverse (-) orientation, flanked by the UTRs of PR8 segment 8, under the control of an avian pol I promoter</td>
<td>Ampicillin</td>
<td>Digard lab (Gift from Dr Laurence Tiley (The University of Cambridge, UK))</td>
<td>Luciferase reporter assays</td>
</tr>
<tr>
<td>pPol I vRNA FFLuc</td>
<td>Reporter for RNP reconstitution assays. Contains firefly luciferase reporter gene in the reverse (-) orientation, flanked by the UTRs of PR8 segment 8, under the control of a pol I promoter</td>
<td>Ampicillin</td>
<td>Shelton lab</td>
<td>Luciferase reporter assays</td>
</tr>
<tr>
<td>Ck IFN-β FFLuc</td>
<td>Reporter for IFN inhibition assays. Contains firefly luciferase reporter gene under control of chicken IFN-β promoter</td>
<td>Ampicillin</td>
<td>Shelton lab</td>
<td>Luciferase reporter assays</td>
</tr>
<tr>
<td>Renilla</td>
<td>Constitutively expressed Renilla luciferase under the control of the SV40 promoter.</td>
<td>Ampicillin</td>
<td>Shelton lab</td>
<td>Luciferase reporter assays</td>
</tr>
<tr>
<td>pDUAL/pHW2000</td>
<td>Reverse genetics plasmid. Bidirectional pol I and pol II promoters either side of insert lead to mRNA and RNA-like RNA synthesis. Used for Pr8, 5092, UDL</td>
<td>Ampicillin</td>
<td>Digard lab (Gift from Prof Ron Fouchier (Erasmus University Medical Center, Rotterdam, The Netherlands))</td>
<td>Influenza reverse genetics</td>
</tr>
<tr>
<td>pCAGGs</td>
<td>Pol II promoter leads to constitutive high protein expression. Used for UDL PB1.</td>
<td>Ampicillin</td>
<td>Shelton lab</td>
<td>Protein expression</td>
</tr>
<tr>
<td>Pol1</td>
<td>Reverse genetics plasmid. Pol1 promoter leads to vRNA-like RNA synthesis. Used for UDL PB1.</td>
<td>Ampicillin</td>
<td>Shelton lab</td>
<td>Influenza reverse genetics</td>
</tr>
</tbody>
</table>
### 6.1.8 Oligonucleotides

#### 6.1.8.1 Oligonucleotides used for Sequencing of Constructs and Viruses

<table>
<thead>
<tr>
<th>Primer</th>
<th>Sequence</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDL new seq Rv</td>
<td>GGGCAAGGCAGCTGACGCTG</td>
<td>Rev. to sequence 5’ PBI1-F2</td>
</tr>
<tr>
<td>5092 new seq Rv</td>
<td>AGTGTAGCGCAAGCAATTG</td>
<td>Fwd primer to sequence segment 2</td>
</tr>
<tr>
<td>PR8 PB1 Fwd</td>
<td>CCAATGGATGATGG</td>
<td>Fwd primer to sequence segment 2</td>
</tr>
<tr>
<td>5092 PB1 F1</td>
<td>GAAACCACTAAGAAGAATGG</td>
<td>Rev primer to sequence segment 2</td>
</tr>
<tr>
<td>5092 PB1 F13</td>
<td>GGTCTAGTCTCTGCTCTC</td>
<td>Rev primer to sequence segment 2</td>
</tr>
<tr>
<td>5092 PB1 F11</td>
<td>GCACGGATGGTTTGTCTC</td>
<td>Rev primer to sequence segment 2</td>
</tr>
<tr>
<td>5092 PB1 F14</td>
<td>GGTGCTGTCTCTC</td>
<td>Rev primer to sequence insert</td>
</tr>
<tr>
<td>UDL PB1 Inseq1</td>
<td>CATTCTGAAATGTTCTGGA</td>
<td>Fwd primer to sequence segment 2</td>
</tr>
<tr>
<td>UDL PB1 Inseq5</td>
<td>GCGGACGTCAGATCTTC</td>
<td>Rev primer to sequence segment 2</td>
</tr>
<tr>
<td>UDL PB1 Inseq3</td>
<td>GGGAGCTACAGAAACCTTGG</td>
<td>Rev primer to sequence segment 2</td>
</tr>
<tr>
<td>CMV Fwd</td>
<td>GCGGATTTTAGCGAGGAGTGGAGCT</td>
<td>Fwd primer to confirm plasmid vector</td>
</tr>
</tbody>
</table>

1. Fwd = forward primer. Rv/Rev = Reverse Primer
### Table 6.4 Sequencing Oligonucleotides

#### 6.1.8.2 Oligonucleotides used to Subclone Viral Sequences into the Indicated Vectors

<table>
<thead>
<tr>
<th>Primer</th>
<th>Sequence</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFP IF Fw</td>
<td>CCGGTGCCAGGCTGACCC</td>
<td>Remove GFP ATG and bring into frame 2</td>
</tr>
<tr>
<td>GFP IF Rv</td>
<td>CGCCCTTGACCCGACGG</td>
<td>Remove GFP ATG and bring into frame 2</td>
</tr>
<tr>
<td>GFP IF Rv</td>
<td>CCCCTTGACCCGACGG</td>
<td>Amplyy and add restriction site</td>
</tr>
<tr>
<td>GFP IF Rv</td>
<td>ACCCGACCAGGGAAAA</td>
<td>Amplyy and add restriction site</td>
</tr>
<tr>
<td>GFP IF Rv</td>
<td>AACACGCTTATTTCACTTGT</td>
<td>Amplyy and add restriction site</td>
</tr>
<tr>
<td>5’-KpnFw</td>
<td>GGGAGCGGTGTTTT</td>
<td>Amplyy and add restriction site</td>
</tr>
<tr>
<td>5’-KpnRv</td>
<td>GGGAGCGGTGTTTT</td>
<td>Amplyy and add restriction site</td>
</tr>
</tbody>
</table>

### Table 6.5 Cloning Oligonucleotides
6.1.8.3 Oligonucleotides used for Site-Directed Mutagenesis

Table 6.6 Oligonucleotides used to Introduce Mutations into the PB1-F2 ORF

<table>
<thead>
<tr>
<th>Primer</th>
<th>Sequence</th>
<th>Mutation</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDL ΔAU64 Fw</td>
<td>GACCTCCCTACCCGCCACAGGAAACAGGACCA</td>
<td>T120C (M1T)</td>
</tr>
<tr>
<td>UDL ΔAU64 Rv</td>
<td>TTGCTCGTGCTGGCTGGAAGGTGTC</td>
<td>T120C (M1T)</td>
</tr>
<tr>
<td>UDL ΔAU67 Fw</td>
<td>ACCCCCAATCTCAAATCGGAGCGGCGCTACCT</td>
<td>T234C (M39T)</td>
</tr>
<tr>
<td>UDL ΔAU67 Rv</td>
<td>GAGAGCGCGCTGGCAATTCTGGAATTTGCTTG</td>
<td>T234C (M39T)</td>
</tr>
<tr>
<td>UDL ΔAU69 Fw</td>
<td>GGATAACGGCCACACCGGAGGCGAGCAAGAGAGAGAG</td>
<td>T270C (M51T)</td>
</tr>
<tr>
<td>UDL ΔAU69 Rv</td>
<td>TCTGCTCGCTGACGACCCCTGGCTGGCTTTACC</td>
<td>T270C (M51T)</td>
</tr>
<tr>
<td>UDL +ΔAU8 Fw</td>
<td>GGCACCTAATTTGAGATGTAAGCAGCGGACCGG</td>
<td>C255T (T48M)</td>
</tr>
<tr>
<td>UDL +ΔAU8 Rv</td>
<td>CGGCTGGCTACATTCCATCAAGGATCTAGCGGC</td>
<td>C255T (T48M)</td>
</tr>
<tr>
<td>UDL STOP12 Fw</td>
<td>GGAACCACTGGAAGACATTAAGGAAAGATCAATTC</td>
<td>C153A (S12STOP)</td>
</tr>
<tr>
<td>UDL STOP12 Rv</td>
<td>GAGATTAGTCGATCTCATATTACTGATGTGATGATATCC</td>
<td>C153A (S12STOP)</td>
</tr>
<tr>
<td>UDL STOP25 Fw</td>
<td>GAGAAGATGGGATGACGAGCAGGCGGATGAGCTG</td>
<td>C191T (Q2STOP)</td>
</tr>
<tr>
<td>UDL STOP25 Rv</td>
<td>CCAGTCATTGGTATATGGTGTATCCATGCTTCC</td>
<td>C191T (Q2STOP)</td>
</tr>
<tr>
<td>UDL STOP26 Fw</td>
<td>GAGAGATGGGATGACGAGCAGGCGGATGAGCTG</td>
<td>C194T (Q2STOP)</td>
</tr>
<tr>
<td>UDL STOP26 Rv</td>
<td>CCAGTCATTGGTATATGGTGTATCCATGCTTCC</td>
<td>C194T (Q2STOP)</td>
</tr>
<tr>
<td>UDL STOP35 Fw</td>
<td>GAGAGCAGGATGGATGACGAGCAGGCGGATGAGCTG</td>
<td>C222A (S3STOP)</td>
</tr>
<tr>
<td>UDL STOP35 Rv</td>
<td>CCCACATCAATTTGAGATGTAAGCAGCGGACCGG</td>
<td>C222A (S3STOP)</td>
</tr>
<tr>
<td>5902 ΔAU64 Fw</td>
<td>GATCCCTCAATACGCAAGCGGAGCAAGGAAACA</td>
<td>T120C (M1T)</td>
</tr>
<tr>
<td>5902 ΔAU64 Rv</td>
<td>TTGCTCGTGCTGGCTGGAAGGTGTC</td>
<td>T120C (M1T)</td>
</tr>
<tr>
<td>5902 ΔAU67 Fw</td>
<td>CCAATTCGACGGCGTACATTCC</td>
<td>T234C (M39T)</td>
</tr>
<tr>
<td>5902 ΔAU67 Rv</td>
<td>GGGATAGCGGCGGATGAGCTG</td>
<td>T234C (M39T)</td>
</tr>
<tr>
<td>5902 ΔAU69 Fw</td>
<td>GATAACGGCCACACCGGAGGCGAGCAAGAGAGAGAG</td>
<td>T270C (M51T)</td>
</tr>
<tr>
<td>5902 ΔAU69 Rv</td>
<td>CAATCTGTTTGCTCCCTGGCTGGCTTTACC</td>
<td>T270C (M51T)</td>
</tr>
<tr>
<td>5902 +ΔAU8 Fw</td>
<td>GGAACCACTGGAAGACATTAAGGAAAGATCAATTC</td>
<td>C153A (S12STOP)</td>
</tr>
<tr>
<td>5902 +ΔAU8 Rv</td>
<td>GGGAGGTGTCGATCTCATATTACTGATGTGATGATATCC</td>
<td>C153A (S12STOP)</td>
</tr>
</tbody>
</table>

2 Fw = forward primer. Rv = reverse primer. Mutations refers to nucleotide change (amino acid in brackets).

6.1.9 Immunological Reagents and Dyes

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Supplier</th>
<th>Applied dilution</th>
</tr>
</thead>
</table>
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<table>
<thead>
<tr>
<th>Antibody</th>
<th>Manufacturer</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRDye® goat anti mouse 680</td>
<td>Li-Cor C90910-21</td>
<td>1:10 000</td>
</tr>
<tr>
<td>IRDye® goat anti rabbit 800</td>
<td>Li-Cor C90723-19</td>
<td>1:10 000</td>
</tr>
<tr>
<td>Anti mouse 488</td>
<td>Abcam ab150113</td>
<td>1:1000</td>
</tr>
<tr>
<td>Rabbit pAb α tubulin</td>
<td>Abcam ab15246</td>
<td>1:2000</td>
</tr>
<tr>
<td>Mouse anti-V5 tag</td>
<td>The Pirbright Institute</td>
<td>1:1000</td>
</tr>
<tr>
<td>Mouse anti-NP</td>
<td>The Pirbright Institute</td>
<td>1:1000/1:3000</td>
</tr>
<tr>
<td>β actin ab8226</td>
<td>Abcam</td>
<td>1:2000</td>
</tr>
</tbody>
</table>

Table 6.7 Antibodies

6.2 Molecular Techniques and Nucleic Acid Handling

6.2.1 Polymerase Chain Reaction (PCR)

PCR was used for cloning applications. Different size fragments were amplified using forward and reverse primers from section 6.1.8. Each PCR mix contained 100 ng each primer in a total volume of 50 μL. The PCR was carried out in a BioRad T100 thermocycler. PCR conditions included a denaturation step performed at 94°C for 2 minutes, followed by 30 cycles of 30 seconds at 94°C, 30 seconds at 55-60°C and 1-6 minutes at 72°C (1 minute per 1Kb), finishing with 10 minute incubation at 72°C. Annealing temperature and extension time varied depending on melting temperature of primers and amplicon length, respectively. PCR product length was confirmed by 1% agarose gel electrophoresis.

2 x PfuUltra II Fusion HS DNA Polymerase master mix (Agilent)

6.2.2 DNA Gel Electrophoresis

DNA electrophoresis was performed with agarose gels. 1% agarose gels were prepared by dissolving agarose in a microwave oven in TBE buffer, with the addition of 1x GelRed gel stain. Melted agarose was poured into a gel tray with a comb containing the desired
number of wells. Once set, the gel was immersed in 1× TBE buffer. 5μl HyperLadder 1kb (BioLine) DNA ladder was loaded alongside samples containing 1x DNA loading buffer. Gels were run at 80V for approximately 45min and imaged using a BioRad GelDoc EZ Imager.

6.2.3 Purification of DNA Fragments

PCR amplified or restriction digested fragments were purified using the QIAquick PCR purification kit (Qiagen) according to manufacturer’s instructions. Briefly, a DNA-containing sample was diluted in binding buffer which allows binding to a silica-gel membrane. Throughout a series of centrifugation steps, contaminants were removed by an ethanol-based buffer wash and silica matrix-retained DNA was eluted with nuclease free water. Purified DNA was analysed by spectrophotometry and electrophoresis.

6.2.4 Restriction Enzyme Digestion

During subcloning, restriction sites were added to the end of insert sequences for digestion. Age1 and Kpn1 enzymes were used to digest both insert and plasmid vectors, providing differing sticky ends. Digested plasmid DNA was then treated with rSAP to prevent self-ligation.

6.2.5 Extraction of DNA Fragments from Agarose Gels

When subcloning, restriction digested vector DNA fragments were separated by electrophoresis, visualised in an ultraviolet (UV) transilluminator (Gel DOC EZ System, Bio-Rad) and excised with a scalpel. The agarose slice was extracted using the QIAquick Gel Extraction Kit in a bind-wash-elute procedure. Concisely, gel slices were dissolved at 50°C in a high salt, neutral pH buffer and the nucleic acid-containing mixture was applied to a silica membrane. Impurities were sequentially washed away using an ethanol-based solution and pure DNA was eluted in 30 μL of water. DNA was
assessed by spectrophotometry for its content and purity and further used in subsequent applications such as restriction digestions or ligations.

6.2.6 Ligation of DNA fragments

During subcloning, ligation reactions were made at 1:3, 1:5, and 1:7 vector:insert ratios. Reactions were incubated with T4 ligase overnight in an ice bucket to allow the reaction to reach a temperature where the ligase was most efficient.

6.2.7 Preparation of Competent Bacterial Cells

Each new batch of competent bacterial cells was prepared from a previously competent bacterial cell liquid culture. After overnight culture, in antibiotic free broth, E. coli DH5α were diluted 1:400 and incubated to an OD$_{600}$ of ~0.6. Cells were centrifuged at 4000rpm, 20 minutes at 4°C. Supernatant was discarded and the pellet resuspended in 1/5 original volume ice cold 100mM CaCl$_2$. Cells were incubated on ice for 30 minutes, then harvested by centrifuged at 4000rpm for 5 minutes at 4°C. Supernatant was discarded and pellets resuspended in 1/5 starting volume ice cold 100mM CaCl$_2$. Sterile glycerol was added and cell suspensions were aliquoted into 50μl dosages. Aliquots were snap frozen in a dry ice methanol bath and stored at -80°C until required for plasmid transformation.

6.2.8 Transformation of Competent Bacterial Cells

Plasmid DNA was transformed into chemically competent E. coli using the heat shock method. Briefly, 500 ng DNA was incubated with 30 μL competent bacteria on ice 30 minutes. Cells were heated at 42°C for 45 seconds, allowing the opening of bacterial membrane pores and the entry of plasmid DNA. Cells were returned to ice for 2 minutes, then had 200 μL LB broth added and recovered in a 37°C shaker (180rpm) for 45 minutes. The suspension was then plated on the appropriate selective LB agar medium.
6.2.9 Bacterial culture

*E. coli* strains were grown (from single colonies or previously amplified mini cultures) in LB broth supplemented with 100 μg/ml ampicillin or 50 μg/ml kanamycin (initial concentrations) and incubated overnight at 37 °C in a 180rpm shaker.

6.2.10 Plasmid DNA extraction and quantification

Plasmid DNA was prepared in small or large scales. Small-scale preparations (mini-prep) was performed from 3 mL of overnight *E. coli* cultures, whilst large-scale plasmid DNA preparations (midi-preps) used 50 mL of overnight culture. Mini- and midi-preps were performed using Qiagen’s Plasmid DNA Mini Prep and Plasmid Plus Midi kits, respectively. DNA concentration was determined by measuring the absorbance at 260nm using a Nanodrop spectrophotometer. Purity of the same preparations was assessed through the analysis of absorbance ratios A260/A280 and A260/A230 which indicate protein and ethanol/phenol/EDTA contaminations, respectively.

6.2.11 Site-directed mutagenesis

Introduction of single and double nucleotide mutations in expression and reverse genetics plasmids was performed using the QuikChange Lightning Site-Directed Mutagenesis kit (Agilent) according to manufacturer’s instructions with minor changes. Briefly, a PCR was performed using synthetic oligonucleotides containing the desired mutation in a total volume of 25 μL followed by the addition of 1 μL of DpnI restriction enzyme and incubation at 37°C for 1 hour. 5 μL PCR purified reaction was used to transform competent cells which were plated on antibiotic resistance selective LB agar plates. Following an overnight 37°C incubation, individual colonies were selected, regrown in broth for a following overnight period and used to extract plasmid DNA.
6.2.12 DNA sequencing

DNA was sequenced using Eurofins Supreme Run. All plasmid DNA used in this work was sequence confirmed. For sequencing of plasmid DNA, 20 μL of 100 ng plasmid was sent with 20 μL 100 ng/μL of the appropriate primer. For sequencing of PCR products, 20 μL of 20 ng/μL purified PCR product was sent with the appropriate primer.

6.3 Eukaryotic cell culture, isolation, and manipulation

6.3.1 Cell passage

Madin-Darby canine kidney (MDCK), and human embryonic kidney (293T) cell lines were cultured in complete media. Chicken embryonic fibroblast (DF1) cell line was cultured avian media. All cell lines were grown at 37°C 5% CO₂. Cell passage was performed twice weekly. Complete medium was removed, the cells washed once in PBS, and incubated with 0.25% trypsin-EDTA (Sigma) until cells detached. Cells were resuspended in fresh complete medium and 10-50% of the cells were transferred to a new flask containing complete medium (total volumes: 15 mL for 75 cm² and 30 mL for 150 cm² flasks).

6.3.2 Cell counting

Cell lines were counted either by hand with a haemocytometer or using a Countess II (Invitrogen). For both methods, 20 μL resuspended cells were added to 20 μL 0.4% tryphan blue (Gibco) and 10 μL supplied to the chamber under a cover slip. With a haemocytometer cells were counted under a light microscope in a squared area equivalent to 0.1 mm³ (1x10⁻⁴ml). Cell concentration was estimated to be number of counted cells x 1x10⁴ cells/mL. With the Countess, cell concentration was automatically calculated.

6.3.3 Plasmid transfection of mammalian and avian cells
6.3.3.1 Lipofectamine transfection

Mammalian and avian cells were routinely transfected with Lipofectamine 2000 reagent following manufacturer’s instructions. Briefly, cells were seeded the day before in order to get 70-80% confluency on the day of transfection. The desired concentration of DNA was diluted in OptiMEM (Gibco). In a separate tube, the desired concentration of lipofectamine 2000 (Invitrogen) was added to the same volume of OptiMEM and incubated at RT for 5mins. Equal volumes DNA-OptiMEM and lipofectamine-OptiMEM were combined and incubated at RT for 20 mins. During this incubation, complete media was removed from cells and either OptiMEM or transfection media was added. 100-200 μL transfection mix was added dropwise to each well depending on assay and well size.

6.3.3.2 Xfect transfection

DF1 cells were transfected with Xfect reagent (Takara Bio) following manufacturer’s instructions. Briefly, cells were seeded the day before in order to get 70-80% confluency on the day of transfection. The desired concentration of DNA was diluted in Xfect reaction buffer, and the required amount of Xfect polymer added. Reactions were incubated at RT for 5 minutes. During this time, the media in wells was reduced by half. 25 μL transfection mix was added dropwise to each well.

6.3.4 Influenza minireplicon reporter assays

Monolayers of DF1 or QT-35 cells were seeded to 80% confluency, then co-transfected in triplicate with 100 ng each pDUAL plasmid encoding PB2, PA, and NP, in addition to 50 ng of a PolI plasmid containing a reverse oriented firefly luciferase reporter flanked by the 5 and 3’ UTRs of segment 8, 60 ng of a Renilla luciferase plasmid, and 100 ng of various PB1 plasmids. As a negative control, transfections lacking the PB1 plasmid (empty vector was used to
balance plasmid intake) were also performed (2PNP). Two days post transfection, medium was removed, and cells were lysed according to manufacturers instructions (DUAL Glo Luciferase Assay Kit, Promega). Plates were frozen at -80°C for 30 minutes, and thawed at RT on a rocker. Luminescence was measured using 10 µL lysate, and 25 µL substrate in opaque white 96-well plates (Pierce). 25 µL STOP&GLO was then added and luminescence measured again as a transfection control. Luciferase activity was analysed with a one-way ANOVA vs WT, and presented as % WT activity. Renilla activity was measured to confirm equal transfection but was not used for analysis of multiple repeats.

6.3.5 IFN-β promoter reporter assays

Monolayers of DF1 cells were seeded to 80% confluency, then co-transfected with 500 ng IFN reporter plasmid, 100 ng Renilla luciferase, 500 ng PB1-F2-GFP, or 500 ng GFP as a negative control. 24 hours post transfection, cells were either stimulated with 250 ng poly(I:C) or transfected with 250 ng GFP as a negative control. 16 host post stimulation, cells were lysed with passive lysis buffer according to manufacturers instructions, and luciferase activity measured as in section 6.3.4.

6.4 Virological assays

6.4.1 Generation of P0 viral stocks

PR8 wild-type and PR8-5092 reassortant viruses were rescued using a previously described reverse genetics system (De Wit et al., 2004; Hoffmann & Webster, 2000). Briefly, monolayers of 293T cells in 6-well plates were transfected with each PR8 segment cDNA cloned into individual pDUAL plasmids (250 ng of each) along with 4 µL of Lipofectamine2000 in a total volume of 800 µL of Opti-MEM. After overnight incubation at 37°C, the transfection medium was replaced with fresh virus growth medium (DMEM, 2 mM L-glutamine, 100
U/mL penicillin, 100 µg/mL streptomycin, 0.14% BSA, 1 µg/mL TPCK trypsin). Cells were incubated for 48 hours, after which supernatants were harvested, cleared by centrifugation and stored at -80°C until future use. For reassortant viruses, seven PR8 segments with 5092 PB1 were transfected.

6.4.2 Generation of cell-grown P1 viral stocks

A first passage stock was grown in confluent monolayers of MDCKs where cells were infected with an estimated MOI of 0.01 using the P0 stock. Following a minimum of 48 hour incubation, or when infected cells showed cytopathic effect (CPE), cell supernatants were harvested, cleared by centrifugation (1500rpm, 5 minutes), aliquoted and stored at -80°C until titrated by plaque assay.

6.4.3 Generation of egg-grown P1 viral stocks

A first passage stock was grown in VALO leghorn embryonated chicken eggs. 200 µL P0 stock was used to infect the egg at 10 days old. Eggs were incubated at 37 °C and 50 % relative humidity until either 14 days old or death of the embryo. Allantoic fluid was harvested, clarified by centrifugation (3000rpm, 20 minutes), aliquoted and stored at -80°C until titrated by plaque assay.

6.4.4 Quantification of viral stocks and samples by plaque assay

MDCKs were seeded in 12 well plates in DMEM/10% FBS and incubated overnight at 37°C/5% CO₂. Media was removed and cells washed twice with PBS to remove residual serum. Virus samples were serially diluted 10-fold and 200 µL applied to each well. Plates were incubated at 37°C for one hour to allow adsorption, then the inoculum removed and cells covered with 1 mL/well agarose overlay. Plates were returned to the incubator for 48h and then fixed with 500 µL/well methanol-acetone before immunostaining.

6.4.5 Immunostaining of plaque assays
Cells were fixed with ice cold methanol:acetone (50:50) for 15 mins, before removal and replacement with PBS. Cells were washed with fresh PBS for 5 mins RT with shaking before being blocked with 5% BSA/PBS for 1hr RT with shaking. The blocking solution was removed, and cells washed with PBS. Cells were incubated with 1:3000 primary NP antibody in 1% BSA/PBS for 1hr RT with shaking. Cells were washed 3x 5min with PBS/T RT with shaking. Cells were incubated with 1:1000 secondary antibody in 1% BSA/PBS for 1hr RT with shaking. Cells were washed 3x 5min with PBS/T RT with shaking. Plates were then scanned on the LiCor Odessy CLx.

6.4.6 Quantification of viral stocks and samples by haemagglutination assay

Virus stocks grown in eggs were 2-fold serial diluted in PBS in a final volume of 100 µL after which 50 µL of 1% chicken blood cells were added to each well. After a 30 minute incubation at room-temperature, haemagglutination-positive wells were recorded. Each plate contained a negative (PBS only) and a positive sample for haemagglutination comparison.

6.4.7 Viral RNA isolation and sequencing

First passage viral stocks, and growth curve samples, had RNA extracted using the QIAamp Viral RNA Kit via the spin protocol according to manufacturer’s guidelines. Briefly, 140 µL of P1 stock or virus sample was mixed with a lysis buffer to release RNA from the virions which was then bound to a silica-based membrane. After a series of alcohol-based washes, RNA was eluted from the column using 40 µL of milliQ water.

cDNA was produced via RT-PCR using the Verso cDNA kit according to manufacturer’s instructions, with a total reaction volume of 20 µL. The reverse transcription was performed at 48ºC for 30 minutes. Samples were then denatured at 94ºC for 1 minute,
followed by 28 cycles of 15 seconds 94°C, 30 seconds 60°C, and 3 minutes 68°C, finishing with 5 minutes at 68°C. cDNA was then amplified with 100 ng PB1 or HA specific primers in 50 μL reactions for sequencing, using 35 cycles of the amplification stage of RT-PCR programme.

6.4.8 Viral multicycle growth kinetic analysis

Confluent monolayers of MDCKs were infected with PR8-5092 reassortant viruses at MOI 0.001 in 200 μL serum free DMEM in 12 well plates. After a 1-hour incubation at 37°C (which allowed virus attachment to the cells) inoculum was replaced by 1 mL of fresh virus growth medium. At different times post infection, supernatants were frozen, and samples were stored at -80°C until titrated by plaque assay.

6.5 Protein purification and detection

6.5.1 SDS polyacrylamide gel electrophoresis

Polypeptides were separated using sodium dodecyl sulphate polyacrylamide gel electrophoresis (SDS-PAGE). Polyacrylamide gels were cast using approximately 5 mL per gel of the resolving gel with 1mm spacer. Acrylamide:bisacrylamide content was routinely 12% resolving gels and 4% stacking gels. Commercial gradient gels 4-20% were also used (BioRad mini protean TGX).

Lysates were generated by adding 100-200 μL Laemmli/SDS lysis/passive lysis buffer to cells depending on the assay. Samples in passive lysis buffer had SDS loading dye added. Samples were transferred into clean 1.5 mL tubes, boiled at 95°C for 10 minutes, vortexed for 15 seconds and centrifuged at 10,000rpm for 5 minutes. Each lane was loaded with 3-20 μL of lysate, 5 μL ladder was added to the first lane and gels were run at 120V.

6.5.2 Western blot
After separation by SDS-PAGE according to the previous section 6.5.1, proteins were transferred to 45 μm nitrocellulose membrane in a BioRad TransBlot Turbo machine using Tris Glycine Methanol (TGM) transfer buffer. Membranes were blocked in PBS/T with 5% milk for 1 hour and stained with primary antibodies diluted in blocking buffer overnight at 4°C. After three 5 minute PBS/T washes, membranes were incubated with secondary antibodies diluted in blocking buffer for 1 hour at room temperature in the dark. Membranes were washed again, and imaged on the LiCor Odyssey CLx with the ImageStudio Lite software.

6.5.3 Densitometry

Densitometric analysis of polypeptide abundance was performed using Image J software (Schneider et al., 2012). Concisely, ImageStudio acquired images were compiled and saved as TIFF files. Sample lanes were defined using the gel analysing tool, including both loading control and bands of interest in each lane. Once selected, pixel intensity of each band in the lane was plotted and the area under each peak curve above background was calculated.

For each timepoint, time zero was made equal to 1.0, and all other timepoints made relative to time zero. The sample band was then made relative to the loading control. A $\log_{10}$ transformation was performed, and half-lives calculated from a non-linear regression of a straight line in GraphPad.

6.6 Fluorescent imaging and staining

6.6.1 Immunofluorescence staining

DF1s were seeded on coverslips in 24 well plates and Xfect transfected with 1 μg of the appropriate plasmid. Cells were fixed at 24h post-transfection with 10% formalin (Sigma) for 20 mins, washed 3 times for 5 minutes in PBS/1% BSA with rocking, permeabilised
with 1% Triton X-100 (Sigma) PBS for 5 mins, and washed again. GFP tagged protein slides not requiring antibodies were then mounted on slides with VectaShield mounting medium with DAPI. Coverslips for V5 tagged protein slides were incubated with 100 μL primary Ab for 1hr RT with shaking, washed as before, incubated with 100 μL 488nm secondary Ab, and washed again. Coverslips were mounted with Vectashield mounting medium with DAPI (Vector Laboratories Inc), and left at RT overnight. Coverslips were then sealed with nail varnish.

6.6.2 Confocal microscopy

Confocal fluorescent imaging was carried out on a Leica Stellaris 5 confocal microscope, with a 63x oil immersion objective lens. Images were taken using Leica Application Suite (LAS) X, and analysed for colocalisation using LAS AF Lite.

6.9 Bioinformatic analyses

6.9.1 Sequence collection and annotation

Bioinformatic analyses were performed in collaboration with Dr Samantha Lycett (The Roslin Institute, University of Edinburgh). PB1 nucleotide sequences from 1902-2018 were acquired from the NCBI Influenza Virus Database by our collaborator, Dr Samantha Lycett. Sequences were curated, collated, and annotated with a custom R code by Dr Lycett. Further details of the sampling process are available (Lycett et al., 2019).

AUG and STOP codon positions were annotated using R scripts and further analysed in Microsoft Excel and FigTree. All R scripts were written and kindly provided by Dr Samantha Lycett.

6.9.2 Phylogenetic analysis

To assess persistence of N-terminal truncations in PB1-F2 sequences, phylogenetic relationships between sequences were
assessed using ClusterPicker and ClusterMatcher programmes (Ragonnet-Cronin et al., 2013).

A FigTree phylogenetic tree and BioEdit sequence alignment file were inputted to ClusterPicker, under the parameters 0.9 support threshold and 0.045 genetic distance. Clusters of closely related sequences were outputted (Ragonnet-Cronin et al., 2013). The ClusterPicker output phylogenetic tree and an Excel annotation file with a binary choice of full length or truncated PB1-F2 were inputted to ClusterMatcher, under the parameters 3 sequences in a cluster, 1% truncated sequences. Closely related clusters with a high rate of truncation were outputted. Fully truncated clusters were further investigated by literature search, geographical journey, and precursor virus investigation. Possible precursor or ancestral viruses were investigated to attempt to discover a non-truncated ancestor and possible source or timing of the introduction of the truncation to the PB1-F2 sequence.

6.10 Statistical analysis

All statistic tests were performed in GraphPad Prism 8 Software. Specific statistical tests were chosen for different analyses and are stated in each figure legend.

ns: non-significant

*: p<0.05

**: p<0.01

***: p<0.001

****: p<0.0001

6.11 Structure modelling

Protein structure predictions were performed through the I-TASSER online server, using the pre-set parameters (https://zhanglab.ccmb.med.umich.edu/I-TASSER/) (Roy et al. 2011;
Yang et al. 2015). All proteins models were analysed and visualised using PyMOL Molecular graphics system using the default settings (https://pymol.org/2/).
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