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Abstract

Wind energy has rapidly become one of the pillars of the energy transition generating more than 20% of the world’s renewable electricity in 2019. By the end of 2020, 743 GW of wind capacity had been installed globally. However, to limit global average temperature increases to 1.5°C, approx. 180 GW (including both onshore and offshore wind) must be installed annually until 2030.

To ramp up wind energy’s contribution to the energy transition, the cost competitiveness of this technology must be addressed. The levelised cost of electricity (LCOE) from wind is heavily influenced by operational costs. Approx. 30% of the LCOE from onshore wind installations corresponds to operation and maintenance (O&M) costs. This share is higher for offshore wind installations due to the harsher marine environment, skilled labour and specialised vessels required, among other reasons.

Maintenance, particularly unscheduled interventions, contribute to downtime. Blades represent a critical component for the reliable operation of wind farms with a failure rate of 0.7 occurrences per year and per turbine in the case of offshore wind. Economic and safety consequences are anticipated when such failures are not timely identified. Blade failures have been identified as the main cause of accidents in wind turbines between 2012 and 2020. Therefore, the research presented in this dissertation is motivated by the frequency and severity of failures in wind turbine blades (WTBs).

Vibration-based structural health monitoring (VSHM) systems can contribute to reducing the number of failures and accidents, enhancing profitability, reliability and safety of wind farms. With the rapid development of sensing technologies, VSHM systems enable online and continuous remote integrity monitoring. VSHM systems, which are based on the measurement of vibration signals on structures, have been
successfully implemented in offshore oil platforms, aerospace structures and bridges where the damage location is generally unknown and/or accessibility issues arise. Wind turbines share these challenges, yet VSHM systems have not been widely implemented.

One of the prevailing challenges for damage detection in WTBs using VSHM systems is the influence of environmental and operational variabilities (EOVs) on the structure and, ultimately, on the sensor readings. EOVs such as temperature, wind conditions and moisture and humidity levels can either camouflage damage or falsely indicate damage. Despite significant efforts to mitigate the influence of EOVs on damage detection and the various approaches adopted by the scientific community to face this challenge, there is no consensus on one single approach that can be generalised and identified as the most accurate and reliable methodology for damage detection. This dissertation introduces a robust, interpretable, data-driven and semi-supervised damage detection framework based on machine learning techniques to address the influence of EOVs.

Contrary to conventional damage detection frameworks, where the damage sensitive features (DSFs) are normalised, in this dissertation’s proposed framework, the normalisation of the EOVs is aimed at the novelty index. The effects of EOVs remain perceptible in the novelty indices and are later mitigated through a supervised regression model that is trained to learn the relationships between the DSFs extracted from vibration measurements from an in-operation wind turbine blade, EOVs and novelty indices.

The damage detection framework proposed results from the combination of two approaches: one approach addresses the robustness of the damage detection process and the second approach addresses the issue of interpretability of data-driven novelty detection techniques. Different combinations of techniques including artificial neural
networks (ANN), gradient boosted decision trees (XGBoost DT) and Shapley Additive Explanations (SHAP) were tested on data extracted from an operating Vestas V27 wind turbine blade and compared to the widely adopted Mahalanobis distance (MD)-based approach.

The experiments and analyses conducted throughout this dissertation have shown that the ANN-based approach provides a mitigated novelty index that leads to high damage detection accuracy and the interpretable ML techniques, i.e., the XGBoost DT - SHAP sequence, facilitate the understanding of the effect of EOVs on the monitored structure without mitigating this effect. The XGBoost - SHAP sequence proposed results in a trade-off between accuracy and interpretability, however, this approach still provides higher accuracy relative to the MD-based approach. Ultimately, the choice of approach for damage detection will be application-specific and requires domain knowledge and expertise. The operator should decide whether the trade-off between accuracy and interpretability is acceptable for the monitored structure.

*Keywords:* Structural Health Monitoring; Damage detection; Wind turbine blades; Machine learning; Novelty detection; Environmental and operational variabilities; Artificial Neural Networks; Gradient Boosted Decision Trees; Shapley Additive Explanations
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Chapter 1

Introduction

This chapter provides background information related to the development of the wind energy sector in the last decade as well as an expected outlook to 2030. Failure statistics are provided to examine the most prevailing causes of damage in wind turbines. Blades have been identified as the main cause of accidents between 2012 and 2020 and a critical component with high failure rates, particularly in offshore wind farms. The research presented in this dissertation is motivated by the frequency and severity of failures in wind turbine blades (WTBs). Common types of damages in WTBs are described in this chapter and vibration-based structural health monitoring (VSHM) is introduced as a potential solution to reduce the number of failures and accidents. Further, this chapter describes conceptual learning frameworks for VSHM along with tools for decision making such as control charts. These are fundamental components of online monitoring systems. The chapter ends introducing one of the prevailing challenges for damage detection in WTBs, namely the influence of environmental and operational variabilities (EOVs).
1.1 Wind energy

According to the Intergovernmental Panel for Climate Change (IPCC), renewable energy needs to supply 70-85% of the global electricity by 2050 to limit global warming to 1.5 °C \[80\]. Wind energy has rapidly become one of the pillars of the energy transition generating approx. 21% of the world’s renewable electricity in 2019 \[131\]. This energy sector is currently the largest clean energy industry after hydropower with 743 GW installed by the end of 2020 \[68\]. Despite this progress, an average of 180 GW need to be installed annually to limit global average temperature increases to no more than 1.5 °C as can be seen in Figure 1.1.

![Historic development of annual new wind energy installations and outlook. Source: Global Wind Energy Council (GWEC) \[68\] based on GWEC Market Intelligence and IEA World Energy Outlook \[79\].](image)

Figure 1.1: Historic development of annual new wind energy installations and outlook. Source: Global Wind Energy Council (GWEC) \[68\] based on GWEC Market Intelligence and IEA World Energy Outlook \[79\].

A key aspect of both the energy transition and the success of the wind energy sector is cost competitiveness, which is heavily influenced by operational costs. Operation and maintenance (O&M) costs represent up to 30% of the levelised cost of electricity for onshore wind \[81\]. However, these costs are expected to be higher for offshore wind turbines due to the harsher marine environment, the need for skilled labour and specialised vessels and availability and accessibility issues.
Wind turbines are designed to operate for a minimum of 20 years [73]. Throughout this lifetime, wind turbines are continuously exposed to fluctuating loads and harsh environmental conditions, especially in locations with highly turbulent wind. Generally, scheduled maintenance requiring between 24 and 50 man-hours per turbine is performed a few times per year on the wind turbines [117]. On the contrary, unscheduled maintenance, i.e., failure repairs, is several orders of magnitude more costly to conduct, requiring significantly more time per turbine and increasing downtime.

Some components and subsystems are particularly critical. With information from different databases and over 18000 wind turbines, Dao et al. [36] compiled the failure rates of different components and subsystems in both onshore and offshore wind turbines. Figure 1.2 shows that electrical, control system, generator, pitch and blades and hub experience high failure rates in both types of installations, however, the average failure rates are higher offshore than onshore.

![Figure 1.2: Comparison of weighted failure rates between onshore and offshore databases [36]. Note: “Other” refers to equipment in the turbine that could not be associated with any other specific category, e.g., small components that might not necessarily be associated with the function of the turbine such as cabinets, lighting, etc.](image)

If these failures are not timely identified, economic and safety consequences are to be expected. Particularly blade failures can cause significant damage to a wind turbine
as shown in Figure 1.3.

![Figure 1.3: Blade Failure. Source: [74]](image)

The Caithness Windfarm Information Forum (CWFI) reported around 238 accidents related to blade failure between 2012 and 2020. As can be seen in Figure 1.4, blade failure has been the main cause of accidents in wind turbines during this period. This suggests that this component is critical in terms of reliability, productivity, cost competitiveness and, most importantly, safety.

![Figure 1.4: Wind turbine accidents registered between 2012 and 2020. Source: CWFI [18]](image)

VSHM systems can contribute towards enhancing the profitability, reliability and safety of wind farms. Furthermore, these systems can reduce O&M costs and provide an assessment of the structural integrity of the turbines and their blades.
1.1.1 Wind turbine blades

Blades are one of the most expensive components of a wind turbine and arguably the most important [14]. As a consequence of the rapid expansion of wind energy in the last decades, wind turbines have been continuously growing in size and rated power since their first commercial introduction in the 1980’s. Currently, the largest installed turbines have rotor diameters of 220m and rated power of 12 MW [44] but larger installations are expected in the future, particularly offshore. The increased blade weight requires extensive laboratory testing to ensure safety and reliability over the lifetime of the turbine.

WTBs are manufactured from composite materials. This mainly includes glass fiber, carbon fiber, balsa wood or foam. The proper choice of composite materials can increase the strength to weight ratio and, thereby, contribute to safety and reliability. Typically, a WTB is formed by a shell in the suction side and a shell in the pressure side. One or several vertical shear webs are fitted between the shells, assembling the shells together and enabling the transfer of shear loads. Some designs include a box beam formed by upper and lower spar caps and vertical shear webs (see Figure 1.5). This structural design provides bending stiffness and torsional rigidity to resist the flapwise bending which refers to the bending moment in the Y direction shown in Figure 1.5.

Generally, WTBs were manufactured using the wet hand lay-up technology in open molds. In this process, the two shells, the shear webs and the spar caps are bonded to the trailing and leading edges through a highly-toughness adhesive. However, this process implies high labour costs, lower quality of products and some environmental concerns [105]. More recently, the prepreg technology has been adapted from the
aircraft industry and adopted in the wind industry. This technology allows the industrial impregnation of composite fibers to form them into complex shapes. The resin infusion technology is widely used to manufacture long blades. The outside of the blade is covered by a gel coat to provide protection against ultraviolet degradation and water penetration.

![Blade design with a load-carrying box girder](source: From Reference [1].)

**Figure 1.5:** Example of a WTB design with a box beam

Despite the advanced designs and technologies adopted for the manufacture of WTBs, they remain susceptible to damage as previously discussed in section 1.1.

### 1.1.2 Types of damages

The design of a WTB implies a trade-off between aerodynamic and structural efficiency. Therefore, WTBs are not optimised with regards to their structural strength. There are several causes for failures in blades, namely:

- **Leading Edge Erosion:** Abrasive airborne particles can impact and gradually
destroy the leading edge of the blade during operation. The erosion especially impacts blades operating at high rpm and particularly the regions closer to the top as these are exposed to higher velocities. Leading edge erosion can change the aerodynamic profile affecting the efficiency and creating delaminations on the leading edge [145].

- **Lightning**: Wind turbines are lightning magnets, especially the blades are vulnerable parts which can be completely destroyed by a lightning impact. Although blade manufacturers implement lightning protection, cracks are present where the lightning has hit the blade [32].

- **Icing**: The best locations for wind turbines are often windy areas in higher altitudes. In these locations, the blades experience low temperatures and are subjected to icing. Various problems occur due to icing on blades, e.g. interruption of energy generation, power reduction due to loss in aerodynamic efficiency [76] and increased fatigue in components such as the turbine tower, reducing the lifetime of a wind turbine [58].

- **Fatigue loads**: Wind turbines are continuously exposed to a stochastic wind field with various extreme events. This exposes the blade to cyclic loads and can introduce damage due to fatigue. If the damage is not timely identified, it can lead to failure and a collapse of the wind turbine.

Wind turbine failures can be subdivided based on the different damage types that lead to failure. These damage types are well defined and summarized by Debel [38] as follows:

- **Type 1 - Skin/adhesive debonding**: Damage in the adhesive layer bonding skin and main spar flanges
- Type 2 - Adhesive joint failure: Damage in the adhesive layer joining the up and downwind skins along the leading and/or trailing edges

- Type 3 - Sandwich debonding: Damage at the interface between face and core in sandwich panels in skins and main spar web

- Type 4 - Delamination: Internal damage in laminates in skin and/or main spar flanges, under a tensile or compression load

- Type 5 - Splitting along fibers: Splitting and fracture of separate fibres in laminates of the skin and main spar

- Type 6 - Skin/adhesive debonding by buckling: Buckling of the skin due to damage in the bond between skin and main spar under compressive load. This type of damage is a specific Type 1 case.

- Type 7 - Cracks in gel-coat: Debonding of the gel-coat from the skin

Delamination is potentially the most critical type of damage. It occurs in layered composite structures with poor bonding between layers. Delamination can develop from impact damage during the transport or service or from the manufacturing process. The most widely observed type of delamination is due to buckling, i.e. a high interlaminate stress that leads to the spreading of a crack. Generally, identifying this type of damage is crucial to avoid failures and accidents in WTBs.

1.2 Vibration-based structural health monitoring

Structural and mechanical systems are the backbone of modern societies. Guaranteeing the integrity of these systems is relevant for economic and safety reasons as
resilient infrastructure leads to fewer incidents and longer operating periods. Structural Health Monitoring (SHM) refers to the evaluation of the health or condition of a structure to identify damage. Traditionally, a change in the physical characteristics of the system, such as the geometry or material, is considered damage. This change affects the performance, safety, reliability, and the operational lifetime of the system. Therefore, detecting the presence of damage in civil structures has become highly important.

Initially, the structural integrity of a system was monitored through visual inspection. However, with the rapid development of sensing technologies, SHM has evolved in a complex and interdisciplinary research field ranging from experimental testing, through data acquisition and management and system identification to long-term measurement of environmental and operational conditions. With the development of sensing technologies, vibration-based SHM (VSHM) has enabled remote integrity monitoring. VSHM techniques are based on the measurement of vibration signals on structures which are further implemented in a monitoring process to detect damage.

VSHM systems have been successfully implemented in offshore oil platforms, aerospace structures and bridges [50]. In these applications, the damage location is unknown and there may be accessibility issues for inspections and monitoring. Thus,
remote integrity monitoring became an attractive workaround for these challenges. Wind turbines face similar challenges with damage appearing between inspections and the structures being in hard-to-access and/or remote locations. However, due to the recent emergence of the wind energy industry relative to the mature oil, gas and aerospace industries, VSHM has not yet become a widespread solution to monitor WTBs and has been mainly restricted to lab-scale experiments. VSHM systems have the potential to enable in-operation, continuous monitoring of the WTB structural integrity, thereby contributing to reduce failures and improving the reliability and cost competitiveness of what is expected to be one of the key energy technologies in low-carbon energy systems.

1.2.1 General monitoring framework

Monitoring structures such as WTBs involves the observation of the structure during a period of time and the collection of dynamic response measurements from sensors installed on it. This process also involves the extraction of damage sensitive features (DSF) from the measurements, which are further subjected to a statistical analysis to identify damage in the structure. Farrar et al. (2001) and Sohn et al. (2003) describe the problem of damage detection in a context of a statistical pattern recognition paradigm as a four-step process:

1. **Operational evaluation** aims to justify the implementation of an SHM system from the perspective of life-safety and economics. This first step defines damage and, in the case of different types of damage, it provides a prioritisation. This prioritisation could facilitate the management and repairs of failures in hard-to-access WTBs. Furthermore, during this step, the operational and environmental conditions under which the structure or system operates are identified and
considered as limitations when implementing the SHM system. This can be of particular interest for WTBs as they operate under harsh wind and temperature conditions.

2. *Data acquisition, cleansing and normalisation* are three sub-steps which come together to provide the measured data for further evaluation. Data Acquisition includes selecting the type and amount of sensors as well as the location for installation. Further, the excitation method is chosen which can be, e.g., an external excitation by an actuator and/or ambient excitation. Data cleansing is a process of detecting corrupted data which includes incomplete, irregular or inaccurate measurements. Data cleansing can be an automated process when, e.g., statistical techniques are used to fill in missing data or remove outliers. However, this can also require discretionary knowledge of the monitoring team which is aware of irregularities and/or interruptions during the measurement campaign (e.g., a loose sensor). In the case of WTBs, this can be, e.g., domain knowledge regarding the operation of the WT such as the cut in and cut out wind speeds. Finally, as variabilities in the measurements are expected due to environmental and operational conditions, normalising the data is important to ease the discrimination between the effect of the sources of variabilities and damage.

3. *Feature extraction*. A feature is a crucial element for pattern recognition containing information that characterises the state of a structure. Generally, a direct measurement of a system does not provide a condense description of the state or condition of the structure. Thus, a condensed representation of the measurements is used, also referred to as DSF in SHM applications. As the name suggests, DSFs are expected to hold information regarding the structural integrity and are further implemented in a statistical model to distinguish between a damaged and an undamaged state. DSFs are application specific and commonly identified through analytical approaches including finite element
models or numerical simulations which are known as modal parameters. DSFs also include non-modal based quantities which can include descriptive statistics or any type of data transformation of the vibration responses.

4. **Statistical and machine learning model development for damage identification.** Once DSFs have been selected, statistical or machine learning models are implemented to identify and quantify the damage state of the structure. These algorithms analyse the distribution of the selected features to better understand the condition of the structure.

Fundamentally, and based on [Rytter [135], Farrar et al. [52]] defined the damage identification problem, and thus the SHM process, as a hierarchical structure with five levels:

(i) *Detection*: Detecting the existence of the damage on the structure
(ii) *Localisation*: Locating the damage
(iii) *Classification*: Identifying the type of damage
(iv) *Assessment*: Quantifying the severity of the damage
(v) *Consequences*: Determining the actual safety of the structure after damage

In this hierarchical structure, the information of the previous level is a pre-requisite for the next level. Damage identification ultimately serves as a decision-making tool for the operator.

### 1.2.2 Approaches for damage identification

Damage identification has been extensively researched by the scientific community in the past decades. A variety of methods have been adopted to identify damage in
These methods can be classified into two main approaches: \textit{physics-based} and \textit{data-driven}.

Physics-based SHM relies on the physical characteristics of a structure such as natural frequency, mode and curvature. These characteristics are modelled through analytical models that are constructed from the combination of first principles such as Newton’s second law with additional closure models (e.g., a constitutive model). This is also known as a model-based approach with, e.g., a finite element model being updated or re-calibrated with newly measured data. The condition of the structure is evaluated based on the discrepancies between the calibrated and the updated model. This approach is well-established, nevertheless, still faces the challenge of high computational cost. A critical limitation of physics-based models are the modelling errors that result from model simplification and the complexity of the physical system\cite{45}.

On the contrary, the data-driven approach does not involve models that are based on physical laws. This approach commonly extracts DSFs from measurements and employs statistical pattern recognition or machine-learning techniques to identify damage in a structure. Compared with the physics-based approach for damage identification, the data-driven approach does not require a complex numerical model and has the potential of identifying damage in a structure regardless of the influence of operational and environmental variabilities such as wind and temperature. Not being based on physical laws and numerical models makes data-driven approaches more cost effective in terms of computational power yet these are often limited in terms of the interpretability of the results\cite{45}. Also, data-driven pattern recognition techniques commonly require a large amount of data recorded over, e.g., different seasons in a year to identify a robust pattern, which introduces another limitation.

Despite the limitations of data-driven SHM, several studies have put their focus on this field e.g. \cite{5, 9, 149, 169, 173}. As smart sensor networks become more affordable
and are a standard in many structures such as wind turbines, offshore platforms, etc., data-driven techniques become a promising approach to evaluate large amount of data in a timely manner.

### 1.2.3 Learning frameworks for data-driven damage detection

Generally, statistical and machine learning models can be trained in 3 different ways: supervised, unsupervised and semi-supervised [70]. The main differences between these approaches is the prior knowledge available. Supervised learning aims to learn the relationship between inputs and outputs given a sample of labelled features that a function approximates and maps inputs to outputs. For unsupervised learning, the features are not labelled, the algorithms find patterns in the data which allows the identification of discrepancies. Semi-supervised learning is a combination between supervised and unsupervised which involves partially labelled data for training.

Focusing on damage detection in structures, this can be transferred into prior knowledge about the existence of damage. Assuming a structure is monitored over a period of time, the learning frameworks for supervised, unsupervised and semi-supervised damage detection are introduced and defined as follows:

**Supervised framework**: Features are extracted from measurements while the structure in operation was undamaged and damaged. The knowledge about the damaged and undamaged structure is used (i.e., the features are labelled ”damaged” and ”undamaged”) when designing a supervised damage detection framework. A framework that has fully labelled features as shown in Fig. 1.7 is considered a supervised framework.

**Unsupervised framework**: Features from measurements during operation are extracted not knowing if or when the structure is healthy or damaged. No information about
- Damage sensitive features from a healthy structure
- Damage sensitive features from a damaged structure
- Unknown

**Figure 1.7:** Supervised learning framework for damage detection. Each dot represents a DSF extracted from the measurements.

the measured data with regards to the structural integrity is provided, i.e., no labels are provided as can be seen in Fig. 1.8

**Figure 1.8:** Unsupervised learning framework for damage detection. Each dot represents a DSF extracted from the measurements.

**Semi-supervised framework:** Only measurements from a healthy structure are available (or what is considered to be healthy). When designing a semi-supervised framework, the knowledge about the healthy structure is used as a reference. Supervised modelling algorithms can be used in a semi-supervised framework as long as the labelled data contains only knowledge about the healthy structure as seen in Fig. 1.9

**Figure 1.9:** Semi-supervised learning framework for damage detection. Each dot represents a DSF extracted from the measurements.

It is worth highlighting that, e.g., a semi-supervised framework can adopt supervised...
algorithms such as artificial neural networks as long as the knowledge of the damaged state is not used to train the algorithm to detect damage. In practice, recordings from a damaged structure are scarce, thus, making an unsupervised framework easier to implement as less information regarding the structural integrity is required [24]. Also, unsupervised frameworks are rarely applied for damage detection given that neither knowledge of a healthy nor damaged structure is available to train the algorithm. Commonly, an operator would like to prevent damage in a structure or detect it when it happens through continuous monitoring. In this situation, knowledge from the healthy state of the structure is available and the data can be used to create a reference state and train the algorithm to detect damage. This suggests that a semi-supervised framework is the most appropriate learning framework for online (continuous) damage detection. Nonetheless, challenges remain in the adoption of this learning framework. These challenges will be discussed in more detail in the next chapter.

1.2.4 Control charts

Control charts, also known as Shewhart charts (after Walter A. Shewhart) [138] or process-behaviour charts, are a statistical process control tool used to visualize variabilities in a process [40]. This can be done through monitoring one or multiple parameters in a process that have been summarised into a one-dimensional plot. In one of its simplest forms, this monitoring can be done by using the standard deviation and means of samples. By comparing the mean and standard deviation of a sample with those of the whole process, deviations can be identified and classified. The identified deviations can be utilised as warning signals.
Figure 1.10: Data partitioning for an output-only damage detection methodology

For damage detection, a damage index (DI) (also known as a novelty index) is calculated. The DI can summarise the DSFs which can be plotted as a control chart as shown in Figure 1.10. A threshold is defined which allows to cluster data into a “healthy” and “damage” states. Correctly clustered data is referred to as true positive (damage) or true negative (healthy). Observations which are misclassified are referred to as false positive (incorrectly identified as damage) or false negative (incorrectly identified as healthy). The threshold can be defined through a distribution of the data and how much false positives (or percentage out of distribution) are acceptable for the operator. This often depends on the application and the implications of a false positive. The presence of false positives and false negatives are often caused by the influence of environmental and operational variabilities.

1.3 The challenge of EOVs in data-driven VSHM

The dynamic responses of a structure measured through a monitoring system can differ due to the influence of environmental and operational variabilities (EOVs). This represents one of the prevailing challenges in damage detection. It is crucial to discriminate between structural damage and EOVs as the latter can camouflage the
existence of damage or falsely identify damage when it does not exist.

Structures are generally subjected to multiple EOVs. Identifying these variabilities and assessing their influence becomes a critical task in damage detection. Common sources of these variabilities include environmental conditions such as ambient temperature, wind conditions, and moisture and humidity levels [49]. For instance, variations in temperature can affect virtually all material properties including elastic modulus, yield stress and mass density and result in changes in the geometry of a structure [49].

Farrar et al. [46] studied the influence of environmental variabilities such as thermal effects and operational variabilities such as vehicle weight and excitation source during a damage detection process in the Alamosa Canyon Bridge. On one hand, the authors performed modal tests and gathered temperature measurements at various locations on the bridge over a 24-hour period to examine the variabilities caused by thermal effects. They found that the modal frequencies vary approx. 5% during the examination period and these changes were related to the temperature differentials observed across the bridge deck. On the other hand, the authors carried out tests to identify differences in the modal parameters when using various excitation sources including roving hammer impact excitation, single point impact excitation, ambient excitation from traffic on an adjacent bridge, ambient excitation from a single car driven over the bridge, and from electrodynamic shakers. The authors found that it was challenging to identify the differences in the modal parameters measured during the tests from the variabilities caused by environmental effects, however, they were able to determine that there were statistically significant differences in the damping that were correlated to the excitation amplitude.

Similarly, Figueiredo et al. [56] found that the same bridge’s frequencies and thermal environment changed over a 24-hour cycle in a study carried out nearly a decade
later. Ultimately, these studies highlighted the importance of quantifying the effects of EOVs on the modal-based parameters they used in the damage identification process. The issue of EOVs is also referred to as data normalisation and has become a key concern when implementing SHM systems for damage detection [48].

1.4 Conclusion

With the rapid development of the wind energy sector and its key role in the transition to low-carbon energy systems, reliability and cost competitiveness become crucial challenges that must be addressed to aid and strengthen this energy sector. As one of the main sources of accidents and failures, monitoring the integrity of WTBs is of particular interest. This chapter has described the potential synergy between VSHM systems and WTBs.

VSHM systems have already been widely adopted in other industries including aerospace and offshore oil & gas. In the wind energy industry, there is great interest in these systems. However, their implementation on WTBs has been often restricted to lab-scale experiments due to challenges such as instrumentation and high upfront costs. This thesis explores the adoption of a VSHM framework for damage detection in operating WTBs that addresses the challenge that EOVs pose to the successful detection of damage through a semi-supervised learning framework.

1.5 Outline of the thesis

The remaining chapters of this thesis are structured as follows:
• Chapter 2 provides an overview of the literature concerning approaches for damage sensitive feature extraction and data normalisation. An assessment of the strengths and limitations of these approaches is provided. Based on this assessment, the problem statement and research objectives for this thesis are defined.

• Chapter 3 introduces a semi-supervised damage detection framework based on artificial neural networks. This framework is tested on artificial data, numerical simulations and a lab scale experiment. Finally, a comparison between the proposed framework and state-of-the-art approaches such as PCA and cointegration is conducted.

• Chapter 4 introduces an interpretable novelty detection framework based on Gradient Boosted Decision Trees and Shapley Additive Explanation. This framework is implemented to interpret the widely used Mahalanobis distance-based novelty index. The framework is tested on a numerical simulation.

• In chapter 5 the proposed novelty detection framework introduced in chapter 3 and the interpretability framework introduced in chapter 4 are evaluated on an operating wind turbine blade with artificial damage. The strengths and limitations of these frameworks are discussed and a combined approach is presented.

• Finally, chapter 6 summarises the conclusions and recommendations derived from the research presented in this thesis. Additionally opportunities for further work based on the challenges and limitations encountered throughout the research are presented.
Chapter 2

Literature review and research objectives

This chapter provides an overview of available literature that discusses the prevailing challenge of EOVs in data-driven damage detection. EOVs can camouflage damage or falsely hint towards it. VSHM systems in WTBs can be hindered by multiple EOVs such as temperature, wind conditions, humidity, among others. Hence, addressing the influence of EOVs can improve reliability in the wind energy sector. The literature review discusses the main stages involved in a framework to mitigate EOVs in damage detection, namely the extraction of DSFs such as modal and non-modal parameters; the use of data normalisation techniques to mitigate the effect of EOVs in data-driven damage detection and the construction of a novelty index that facilitates damage detection and decision-making. Table 2.1 summarises the literature that has been reviewed in this dissertation within each stage. This is not intended to be a thorough review of the existing literature on the damage detection stages but to provide an overview of state-of-the-art methods and techniques that are relevant to the work presented in this dissertation.
Table 2.1
Summary of literature reviewed in this dissertation organised by stages of the damage detection and techniques

<table>
<thead>
<tr>
<th>Stage of Damage Detection Framework</th>
<th>Technique</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Damage Sensitive Feature Extraction</td>
<td>Natural frequencies</td>
<td>19, 25, 67, 109, 124, 148, 174</td>
</tr>
<tr>
<td></td>
<td>Modal damping</td>
<td>19, 25, 67, 90, 113</td>
</tr>
<tr>
<td></td>
<td>Mode shapes</td>
<td>13, 67</td>
</tr>
<tr>
<td></td>
<td>AR parameters</td>
<td>53, 55, 59, 87, 121, 124, 142, 148, 158</td>
</tr>
<tr>
<td></td>
<td>CWT</td>
<td>4, 7, 106, 134, 158</td>
</tr>
<tr>
<td></td>
<td>Empirical vibration parameters</td>
<td>39, 64, 110, 152</td>
</tr>
<tr>
<td>Data Normalisation</td>
<td>ARIMA, ARX, ARMX</td>
<td>84, 85, 108, 125, 151</td>
</tr>
<tr>
<td></td>
<td>GMM</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Cointegration</td>
<td>34, 127, 139, 155</td>
</tr>
<tr>
<td></td>
<td>Gaussian process regression</td>
<td>139</td>
</tr>
<tr>
<td></td>
<td>PCA</td>
<td>114, 126, 143, 144, 156, 162, 166</td>
</tr>
<tr>
<td></td>
<td>MD</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td>AANN</td>
<td>41, 71, 162</td>
</tr>
<tr>
<td></td>
<td>ANN</td>
<td>12, 43, 59, 72, 75, 85, 85, 104, 115, 133, 165</td>
</tr>
<tr>
<td></td>
<td>LASTM</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>K-means</td>
<td>144</td>
</tr>
<tr>
<td>Novelty Index</td>
<td>Euclidean Distance</td>
<td>71, 156</td>
</tr>
<tr>
<td></td>
<td>Mahalanobis Distance</td>
<td>4, 25, 152, 170</td>
</tr>
<tr>
<td></td>
<td>t-squared statistic</td>
<td>31</td>
</tr>
</tbody>
</table>

Additionally, given the recent uptake in the use of machine learning techniques for damage detection, their lack of interpretability is highlighted and discussed. Shapley
Additive exPlanations (SHAP) is investigated as a tool to add interpretability to so-called black-box models. Ultimately, the gaps and limitations found in the literature are selected as the research objectives of this thesis.

### 2.1 Damage sensitive feature extraction

The extraction of DSFs is a key step in the vibration-based damage detection process. This has become an area of research that has attracted significant attention. The ideal DSF should be sensitive to damage whilst being robust to all EOVs. Conceptually, DSFs condense a large volume of raw data, however, the extraction of these features should require low computational effort, particularly when considering wireless sensing networks and online monitoring systems. Given all these considerations, it is difficult to find a single feature that has all these properties and, at the same time, can be applied to different types of structures to detect damage under the influence of different EOVs. Over the years, several techniques have been adopted to extract DSFs. These techniques can be divided into modal-based and non-modal-based. The most commonly used techniques will be briefly discussed in the coming sections.

#### 2.1.1 Modal parameters

Commonly, early studies on VSHM were based on the premise that changes in a structure can be reflected in changes in natural frequency, mode shape, or modal damping. These modal parameters have been widely adopted as DSFs. One of the first implementation of such DSFs dates back to 1975, when Vandiver used changes in natural frequency to detect structural failures in an offshore platform.
Since then, numerous studies have adopted such DSFs in damage detection processes \[13, 19, 25, 67, 90, 109\].

However, modal parameters can be relatively insensitive to damage \[39\]. Particularly EOVs and changes in the material properties due to, e.g., aging can change the means, variances and covariances of vibration signals over time, thus violating the assumption of linear stationarity which are characteristic of standard modal techniques based on Fourier transforms \[39\]. Talebinejad et al. \[150\] compared modal-based damage detection techniques and found that only high intensity damages were detectable through the use of parameters such as natural frequencies, mode shapes and curvature. Furthermore, their study concluded that the selected DSFs and damage detection techniques were sensitive to noise contamination, which led to the identification of numerous false positives. Finally, the results suggest that the first modes, which are generally easily extracted, are less sensitive to damage and most influenced by EOVs whilst the higher modes show more sensitivity to damage yet have higher uncertainty when identifying them.

Similarly, Larsen et al. \[92\] found that the natural frequencies of the first few modes of a WTB show negligible changes after introducing significant artificial damage in the trailing edge. The authors found that mode shapes contained information that may help to detect and localise damage in the WTB when decomposed into flapwise, edgewise and torsional components. However, these conclusions were only valid after introducing 120 cm damage in the trailing edge and in an experimental setup (i.e., under negligible influence of EOVs).

Techniques and methods based on modal parameters or detailed models of a structure for damage detection have been effective. However, they face particular issues including the challenge of calibrating the models for non-linear and inelastic behaviour, the sensitivity of the parameters to EOVs, among others. Previous studies have shown
that damage, which is a local phenomenon, is difficult to identify through global properties of the structure such as modal frequencies [47]. For accurate damage detection through modal-based parameters, very precise measurements or large levels of damage are required. The local nature of damage requires registering the structure’s higher frequency modes, which is a more challenging process in practice and, thus, limits the applicability of these techniques for online monitoring systems.

2.1.2 Non-modal parameters

To address the issues of stationarity, linearity and sensitivity to EOVs, several studies have proposed the use of alternative DSFs to modal parameters for damage detection which are referred to as non-modal parameters [21]. Some examples will be reviewed in this section.

To deal with the challenges of linearity and stationarity, Delgadillo and Casas [39] propose the use of empirical vibration parameters as DSFs for bridge damage identification including cumulative absolute velocity, cumulative absolute displacement, distributed vibration intensity, among others. The proposed DSFs were suitable for damage identification (detection, localisation and quantification), however, this study did not account for the effect of EOVs on the vibration parameters of the bridge examined.

Commonly used non-modal parameters adopted in damage detection studies include coefficients of an autoregressive (AR) model, continuous wavelet transform (CWT), and statistical parameters such as covariance. A brief overview of some of these studies is provided next.

AR models have been widely used as techniques to extract DSFs under the approach
of time series analysis. These models can be used in two ways to extract DSFs, namely using the residual errors of the model or directly using the coefficients of the AR model. AR models or specifically the AR moving average (ARMA) are also utilised to estimate modal parameters, where ambient vibration response of a system can be described by an AR model. Ultimately, the identification of the AR parameters are related to the eigenfrequencies of the system. Similarly, the CWT can be used as an abstract transformation to extract DSFs or an aimed analysis to estimate modal parameters such as eigenfrequencies and modal damping.

Figueiredo et al. constructed an AR model and use both the residual errors and the model’s parameters (or coefficients) as DSFs to be able to distinguish the variations in the features that are caused by damage from those caused by EOVs. The authors used a lab-scale three-story frame structure excited with an electrodynamic shaker. A column suspended from the top floor of the structure was used to simulate nonlinear damage behaviour when it contacts a bumper mounted on the lower floor. EOVs were also simulated by replicating the variabilities observed in the real world through changes in mass and stiffness of the structure. Both the AR residual errors and the model parameters were able to detect damage even under the effect of EOVs and, thus, AR modelling was identified as an effective feature extraction technique.

Mollineaux et al. sought to detect damage in a 34-meter WTB subjected to various configurations simulating different degrees of damage. In their approach, the authors use the AR coefficients as DSFs as was done by Figueiredo et al. However, Mollineaux et al. also demonstrate the use of wavelet transforms of the input and output signals to address the non-stationary excitation, which aimed to simulate operational wind excitation. The continuous wavelet transform (CWT) has been also widely used as a feature extraction technique in other damage detection...
applications [7, 158]. Albeit in an experimental setup, Mollineaux et al. [106] demonstrated an approach to detect damage on a full-scale WTB under non-stationary excitation while using low-power wireless accelerometers.

A feasibility study using AR parameters obtained from a single vibration sensor on an operating 12m WTB with artificial damage was performed by Panagiotopoulos et al. [121]. 15cm, 30cm and 45cm delaminations in the trailing edge were artificially introduced to simulate damage. The damage detection performance was assessed via Receiver operating characteristic (ROC) curves\(^1\) and the results showed low accuracy for all three damage scenarios. By further implementing PCA, the authors dealt with the influence of EOVs and improve the performance of the damage detection process, obtaining adequate performance (64% true positive rate for 5% false positive rate) for the 15cm damage scenario, very good (100% true positive rate for 2.7% false positive rate) for the 30cm damage scenario and excellent (100% true positive rate for 0% false positive rate) for the 45cm damage scenario.

As opposed to modal-based parameters, non-modal or data-driven parameters do not require detailed analytical models such as Finite Element (FE) models. With non-modal parameters, naturally obtained, random dynamic responses accounting for inherent uncertainties such as EOVs can be treated through statistical tools to effectively detect damage [54]. As discussed earlier, non-modal parameters can be used in an abstract way and are also able estimate modal parameters through e.g. the CWT or an AR model. A substantial benefit of this approach is that the detection can take place without interrupting the normal operation of the structure and, thus, are suitable for continuous monitoring systems. However, this approach requires the construction of a baseline, i.e., the algorithms must be trained to differentiate between the patterns that will arise [54]. Also, this approach still requires the use of additional

\(^1\)ROC curves plot the true positive rate (i.e., probability of detection) vs. the false positive rate (i.e., probability of false alarm) evaluated at different thresholds.
data normalisation techniques, as seen in the review presented thus far, to mitigate the influence of EOVs.

2.2 Data normalisation approaches

Several techniques have been adopted to mitigate the effects of EOVs on vibration-based damage detection processes. Some of these techniques will be briefly discussed in this section along with a review of their applications for damage detection in civil structures and, particularly, wind turbine blades.

Peeters et al. [125] used the Z24 bridge measured responses collected from different damage detection tests performed by Krämer et al. [86] to demonstrate and mitigate the effect of temperature on the eigenfrequencies (used as DSFs). The natural frequencies showed intra-day variations, which are correlated to the recorded temperature variations. The authors observed an increase in the identified natural frequencies when temperature decreased. This effect was amplified when the temperature was below 0°C, suggesting a nonlinear relationship. The authors used a linear single-input, single-output (SISO) autoregressive with exogenous terms (ARX) model to describe the relation between temperature and one eigenfrequency. Based on this methodology, damage is detected when a new measured eigenfrequency lies outside the confidence intervals estimated from the ARX model. The authors were able to successfully detect damage in the Z24 bridge despite the effect of temperature and demonstrated that an ARX model including the thermal dynamics of the bridge performed better than a ‘static’ regression model, thereby, being capable of mitigating the effects of EOVs.
A different approach is adopted by Moser and Moaveni [108], where the effect of temperature on the natural frequencies measured on the Dowling Hall Footbridge on the campus of Tufts University through continuous monitoring was studied. Moser and Moaveni [108] evaluated several alternative regression models including a linear and a fourth-order polynomial model, a quadratic model, a bilinear model, and an ARX model. Based on quality metrics such as the estimation error variance, the coefficient of determination R-Squared and objective criteria such as the Akaike’s Information Criterion (AIC) and the Bayesian Information Criterion (BIC), the fourth-order polynomial was selected. Confidence intervals were estimated for the identified natural frequencies as a function of temperature. The authors proposed using the ratio of observed outliers to the expected rate of outliers (based on the confidence level) as a damage detection index. In this way, if a future natural frequency falls outside the confidence intervals established for the corresponding temperature, it can be concluded that the bridge has experienced structural change and, thus, potential damage.

Tatsis et al. [151] proposed a framework for structural identification, damage detection and localization using SISO ARX models that enable the tracking of the operational variability and capturing the dependency on varying environmental and operational conditions. The proposed framework was applied on two numerical case studies of different complexities for its assessment, namely a spring-mass-damper system with six DOFs and a six-storey shear frame under base excitation. The authors demonstrated that their framework detected and localized damage at early stages. However, their approach was mostly set to treat faults resulting from events such as earthquakes or strong wind gusts. The detection of gradual degradation would require further research. The approach would also require to be subjected to experimental validation.

Other studies have normalised the DSFs used in their damage detection processes
for aircraft structures by means of different regression models including the Vector-dependent Functionally Pooled AutoRegressive with eXogenous excitation (VFP-ARX) model [84] and Gaussian Mixture model (GMM) [128]. GMM has found its use for damage detection in WTBs. Avendano-Valencia et al. [4] adopted a Gaussian Process time-series modelling approach to quantify the effect of EOVs such as wind and temperature on the dynamic properties of frequency vibration responses from an operating WTB subjected to different operating regimes. The authors found that changes in temperature have a subtle effect on the characteristics of the vibration response, whilst operational variations such as changes in the rotor azimuth were the main driver of the variations on the characteristics of the vibration response. The authors studied three cases, namely no separation of operational states and feature normalisation, separation of operational states but no feature normalisation and, finally, separation of operational states and GMM feature normalisation. The results show that the last two cases reduce the variations in the Mahalanobis Distance (MD)-based damage detection index, thus, enabling the distinction of damaged states of the blade, albeit with the presence of false negatives.

Cross et al. [34] introduced the cointegration technique to analyse the non-stationary dynamic and quasi-static responses in VSHM data to deal with the issue of EOVs in a damage detection process. In this approach, the cointegrated residuals of the monitored features have the common trends in the original dataset removed and can then be used as DSFs free of the effect of EOVs. Cointegration is an econometric technique based on the assumption that some linear combination of two non-stationary time-series is stationary and the stationary residuals will describe the long-run dynamic equilibrium of the process [26].

Tomé et al. [155] sought to detect simulated damage on the Corgo Bridge using an approach based on multivariate cointegration analysis and statistical process control. Different damage scenarios were numerically simulated and superposed to data
collected over a 3.5 years long monitoring campaign. The approach was able of suppressing EOVs and long-term effects and detecting different damage intensities in the cable-stayed bridge.

An extended framework based on cointegration and Gaussian process regression (GPR) was tested by Shi et al. [139] on data from the Z24 bridge to account for non-linear relationships between the extracted features. The combination of cointegration and GPR successfully dealt with EOVs in this case study. However, the authors acknowledged the limited capability of GPR to deal with underlying regime switches in structures, e.g., different structural response under cold and warm temperatures.

The cointegration approach has been tested on WTBs as well. Qadri et al. [127] employed the cointegration technique for a vibration-based damage detection process of a WTB under operating conditions. The selected approach was able to detect the 15 cm trailing edge opening introduced to simulate damage in the WTB, thus discriminating between observations with and without implemented damage.

A technique that has become widely used for data normalisation and dimensionality reduction is PCA. In SHM, this technique has been applied to vibration-based DSFs to eliminate the effects of EOVs in damage detection without the need for direct measurements of the environmental parameters. Yan et al. [166] adopted a PCA-based damage detection method that accounts for linear (and weakly non-linear) effects of EOVs on DSFs. In this application, the authors tested the approach on a simulated bridge model exposed to temperature gradients and a wooden bridge lab experiment. In both cases, the natural frequencies served as DSFs and were transformed by PCA. In the numerical example, one out of six principal components was used for damage detection. The results have shown that the simulated temperature field was successfully mitigated and damage was clearly detected. The authors also highlighted that the use of more principal components did not significantly change the results. In
the lab experiment, eight out of nine principal components were used for successful damage detection and mitigation of EOVs. Yan et al. concluded that the PCA-based damage detection method was simple and efficient.

Trendafilova et al. [156] adopted a PCA-based damage detection approach and tested it on a scaled aircraft wing simulated by a finite element model (FEM). Two types of damage were simulated, namely cracks introduced by disbanding a number of elements in the FE model and distributed damage simulated by stiffness reduction in the whole volume of the wing. The authors used PCA to transform the frequency response functions (FRFs) of the simulated vibration responses and reduced their dimensionality. They retained the first two principal component (PC), which account for 92.11% of the variance, and used these as DSFs. For damage detection, the authors implemented the one nearest neighbour classifier on the basis of the Euclidean distance to differentiate between damage and no-damage. The methodology was proven to be suitable for structural damage detection, albeit limited to the provided numerical experiments. Ulriksen et al. [157] explored a similar PCA-based approach to detect damage in an operating WTB highlighting the applicability and suitability of such a methodology for practical applications.

More recently, Pereira et al. [126] proposed a combined application of weighted regression models and PCA to detect damage on the Baixo Sabor arch dam in Portugal. A numerical model of the dam and three years worth of monitoring data (including environmental and operational conditions) were used to simulate different types of damage in the dam. PCA was directly applied to the natural frequencies and produce control charts that facilitated damage detection. However, the authors found that the use of combined models such as multiple linear regressions and PCA were most efficient to detect damage simulated by stiffness reduction.

Another method used to normalise variabilities in DSFs due to EOVs through outlier
analysis is the Mahalanobis distance (MD) [164]. The MD evaluates the discordance of a single set of DSFs from a particular observation with respect to the rest of DSFs or a set of DSFs [49]. The MD is essentially the Euclidean distance coupled with data normalisation based on the covariance between DSFs. The MD has been used in several studies with various combinations of DSFs such as AR coefficients [28], SSA [63], or in a comparative study with multiple modal assurance criteria (MAC) values, coordinate modal assurance criteria (COMAC) and damping ratios [25]. Often, the MD is used to construct a novelty index for damage detection as seen in Trendafilova et al. [156] and Tcherniak and Mølgaard [152].

The three last approaches discussed - namely MD, PCA and cointegration - have gained popularity as data normalisation techniques to deal with the influence of EOVs in damage detection. Cross et al. [33] conducted a comparative study exploring the potential and limitations of the three approaches using benchmark data from the Brite-Euram project DAMASCOS, collected from a Lamb-wave inspection of a composite panel which was subjected to temperature variations. In the study, after selecting features that were insensitive to environmental conditions, the authors found that outlier analysis, i.e., MD, was able to detect damage yet warned the reader about a potential trade-off between insensitivity to environmental conditions and sensitivity to damage in the features selection process. If feature selection is omitted, a significant amount of false positives is present. The authors found that both PCA and cointegration enable the creation of environmentally insensitive features and the clear detection of damage. In the case of PCA, the selection of PCs is crucial for successful damage detection. This study found that the minor components are sensitive to damage whilst insensitive to temperature variations. However, the choice of components is case-specific and requires careful consideration as this can significantly alter the outcome of the damage detection process. Unlike PCA, in the case of cointegration, the selection of the most stationary cointegrating vectors can be carried out by means
of the Johansen procedure [8]. Nevertheless, the study showed that additional consider-
erations were necessary to improve damage detection and avoid anomalies, thereby
ensuring the stationarity of the residual during the normal response of a structure.
Such considerations include either the use of a subset of the original variable set se-
lected or a linear combination of cointegrating vectors not assessed by the Johansen
procedure.

These three approaches have underlying assumptions that may limit their applica-
bility and generalisation for real structures. The MD implicitly assumes a Gaussian
distribution of the normal condition data. PCA and cointegration assume linearity
in the data set. While these assumptions can often be a good approximation of real-
world data, the random variability and influence of simultaneous EOVs encountered
in real applications are often not adequately represented when using experimental or
numerical examples as also highlighted by Cross et al. [33].

To avoid limiting assumptions about the distribution of the data, studies have ex-
plored the use of non-traditional techniques for damage detection and mitigation of
EOVs [6, 56]. These techniques include machine learning algorithms such as Artificial
Neural Networks (ANN), eXtreme Gradient Boosting Decision Trees (XGBoostDT),
Support Vector Machines (SVM), among others. Particularly, ANNs served in sev-
eral methodologies as a powerful tool for pattern recognition, specifically to learn the
patterns of EOVs. Two main types of neural networks (NNs) architecture can be
found in SHM applications: auto-associative neural network (AANN) and conven-
tional ANNs for regression or classification problems. AANNs is a particular network
architecture that is trained to approximate the mapping between a network inputs
and outputs which have equivalent amount of neurons. In this way, the DSFs are
reconstructed and a pattern can be identified. The AANNs are trained with a subset
of healthy DSFs and the reconstruction error of new observations serves as novelty
index which is expected to increase if a structure is damaged. The AANN has been
applied successfully in several studies. AANN is an unsupervised learning algorithm, yet its implementation when considering data from a healthy structure for training falls into the semi-supervised learning frameworks described in section 1.2.3.

Gu et al. [71] proposed a two-step procedure, where, first, auto-associative neural networks (AANN) are used to reconstruct modal parameters and, second, the novelty index is calculated by the Euclidean norm to highlight the reconstruction error. The methodology was tested on a finite element model of a simple supported steel beam girder which was subjected to uniformly distributed temperature variations. The temperature varied from -15°C to 50°C and non-linear temperature dependent material properties were considered. The authors have shown that the AANN were capable of identifying the non-linear temperature variations in the DSFs and differentiate structural damage from temperature variations for different levels of noise. Several studies have highlighted the potential of AANN in various combinations for damage detection, e.g., in combination with PCA [114, 143] or directly with modal frequencies [174].

AANN can also contribute to damage detection in WTBs as shown by Dervilis et al. [41]. Vibration measurements were obtained from a 9m blade exposed to approx. 8.5 million loads cycles which created a visible crack in the WTB. Due to the laboratory environment, environmental conditions were rather stable. Nonlinear Principal Component Analysis (NLPCA) is applied to the FRF in order to transform the raw measurements into a lower dimensional representation and as a feature selection technique ultimately retaining 96% of the variance explained (10 PCs). FRF in combination with NLPCA and AANNs have shown to be applicable for damage detection in WTBs. Additionally, the Radial Basis Function (RBF) AANN adopted was found to be equivalent in performance to a 5-layer AANN yet leading to fast and efficient runs. Finally, the authors highlight the importance of the feature selection process and suggest further discussions on this subject.
A successful monitoring approach to identify impending blade breakages using
AANNs was proposed by Wang et al. [162]. The authors used supervisory control and
data acquisition (SCADA) data collected from a wind farm with 33 turbines, where 2
turbines experienced blade breakages. 10-min summary statistics of the SCADA data
collected prior to the breakages were used to train a 5-layer AANNs. The bottleneck
layer of the AANNs architecture was set to 10 neurons based on a PCA analysis which
revealed that the first 10 PCs accounted for 90% of variance. The Euclidean norm
of the reconstruction error served as novelty index in a control chart to detect the
damage. The results show that the breakages were successfully identified. Further-
more, false alarms were not observed. Nevertheless, the authors acknowledged that
the proposed approach needs to be further validated.

ANNs have mainly been applied for classification and regression problems. For exam-
ple, Kostić and Güll [85] employed an ANN regression model in a proposed framework
for damage detection and localisation. For this, a FEM of a bridge is used with 2000
simulations influenced by a temperature field. The DSFs were obtained from the
vibration response by an autoregressive moving average model with exogenous inputs
(ARMAX). To mitigate the temperature from the DSFs, Kostić and Güll used ANNs
to build a relationship between the simulated temperature field and the DSFs. The
difference in prediction were used as new DSFs which were free from EOVs, yet were
capable to detect the damage in the structure. The results showed that the pro-
posed methodology was able to determine the presence, location and, furthermore,
the severity of the damage. Due to the promising results in mitigating EOVs, the
authors discussed further expansion of numerical simulation with different sources of
EOVs and implementation in real structures. Multi-layer feedforward ANNs have
been subjected to numerous studies in the past decade showing successful pattern
recognition for modal parameters-based DSFs [12, 69, 72, 104, 115] and non-modal-
based DSFs [43, 75, 133, 165].
In the field of wind energy, ML techniques have been researched and tested in field applications such as fatigue analysis of a WT tower [35, 96, 112], fatigue analysis of a WTB [89, 160] or predicting the power production in a wind farm [1, 154]. More recently, Choe et al. [30] proposed and tested a supervised damage detection framework for floating offshore wind turbine (FOWT) blades. For this, a numerical model is developed for the FOWT with a capacity of 5 MW and 61.5m blades including non-linear EOVs such as wind inflow, blade pitch, generator torque and yaw. The numerical blade model was divided into 10 sections, where damage was introduced by reducing the bending stiffness and the mass of the damaged materials ranging from 5% to 30% in several locations. A total of 12000 simulations were performed with different damage locations and intensity and 1200 simulations of an undamaged blade. To identify the pattern of different damage scenarios and an undamaged blade, Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) neural networks were implemented. For this, the vibration response was wavelet transformed and was treated as an input for the LSTM and the different damage scenarios as prediction targets. The authors tested four different LSTM networks with an overall accuracy of 91.7% and up to 100% in special cases. The study has shown the applicability of LSTM NN and their application for highly non-linear EOVs in damage detection.

Apart from ANNs other ML techniques were successfully applied in SHM. Solimine et al. [144] used PCA and K-means clustering to identify outliers, i.e., deviations from the normal operation of a full-scale WTB, through the collection of audio signals from the blade cavity. Their method successfully detected structural and acoustic abnormalities when the WTB underwent fatigue testing. Furthermore, the authors concluded that their method facilitated the ability to distinguish between damage-related acoustic aberrations and EOVs.

Recently, some studies have adopted the population-based SHM methodology to address the sparsity of data in SHM and overcome the need for large sets of data required
before the start of a monitoring campaign to train ML algorithms [15]. This methodology considers the available data of structures from both physical and numerical systems, thereby expanding the number of observations available for diagnosis and classification of damage on a new structure at the start of its monitoring campaign and facilitating the transfer of knowledge [15]. Gardner et al. [65] demonstrate the applicability of this methodology for transferring localisation labels from a Gnat aircraft wing to an unlabelled Piper Tomahawk aircraft wing dataset in combination with multiple domain adaptation algorithms such as balanced distribution adaptation and a k-nearest neighbour classifier. This novel approach overcame the need for damage observations from the Piper Tomahawk wing. Based on this evidence, it can be said that the ML techniques in combination with transfer learning frameworks such as the population-based SHM methodology could enable a pathway for industrial applications of online monitoring systems for damage detection in structures.

Most civil structures are not equipped with an SHM system for continuous monitoring, therefore, data from real damage in a structure is limited. As such, the use of data-driven techniques and frameworks for damage detection including ML techniques are often limited to numerical simulations or lab-scale experiments. Commercially available SCADA systems in a WT do not include a monitoring system for WTBs, making it particularly hard to validate such damage detection frameworks on operating WTB. Nevertheless, ML techniques have shown in the various studies reviewed a potential for damage detection. Especially WTBs, which operate often under extreme and harsh environmental conditions, can benefit from these techniques.

As mentioned in section 1.2.4, control charts can be laid out to ease decision-making by constructing a one-dimensional novelty index. The novelty index can be a direct result from the data normalisation when, e.g., PCA is implemented and the dimensional space is reduced to the first principal component. In other cases, when implementing, e.g., ANN, a prediction error would need to be calculated to serve as
a one-dimensional novelty index \[110\]. Finally, when directly mitigating the EOVs in the feature space, the dimensionality may remain unchanged and a common way to summarise this information is the construction of a novelty index based on a distance metric such as the Euclidean distance \[71\], the Mahalanobis Distance \[170\] or the T-squared-Statistic \[31\].

### 2.3 Black-box models and their interpretability

ML techniques have been successfully implemented in experimental and some real damage detection applications. Nevertheless, the ML algorithms adopted in these studies for SHM and VSHM frameworks are often referred to as black-box models and they provide little to no information about the decision-making process. The lack of interpretability and understanding regarding how these models detect changes in structural integrity and how DSFs are used by these models to make a certain prediction is one of the reasons hindering the widespread adoption of these techniques for industrial applications. From Fig. 2.1, it can be seen that ANNs are a good example for models with high accuracy but rather low interpretability. Commonly, highly accurate models build a non-linear relationship and require long computational time. On the other hand, highly interpretable models often assume a linear and smooth relationship and are rather easy to compute.

Enabling interpretability in ML-based VSHM frameworks can help building evidence for reliable decision-making in SHM applications. In particular, differentiating between novelties caused due to the influence of EOVs or damage in a structure can help reducing false alarms.

The issue of interpretability when using ML techniques is not new and has been
Figure 2.1: The trade-off between accuracy and interpretability when using ML techniques. The hierarchy is rather subjective and can vary with different applications [129].

previously addressed in fields outside engineering [161]. Interpretation of models can be addressed in several ways, one way is to simply use interpretable models such as a linear regression, which often yields a low accuracy but is intuitive for the user. Another way is to use model-agnostic tools, which can be ultimately applied to any supervised learning algorithm. These are often categorised into global and local methods, where global methods describe the overall behaviour of a feature and local methods are able to explain an individual prediction [107].

In particular, the Shapley Additive Explanations (SHAP) approach proposed by Lundberg et al. [99] has lately attracted attention in the research community. The authors adopted a model agnostic representation of feature importance which is estimated by Shapley values [132, 147] and developed an algorithm to estimate the Shapley values in a computationally efficient way. SHAP is an additive feature attribution method that defines the output of a model as the sum of the real values
attributed to each input feature. In other words, the Shapley values represent the marginal contribution of each feature to the prediction of the model. Lundberg et al. [99] have also shown that the Shapley values are the only way to assign feature importance while maintaining two important properties:

- **Local accuracy**: The sum of the feature attributions is equal to the output of the function one is seeking to explain
- **Consistency**: Changes in the model where the impact of a feature increases will never decrease the attribution assigned to that feature.

SHAP has been implemented in fields such as medicine and finance. For example, Lundberg et al. [100] used the SHAP technique to understand the outputs of a ML-based system predicting the risk of hypoxaemia during anaesthesia care from electronically recorded intraoperative data. Similarly, in the field of finance, Bussmann et al. [16] employed the SHAP technique to explain the risks associated to peer to peer lending credit in regulated financial services. The interpretable model enables lending entities to classify potential borrowers into risky and non-risky borrowers based on common financial characteristics identified by SHAP as highly influential including earnings before interest and profit before taxes for non-defaulted companies and total assets and shareholders funds for defaulted companies. In both cases, the added interpretability helped understanding the predictions made by the ML models and highlighted the potential of interpretable ML for reasoning in predictive models.

Interpretable ML techniques such as SHAP have also been adopted in engineering applications, albeit less frequently. For instance, Parsa et al. [123] used SHAP to analyse the causes for traffic accidents predicted by an XGboost classification model. By implementing SHAP, the study found that traffic related features such as the vehicle speed had a relative high impact on the prediction of an accident.
Furthermore, non-traffic related features such as demographic, network, land use and the weather conditions were identified as important predictors for the occurrence of an accident. This information can facilitate policy decisions related to e.g., speed limits, urban planning, among others.

For SHM applications, Lim et al. [94] estimated different damage levels for several bridges based on monitored conditions of their decks using an XGBoost classification model. Their data was retrieved from the Korean Bridge Management System and corresponded to 142,439 deck inspection records of 2388 bridges. For their analysis, the authors collated 53 variables including identification factors such as region, shape, vehicle weight limit, among others; structural factors such as deck material, thickness and strength, etc.; and traffic and inspection factors such as age, damage type and condition rating of the damage. Further, SHAP was adopted to capture the influence of the features used for the classification. Their results showed that major factors influencing damage to bridges include age, average daily truck traffic and vehicle weight limit. Onchis et al. [120] used Local Interpretable Model-agnostic Explanations (LIME) and SHAP in combination to characterise the location and depth of damage in cantilever beams. Through the added interpretability and a novel stability index, the authors provided trust in models prediction. The findings emphasised the benefits of using Shapley values for model interpretability in addition to ML-based techniques and their contribution to the decision-making process for preventive maintenance.

These studies have shown that interpretable ML techniques improved the pattern recognition properties of the predictive models providing supplementary information to select the most adequate predictors (i.e., predictors with the highest contribution). Enabling interpretability in ML-based VSHM frameworks helps building evidence for reliable decision-making in SHM applications.
2.4 Problem statement

Despite significant efforts to mitigate the influence of EOVs in damage detection and the various approaches adopted by the scientific community to face the challenge of EOVs potentially camouflaging damage in a structure, there is no one single approach that can be generalised and pin-pointed as the most accurate and reliable methodology for damage detection.

The approaches examined in the literature review mainly follow the general monitoring framework discussed in section 1.2.1, which implies that feature normalisation follows feature extraction and, finally, a novelty index is calculated for decision-making as shown in Fig. 2.2. When this conventional framework is followed and techniques such as MD, cointegration, PCA and AANN, among others, are adopted, assumptions about the nature of the EOVs or their relationship to the DSFs are made. The selection of the technique to be used for data normalisation must match the characteristics of the EOVs and DSFs or the results may be invalid for the particular problem being examined. For instance, the adoption of cointegration implies that there is collinearity between two features and the adoption of the MD-based approach implies that the features can be normalised by calculating their inverse covariance. In the presence of two features that do not exhibit collinearity, cointegration would provide biased results. These limitations will be further examined and discussed in sections 3.5 and 3.3.

Furthermore, one of the main limitations in damage detection through the use of this conventional framework to mitigate EOVs is the need for normalisation prior to the calculation of the novelty index, which requires unsupervised learning techniques given that the data is neither classified nor labelled at that stage. This directly hampers the accuracy of the damage detection process as the algorithms are not
The literature review showed that, increasingly, ML techniques are being adopted to improve the accuracy of the conventional damage detection framework. Techniques such as AANN, SVM, among others have gained popularity as tools for feature normalisation through pattern recognition. Nonetheless, there is a lack of consistency when applying ML techniques for damage detection, particularly in terms of the architecture of ANNs which leads to reproducibility issues. The heuristic approach witnessed among the reviewed studies to design an ANN architecture can be limiting to industrial applications, especially in a semi-supervised learning framework, where validation data is scarce given that most studies are based on numerical simulations and lab-scale experiments. This situation undermines the confidence of an operator in ML techniques for damage detection.

Adding to this mistrust is the fact that most ML algorithms adopted in the reviewed studies for SHM or VSHM frameworks are often referred to as black-box models due to the lack of transparency in their decision-making process. The damage detection
process cannot be understood when an operator does not see, e.g., how DSFs contribute to a certain prediction. This lack of interpretability hinders the widespread implementation of ML techniques for industrial damage detection applications, where these could be particularly beneficial.

Ultimately, the replacement of feature normalisation techniques such as cointegration, PCA, etc. by ML techniques has shown promising results; however, this does not address the limitations of the conventional framework and the requirement to normalise the data prior to the calculation of the novelty index. This challenge remains unaddressed and, thus, will be the focus of this thesis.

2.5 Research objectives and contribution to knowledge

The main objective of this dissertation is to:

Develop a robust, interpretable, data-driven and semi-supervised damage detection framework that addresses the influence of environmental and operational variabilities in damage detection.

The novelty of the proposed framework lays in the approach to data normalisation. As opposed to the conventional framework to damage detection, in this dissertation, the novelty index is calculated before the normalisation as can be seen in Fig. 2.3. In this approach, the novelty index showcases the influence of EOVs and their effect is mitigated through post-normalisation (or post-processing).

The developed framework provides transparency and useful knowledge for industrial
VSHM applications, thereby contributing to online damage detection in WTBs. The framework addresses both the challenges of robustness, reproducibility and interpretability of the damage detection process encountered in previous studies.

To meet the general objective of this dissertation and address the research problem defined in section 2.4, specific objectives are defined:

- Examine the limitations of the use of the MD-based novelty index for data normalisation (section 3.3)

- Evaluate the adoption of ANN as a pattern recognition tool for the normalisation of the novelty index. This is achieved by embedding supervised ANNs in a semi-supervised framework to learn the relationship between DSFs and novelty index. (section 3.4)

- Guarantee reproducibility with fixed hyper-parameters and structure of ANN (section 3.4)

- Test the proposed framework on several applications including numerical simulations and laboratory experiments to ensure generalisation and its practical
• Compare the proposed framework with state-of-the-art techniques such as cointegration and PCA. (section 3.5 and 3.6)

• Introduce XGBoost and Shapley Additive Explanations for interpreting the influence of EOVs on the conventional MD-based novelty index and test this approach in a numerical simulation. (section 4.1)

• Incorporate interpretability into the proposed data driven damage detection framework shown in Fig. 2.3 (section 5.5).

• Implement the data driven and interpretable framework proposed in an operating WTB and evaluate its performance when detecting damage. (section 5.5)

• Assess the limitations of the proposed framework and identify opportunities for further research. (section 6)
Chapter 3

An artificial neural network methodology for damage detection

This chapter begins investigating the limitations that inherently come along the use of the MD-based novelty index for damage detection. To address some of these limitations, a novel ANN-based pattern recognition framework is proposed seeking to mitigate the influence of EOVs in DSFs. The outcome of the proposed framework is a robust novelty index where the influence of variabilities is accounted for. The framework was published in [Movsessian et al.] [110] and some of the work in this chapter is based on this publication.

This chapter also compares the performance of the proposed framework to state-of-the-art damage detection approaches. First, the ANN-based approach is compared to cointegration using inputs from a numerical simulation. Later, the proposed framework is compared to PCA in an experimental case study. Finally, the benefits and limitations of the proposed framework are discussed.
3.1 Semi-supervised damage detection framework

The suggested ANN-based methodology is introduced within a semi-supervised VSHM framework for statistical pattern recognition similar to the one described in Section 1.2.3. The methodology follows the flow illustrated in Fig. 3.1 and can be divided into the following four steps: (i) DSFs are extracted from the vibration responses collected when monitoring the dynamics of a structure. (ii) A subset of the collected DSFs, which belongs to an undamaged structure, is selected as a reference state and used to compute the MD for the remaining DSFs. The MD serves as a label for the DSFs. (iii) An ANN regression model learns the relationships between the DSFs and their corresponding MD. This model is used to predict the MD for DSFs from new observations. (iv) A prediction error is computed and serves as the new novelty index for damage detection.

Commonly, DSFs are normalised in some way where the distribution of the data is considered a priori, further a novelty index is calculated for damage detection. In the proposed framework, the novelty index is first calculated where variabilities are expected and afterwards the relationship between the DSFs and the calculated novelty index is learned.

The steps of the methodology are described more in detail in the following sections.
3.1.1 Damage sensitive feature space

DSFs, which are application-specific, are obtained from the measured vibration responses and stored in a DSF vector $f^{(k)} \in \mathbb{R}^{q \times 1}$, which contains $q$ DSFs for observation $k$. The DSF matrix $F \in \mathbb{R}^{q \times r}$ is defined as follows:

$$F = \begin{bmatrix} f^{(1)} & f^{(2)} & \cdots & f^{(k)} & \cdots & f^{(r)} \end{bmatrix},$$  \hspace{1cm} (3.1)$$

where $r$ is the number of observations. The split of the DSFs for training and testing the damage detection methodology is visualised in Fig. 3.2. The DSFs are split into training $F_{hl,tr} \in F^{q \times u}$ and testing $F_{ts} \in F^{q \times m}$, where $u$ is the number of training and $m$ the number of testing observations. The testing set $F_{ts}$ contains a subset of healthy $F_{hl}$ and damaged $F_{dm}$ observations of the structure. For the output-only methodology, observations from the training set $F_{hl,tr}$, that contain only healthy observations, are available to train the selected damage detection algorithm. The testing set $F_{ts}$ is used to assess the performance of the algorithm by identifying new healthy data $F_{hl}$ and further detecting damage in the structure with observations from $F_{dm}$.
2.1. Damage sensitive feature for an output-only methodology

A subset of the collected DSFs is selected as a feature vector to be used to predict the MD for DSFs from new observations. An ANN regression model learns the relationships between these DSFs and their corresponding MD. This model is trained on vibration responses collected when monitoring the dynamics of a structure. The model is used to predict the MD for DSFs from new observations. A prediction error is computed and serves as the novelty index. This structure has been used to approximate a nonlinear function in several studies[38,39,35]. The ANN structure is defined as:

\[
F_2 = \text{ANN}(F_1, \theta) \rightarrow F_3
\]

The models are available to train the selected damage detection algorithm. The testing set is generated by identifying new healthy data from the number of testing observations. The testing set contains the feature vector for the data for training the ANN. The MD is calculated as follows:

\[
\text{MD} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (f^{(k)} - \mu_\mathcal{F})^T \Sigma_\mathcal{F}^{-1} (f^{(k)} - \mu_\mathcal{F})}
\]

where \(f^{(k)}\) represents the feature vector produced by the data partitioning for an output-only damage detection methodology.

Figure 3.2: Data partitioning for an output-only damage detection methodology

3.1.2 The Mahalanobis distance

The distance between a point and a distribution in a multivariate space can be described by the Mahalanobis Distance (MD). As opposed to the Euclidean distance, the MD normalises the features by the inverse covariance matrix taking into account the features’ spread. A common use for the MD is to cluster multivariate data and detect outliers which can be correlated to damage. The MD is calculated using the following equation:

\[
d^{(k)}(f^{(k)}, \mathcal{F}) = \sqrt{(f^{(k)} - \mu_\mathcal{F})^T \Sigma_\mathcal{F}^{-1} (f^{(k)} - \mu_\mathcal{F})}
\]

where \(d^{(k)}(f^{(k)}, \mathcal{F})\) represents the MD between the feature vector \(f^{(k)}\) and the reference state created by the baseline matrix \(\mathcal{F} \in F_q^{\times \hat{u}}\) with \(\mathcal{F} \subset F_{hl, tr}\) and \(\hat{u} < u\). \(\mu_\mathcal{F}\) is the mean vector of the observations in \(\mathcal{F}\) and \(\Sigma_\mathcal{F}\) is the covariance between the observations in \(\mathcal{F}\).
The covariance matrix $\Sigma_{\mathcal{F}}$ is positive semi-definite, therefore, its inverse exists and is also positive semi-definite. The inverse can be presented by the Cholesky decomposition as follows: $\Sigma_{\mathcal{F}}^{-1} = U^T U$, where $U$ is the upper triangular matrix, and the MD can be defined as follows:

$$d^{(k)}(f^{(k)}, \mathcal{F}) = \sqrt{(f^{(k)} - \mu_{\mathcal{F}})^T U^T U (f^{(k)} - \mu_{\mathcal{F}})},$$  \hspace{1cm} (3.3)

$$d^{(k)}(f^{(k)}, \mathcal{F}) = \sqrt{(U f^{(k)} - U \mu_{\mathcal{F}})^T (U f^{(k)} - U \mu_{\mathcal{F}})},$$  \hspace{1cm} (3.4)

Thus, the MD is the Euclidean distance between the transformed DSFs space $U f^{(k)}$ and $U \mu_{\mathcal{F}}$.

### 3.1.3 Artificial Neural Networks

An ANN is a mathematical model widely used in the field of artificial intelligence due to its strong pattern recognition capability \cite{136}. In this study, a two-layer feedforward ANN is adopted for the regression model to learn the existing patterns in DSFs which influence the MD-based novelty index. This structure has been used to approximate a nonlinear function in several studies \cite{85,88,116}. The ANN structure is defined as:

$$g^{(k)}(f^{(k)}, W) = \sigma \left( \sum_{j=1}^{N} w_{kj}^{(2)} r \left( \sum_{i=1}^{d} w_{ji}^{(1)} f_{i}^{k} + w_{j0}^{(1)} \right) + w_{k0}^{(2)} \right),$$  \hspace{1cm} (3.5)

where $g^{(k)}(f^{(k)}, W) \in \mathbb{R}^{u \times 1}$ is the set of estimated variables and $f^{(k)} \in \mathbb{R}^{d \times 1}$ the DSFs for observation $k$. The output layer consists of the weights $w_{kj}^{(2)}$ and the bias
\( w_{k0}^{(2)} \), consequently \( w_{j1}^{(1)} \) and \( w_{j0}^{(1)} \) are the weights and the bias for the hidden layer. In the hidden layer, the hyperbolic tangent sigmoid activation function and a linear transfer function \( \sigma(\cdot) \) for the output layer are implemented \[93\]. The least-square solution for training the weight matrix \( W \) in Eq. 3.5 is obtained by minimising \( E_D \), which is defined as follows:

\[
E_D = \frac{1}{u} \sum_{k=1}^{u} [d^{(k)}(f^{(k)}, \mathcal{F}) - g^{(k)}(f^{(k)}, W)]^2,
\]  

(3.6)

where \( E_D \) is the mean-squared error between the prediction target \( d^{(k)}(f^{(k)}, \mathcal{F}) \) and the ANN prediction \( g^{(k)}(f^{(k)}, W) \). To avoid a local minimum when minimising Eq. 3.6, Bayesian regularisation is introduced for supervised training. The cost-function \( E_D \) in Eq. 3.6 is extended to \( S(W) \) as defined in MacKay [101]:

\[
S(W) = \beta \left( \frac{1}{u} \sum_{k=1}^{u} [d^{(k)}(f^{(k)}, \mathcal{F}) - g^{(k)}(f^{(k)}, W)]^2 \right) + \alpha E_W,
\]  

(3.7)

where \( E_W \) is the mean-square sum of the weight matrix \( W \). In a Bayesian regularisation framework, two objective functions \( \alpha \) and \( \beta \) are added to penalise large weights. The ratio \( \alpha/\beta \) between the objective functions is minimised leading the ANN function \( g^{(k)}(f^{(k)}, W) \) towards generalisation (i.e., avoiding over- and under-fitting).

The structure of the ANN shown in Table 3.1 consists of \( q \) input nodes, which refers to the amount of DSFs and 2 nodes in the hidden layer. The simple 2-nodes architecture in the hidden layer is chosen as an additional step to avoid over-fitting of the ANN model and streamline generalisation.

A total number of 2000 iterations is set for learning and generalising the weights in the Bayesian backpropagation. The learning rate is set to 0.005. The training stops
when the optimal combination of errors and weights is found that minimises the mean squared error. The hyperparameters and the network architecture is kept consistent throughout all case studies. As the weights are randomly assigned before the training and are drawn from a uniform distribution, the results can vary when the training is repeated, therefore, the ANNs are trained 1000 times and the average results are presented with the corresponding standard deviation.

### 3.1.4 ANN-based novelty index for damage detection

A regression model is built by training the ANN with the DSF vector $f^{(k)}$ and the MD $d^{(k)}(f^{(k)}, \mathcal{F})$, where $k : [1 < k \leq r]$. For the output-only methodology, the ANN function $g^{(k)}(f^{(k)}, W)$ is trained exclusively with DSFs from a healthy structure $F_{hl, tr}$ and their corresponding MD. The proposed novelty index for damage detection is obtained by the prediction error $\hat{d}^{(k)}$ between the predicted and calculated MD. This ANN-based novelty index is defined as follows:

$$
\hat{d}^{(k)} = \log \frac{g^{(k)}(f^{(k)}, W)}{d^{(k)}(f^{(k)}, \mathcal{F})} + \varepsilon
$$

(3.8)

where $\varepsilon$ is a small scalar to avoid negative infinity due to DSFs that lay in the vicinity of the reference state, in this case $\varepsilon = 10^{-2}$. The ANN mapping function $g^{(k)}(f^{(k)}, W)$ is trained with a unique relationship between the DSFs from the healthy structure and its target calculated by the MD metric. If an unlearned relationship between the features and the target occurs, due to, e.g., damage in the structure, an increased
prediction error is expected.

### 3.2 Evaluation of performance

Once the novelty index for damage detection is calculated, the evaluation criteria need to be defined. For this, three classification metrics are used to evaluate the performance of the novelty index. The first is *Accuracy*, which is defined as:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN},
\]

with *Accuracy* : \([0 \leq \text{Accuracy} \leq 1]\) where true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN) represent a ratio of correctly predicted observations to the total number of observations. The accuracy measure is more appropriate for balanced data sets (i.e., equal number of healthy and damaged observations). Therefore, the \(F_1\)-score metric is introduced (as it is more suitable for unbalanced data sets). It is defined as follows [77]:

\[
F_1 = \frac{2P_{pre} \times R_{rec}}{P_{pre} + R_{rec}}
\]

with \(F_1 : [0 \leq F_1 \leq 1]\), which is formed from the precision \(P_{pre}\):

\[
P_{pre} = \frac{TP}{TP + FP}
\]

and the recall \(R_{rec}\):

\[
R_{rec} = \frac{TP}{TP + FN}
\]
Despite the popularity of the accuracy and $F_1$-score as measures of performance used in many studies [66, 130, 140], Matthews Correlation Coefficient (MCC) has been included to provide more reliable and truthful scoring when evaluating binary classification as shown by Chicco and Jurman [29]. MCC is the third metric and is defined as:

$$MCC = \frac{(TP \times TN - FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}.$$ \tag{3.13}

with $MCC : [-1 \leq MCC \leq 1]$. The maximum values for the three classification metrics are reached for perfect classification.

The cutoff value (or threshold) to select the TP, FP and the corresponding TN and FN is the following [2, 78, 91]:

$$T(t) = \arg \min_t \sqrt{(1 - TP(t))^2 + (FP(t))^2},$$ \tag{3.14}

where $t$ ranges over all possible thresholds. The threshold is set, when $T(t)$ value is the minimum.

All three performance metrics are used for binary classification where the MD- and ANN-based damage detection are evaluated based on $F_{ht}$ as healthy and $F_{dm}$ as damaged.
3.3 Artificial data set with 2D feature space

To illustrate the advantage and the limitations of the MD-based novelty index, an artificial 2D feature space is generated with 6000 observations, where $F \in \mathbb{R}^{2 \times 6000}$ is the DSF matrix, which is populated by $f^{(k)} \in F^{2 \times 1}$ DSFs for 6000 observations. The generated features are referred to as DSFs from a healthy or damaged state. This is for convenience, discussion and illustration purposes and are by no means related to real damage in a structure. As described in section 3.1.1, the data set is split into training data $F_{hl,tr} \in F^{2 \times 2000}$ and testing data $F_{ts} \in F^{2 \times 4000}$. The testing set $F_{ts}$ consists of $F_{hl} \in F^{2 \times 2000}_{ts}$ and $F_{dm} \in F^{2 \times 2000}_{ts}$. The partition of the data is summarised in Table 3.2.

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Damage</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>$F_{hl,tr}$</td>
<td>$F_{hl}$</td>
<td>$F_{dm}$</td>
</tr>
<tr>
<td>Observations</td>
<td>2000</td>
<td>2000</td>
<td>2000</td>
</tr>
</tbody>
</table>

To illustrate the effect of variabilities in the DSFs and the capabilities of the MD-based novelty index, two cases are shown.

Case 1

The DSFs from the healthy set are generated by a linear function with added Gaussian noise as shown in Fig. 3.3(a). Observations from the damaged state are placed near the healthy class set and are clearly separated in the 2D feature space.

The MD-based novelty index $d^{(k)}$ presented in Eq. 3.2 is calculated with the inverse
Figure 3.3: Case 1: Artificial example (a) 2D plot of DSFs from a healthy state $F_{hl, tr} \cup F_{hl}$ and simulated damage DSFs $F_{dm}$. (b) Transformed DSFs by $Uf^{(k)}$ and $U\mu_F$, where the dotted circle is the threshold.

Figure 3.4: Case 1: Artificial example - Successful implementation of the MD-based novelty index

covariance matrix $\mathcal{F} \in F_{2 \times 2000}$ by the reference $U\mu_F$. The features from the healthy set appear to vary together diagonally, which suggests that the inverse covariance matrix is able to capture this trend as shown in the transformed feature space in Fig. 3.3(b). The MD-based novelty index in Fig. 3.4(a) shows the successful damage
detection, where two classes are well separated in a 1D space. The heatmap in Fig. 3.6 highlights how distance increases when features are not within the healthy observations.

Table 3.3
Case 1: Classification results with $F_{hl}$ as healthy and $F_{dm}$ as damaged with artificial 2D DSFs

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>MD-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.9982</td>
</tr>
<tr>
<td>$F_1$-score</td>
<td>0.9982</td>
</tr>
<tr>
<td>MCC</td>
<td>0.9965</td>
</tr>
</tbody>
</table>

The performance matrices confirm the identified damage in novelty detection with an accuracy, $F_1$-score and MCC close to 1 shown in Table 3.3

**Case 2**

Additional variabilities are introduced in case 2. The data from the healthy set is generated by a quadratic function with added Gaussian noise as shown in Fig. 3.5(a). Observations from the damaged state are within the distribution of the healthy class set but are clearly separated and do not overlap in the 2D feature space. It can be observed that the transformed DSFs in Fig. 3.5(b) have very little difference to the original DSF set in Fig. 3.5(a) as the introduced variabilities are still present. Due to the nonlinear relationship of the variables it is not sufficient to normalize the DSF set by the inverse covariance. The DSFs plotted in a 2D space show a clear separation between the healthy and damaged data sets. Nevertheless, once the Mahalanobis distance is calculated, the information regarding the location of the clusters is eliminated resulting in an overlapping novelty index. All data points on the threshold will have the same distance with different DSFs to the reference $\mu_{\mathcal{F}}$ as shown in Fig. 3.6(a) and the heatmap in Fig. 3.6(b). Discrimination between the two data sets is not possible due to the properties of the MD and the nature of this
Figure 3.5: Case 2: (a) Artificial example - 2D plot of DSFs from a healthy state $F_{hl, tr} \cup F_{hl}$ and simulated damage DSFs $F_{dm}$ and (b) shows the transformed DSFs by $U_{f}(k)$ and $U_{\mu F}$ where the dotted circle is the threshold highlighting the overlap.

Figure 3.6: Highly overlapping MD-based novelty index artificial set of DSFs with introduced variabilities.

For the MD-based novelty index, the accuracy and $F_1$-score presented in Table 3.4 is 0.54 and 0.56 respectively. The MCC confirms these results with a value close to 0. These results show that detecting novelties is possible in around 50% of the cases.
Table 3.4
Case 2: Classification results with $F_{hl}$ as healthy and $F_{dm}$ as damaged
with artificial 2D DSFs

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>MD-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.54</td>
</tr>
<tr>
<td>$F_1$-score</td>
<td>0.56</td>
</tr>
<tr>
<td>MCC</td>
<td>-0.03</td>
</tr>
</tbody>
</table>

3.4 ANN-based novelty index with artificial data

Using the DSF set from case 2 in section 3.3 the proposed damage detection methodology is applied to learn the relationship between the DSFs and their influence on the MD-based novelty index. The complete data set is labelled by the MD calculated as per Eq. 3.2 with a reference matrix $\mathcal{F} \in F^{q \times 200}_{hl, tr}$. The ANN regression function $g(k)(f(k), W)$ is trained with $F_{hl, tr} \in F^{2 \times 2000}$, with DSFs $f(k)$ and the MD label $d(k)(f(k), \mathcal{F})$ with $k : [1 \leq k \leq 2000]$. The calculated and predicted MD are presented in Fig. 3.7(a). The novelty index calculated as per Eq. 3.8 is presented in a control chart in Fig. 3.7(b). As only observations from the $F_{hl, tr}$ are used to train the ANN, this results in an increment of the error when DSFs from the damaged set are used to predict the MD as this relationship was not learned by the ANN regression model.

The performance metrics are presented in Table 3.5. To demonstrate the reproducibility of the ANN-based novelty index, the procedure was performed 1000 times for which each time the results are evaluated using the same performance metrics. The mean values of the performance metrics are shown in Table 3.5 with the corresponding standard deviation in parentheses. The application of the suggested methodology was able to increase the accuracy of identifying novelties by predicting variabilities present in the MD-based novelty index and resulting in an improved separation of the two classes. This can be also observed on the heatmap in Fig. 3.8(a).
(a) Calculated MD $d^{(k)}(\mathbf{f}^{(k)}, \mathcal{F})$ and the predicted $g^{(k)}(\mathbf{f}^{(k)}, \mathbf{W})$ by ANN.

(b) Prediction error $\hat{d}^{(k)}$ obtained by Eq. 3.8 for the artificial data set used as a new novelty index (ANN-based novelty index) for damage detection.

Figure 3.7: Constructing the ANN-based novelty index

(a) Heatmap of the ANN-based novelty index based on existing features and observations

(b) Heatmap of the ANN-based novelty indices resulting from all potential feature combinations and observations

Figure 3.8: Constructing the ANN-based novelty index

3.8(b) shows the ANN-based novelty index space, i.e., all potential feature combinations with values from feature 1 ranging between 5 and 30 and values from feature 2 ranging from 50 to 75 and the resulting novelty indices.
The performance confirms the improvement in novelty detection with an improved accuracy, $F_1$-score and MCC close to 1. The information that was lost when calculating the MD is recovered by the ANN-based novelty index. For the MD-based novelty index, the accuracy and $F_1$-score presented in Table 3.5 is 0.54 and 0.56 respectively. The MCC confirms these results with a value close to 0. These results show that detecting novelties is possible in around 50% of the cases.

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>MD-based</th>
<th>ANN-based*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.54</td>
<td>0.98 (0.02)</td>
</tr>
<tr>
<td>$F_1$-score</td>
<td>0.56</td>
<td>0.97 (0.03)</td>
</tr>
<tr>
<td>MCC</td>
<td>-0.03</td>
<td>0.96 (0.04)</td>
</tr>
</tbody>
</table>

*ANN-based results computed by 1000 repetitions with the corresponding standard deviation in parentheses

### 3.5 A comparison of ANN and cointegration

#### 3.5.1 Simulated six DOF mass-spring system

This section intends to compare between the proposed ANN-based novelty index and Cointegration using the six DOF mass-spring system presented Fig. 3.9. The system consists of six springs that are connected to six masses and fixed in one of the ends.

![Figure 3.9: A six DOF mass-spring system](image)

Figure 3.9: A six DOF mass-spring system
In this case study, the six natural frequencies of the system are considered as the DSF vector $f^{(k)} = [s_1(t), s_2(t), ..., s_6(t)]^T$, where $s_i = \frac{\sqrt{\lambda_i}}{2\pi}$, with the $\lambda_i$ being the eigenvalues in Eq. 3.15:

$$(K_{\alpha} - \lambda M)\theta = 0$$

(3.15)

with a constant mass matrix where $m_i = 2$ and $i$ ranges from 1 to 6. To simulate the effect of EOVs on the DSFs, the stiffness of the system is exposed to the temperature field $u(t)$ shown in Fig. 3.10. Additionally, stiffness $k_2$ and $k_5$ are exposed to random changes. The $K_{\alpha}$ is the affected stiffness matrix expressed as:

$$K_{\alpha} = (-u(t) + C)K$$

(3.16)

where $C$ is an arbitrary constant value that maps the expression $(-u(t) + C)$ to a positive value. For this study, $C = 80$. $K$ is the stiffness matrix that holds the $k_i$ coefficients defined as:

$$k_1 = k_3 = k_4 = k_6 = 2$$

(3.17)

$$k_2 = 2r_2(t)$$

(3.18)

$$k_5 = 2r_5(t)$$

(3.19)

where $r_2(t) \neq r_5(t)$ are independent and uniformly distributed random values with $r_2,5(t) : [1 - \alpha > r_{2,5}(t) < 1 + \alpha]$ and $0 \leq \alpha \leq 1$. $\alpha$ represents random variabilities which were previously highlighted as a limitation by Cross et al. [33]. The eigenvalue problem is then solved $M$ times, where $M$ is the total amount of observations.
In this case study, the eigenvalue problem is solved for a total of 5000 observations: The first 4500 observations are from a system in a healthy state and the remaining 500 refer to a system in a damaged state. Having as much data available as possible for training is an important aspect to consider to maintain high accuracy for damage detection. Therefore, approx. 90% of the data was used to identify and learn possible patterns in the data. The summary of the number of observations used for semi-supervised learning is presented in Table 3.6.

The damage is emulated by decreasing $k_3$ by 2%. Initially, the stiffness reduction
was set to 5%, however, this led to damage that was too clearly identifiable. Thus, a more conservative value was selected to allow for an overlap between damaged and undamaged novelty indices when implementing the MD-based approach. It can be expected that choosing a lower value for stiffness reduction than the selected 2%, the damage detection accuracy will decline.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Stiffness reduction</th>
<th>Stiffness parameter</th>
<th>Number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training $F_{hl,tr}$</td>
<td>-</td>
<td>-</td>
<td>1 to 4000</td>
</tr>
<tr>
<td>Testing $F_{hl}$</td>
<td>-</td>
<td>$k_3$</td>
<td>4000 to 4500</td>
</tr>
<tr>
<td>Damage $F_{hl, dm}$</td>
<td>2%</td>
<td>$k_3$</td>
<td>4501 to 5000</td>
</tr>
<tr>
<td>Total</td>
<td>5000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To simulate the measurement noise, white Gaussian noise with 90dB signal-to-noise ratio is added to the natural frequencies. Observations 1 to 4000 were used for training. Both methods, ANN- and cointegration-based damage detection are tested using observations 4001 to 5000; of which the first 500 are from the healthy state and the remaining from the damaged state. The performance, by means of accuracy, F1 score and MCC, of the damage detection methods is evaluated based on observations 4501 to 5000 where the damage is present.

3.5.2 Mitigating the effect of EOVs by ANN and Cointegration

To illustrate the effects of EOVs, the MD-based damage index $d^{(k)}(f^{(k)}, \mathcal{F})$ is calculated, where $\mathcal{F} \in \mathbb{R}^{6 \times 4000}$ and $\mathcal{F}$ is based on the first 4000 observations from a
healthy system, see Fig. 3.12. The damage detection threshold is assigned based on
2% allowed outliers for the first 4000 observations. It can be seen that the MD-based
damage index follows a trend which hinders the discrimination between damage and
EOVs.

![Figure 3.12: MD-based damage index for $\alpha = 0.15$.](image)

The complete data set is labelled by the MD calculated as per Eq. 3.2 with
a reference matrix $\mathcal{F} \in \mathbb{F}_{6 \times 500}$. The ANN regression function $g^{(k)}(f^{(k)}, W)$ is
trained with $F_{hl, tr} \in \mathbb{F}_{6 \times 4000}$, with DSFs $f^{(k)}$ and the MD label $d^{(k)}(f^{(k)}, \mathcal{F})$ with
$k : [1 \leq k \leq 4000]$. The ANN architecture presented in section 3.1.3 (with identical
hyperparameters) is implemented. The results of the ANN prediction and the MD-
based novelty index are presented in Fig. 3.13. While sacrificing on accuracy during
the training in order to avoid over-fitting, the model resulted in a higher novelty in-
dex as shown in Fig. 3.14. The benefits can be observed between observation 4000
and 4500 which were not used to train the ANNs yet show a lower novelty index. An
increase in the prediction error can be seen from observations 4500 to 5000, where the
stiffness reduction is implemented. A clear difference between the validation set and
the damaged observations can be seen in Fig. 3.14, where the ANN-based novelty
index is calculated as per Eq. 3.8.
When observing the Cointegration residuals in Fig 3.15, the variabilities caused by the temperature field are removed and the observations from the damaged simulations appear with a slight shift in trend. Nevertheless, a significant overlap between the healthy and damaged data can be observed as also summarised in Table 3.7.

Overall, the ANN-based novelty index outperformed the cointegration-based novelty
index in the provided performance metrics under additional consideration of repeatability by the given standard deviation.

Table 3.7
Classification results with $F_{hl}$ as healthy and $F_{dm}$ as damaged in the six DOF mass-spring system

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$</th>
<th>Accuracy</th>
<th>F1-score</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ANN-based*</td>
<td>10</td>
<td>0.99 (0.00)</td>
<td>0.99 (0.00)</td>
<td>0.99 (0.01)</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.96 (0.04)</td>
<td>0.96 (0.04)</td>
<td>0.91 (0.07)</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.90 (0.06)</td>
<td>0.89 (0.06)</td>
<td>0.79 (0.13)</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.79 (0.07)</td>
<td>0.79 (0.07)</td>
<td>0.59 (0.14)</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Cointegration-based</td>
<td>10</td>
<td>0.82</td>
<td>0.82</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.71</td>
<td>0.71</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.73</td>
<td>0.73</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.60</td>
<td>0.57</td>
<td>0.19</td>
</tr>
</tbody>
</table>

*ANN-based results computed by 1000 repetitions with the corresponding standard deviation in parentheses

Nevertheless, Fig. 3.15 shows clearly that the trend introduced by the temperature
field has been removed. While the observations from the damaged cases are overlapping with the healthy cases a clear shift can be identified. To highlight the advantages of cointegration the novelty index can be post-processed by calculating the moving average across 20 neighboring elements. The improved novelty index is shown in Fig. 3.16 where the damage can be clearly identified.

**Figure 3.16:** Cointegrating residuals - Moving average across 20 neighboring elements
3.6 A comparison of ANN and PCA

3.6.1 Lab scale experiment

The proposed method is tested on the 14.3m WTB manufactured by Olsen Wings [119] shown in Fig. 3.17. The blade weighs approx. 750 kg [22] and is mounted on a test rig and equipped with an electromagnetic actuator such as the one in Fig. 5.1(c) and placed close to the root of the blade.

![Figure 3.17: Schematic representation of the experimental set up of the 14.3m wind turbine blade. The WTB is mounted to an additional shaker which is not used for this experiment.](image)

To measure the vibration response of the blade excited by the actuator hit, a total amount of 24 mono-axial accelerometers, Brüel & Kjær Type 4507, were mounted along the blade as shown in Fig. 3.17. The accelerometers 2 to 22 measure the vibration response in flap-wise direction, accelerometer 1 in edgewise direction. The accelerometers were connected to a data acquisition system Brüel & Kjær Type 3660-C with two LAN-XI modules, a 12-channel input module Type 3053-B-120 and 4-channel input/output module Type 3160-A-042.

The measured vibration response was recorded by a data acquisition system with a
sampling frequency of 16,384Hz. Using the actuator as a trigger signal, the vibration responses from all accelerometers were aligned and trimmed to 200 samples around the maximum amplitude of accelerometer 23. This sample range was identified as the most sensitive to changes in dynamic response as shown in Tcherniak and Mølgaard [152]. Since only 200 samples are used for damage detection, it can be expected that reducing the sampling frequency can lead to features which are less sensitive to damage. An example of the vibration response from accelerometer 8 is shown in Fig 3.19(a) and 3.19(b).

To simulate novelties, mass in form of heavy bolts weighing approx. 1kg each, shown in Fig 3.18(b) were placed in different locations marked in red in Fig. 3.17. The blade was excited 2000 times without mass to create a baseline for novelty detection. Then, in location A, five bolts (representing approx. 0.67% of the mass of the blade) were place on the blade and the blade was excited ten times. Next, the amount of bolts was increased to 10 (representing 1.33% of the mass of the blade) and 20 bolts (representing 2.66% of the mass of the blade) repeating the procedure for each variation of mass and for locations B and C. Masses for each location were placed and measured separately. Table 3.8 summarises the damage scenarios simulated with
Figure 3.19: Vibration response measured by accelerometer 8

the corresponding mass added and locations.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Mass</th>
<th>Location</th>
<th>Number of Excitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blade without mass</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Training $F_{bt, tr}$</td>
<td>5kg</td>
<td>A</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>10kg</td>
<td>A</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>20kg</td>
<td>A</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>5kg</td>
<td>B</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>10kg</td>
<td>B</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>20kg</td>
<td>B</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>5kg</td>
<td>C</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>10kg</td>
<td>C</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>20kg</td>
<td>C</td>
<td>10</td>
</tr>
<tr>
<td>Blade with mass $F_{dm}$</td>
<td>5kg</td>
<td>A</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>10kg</td>
<td>A</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>20kg</td>
<td>A</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>5kg</td>
<td>B</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>10kg</td>
<td>B</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>20kg</td>
<td>B</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>5kg</td>
<td>C</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>10kg</td>
<td>C</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>20kg</td>
<td>C</td>
<td>10</td>
</tr>
<tr>
<td>Total $F$</td>
<td>-</td>
<td>-</td>
<td>2090</td>
</tr>
</tbody>
</table>
3.6.2 MD-based novelty detection

Prior to calculating the MD-based novelty index, DSFs are obtained by calculating the cross-covariance between the trimmed sensor response for each observation. Cross-covariance between sensor has shown promising results in experimental studies, e.g., Parker [122], and was further adopted by Tcherniak and Mølgaard [152] showing promising results for damage detection in operating WTBs. By obtaining the cross-covariance from 22 sensors for each observation, the DSF matrix is populated by $f^{(k)} \in F_{253 \times 1}$ and a total feature space of $F \in \mathbb{R}^{253 \times 2090}$ for 2090 observations.

The MD-based novelty index $d^{(k)}$ is calculated with the inverse covariance matrix $F_{hl,tr} \in F_{253 \times 1500}$. A threshold is set by allowing 1% of outliers based on the first 1500 observations. Deviations after the training limit of 1500 observations can be observed leading to false positives in the test set $F_{hl,tr}$.

![Figure 3.20: MD-based novelty index without dimensional reduction](image)

Nevertheless, a clear separation between observations without mass and with the added mass can be seen in Fig. 3.20. Rather then evaluating the overall performance of the damage detection, which can be misleading due to a clear separation
of damage, the focus lies here on the false positives occurring in the test set $F_{hl, tr}$. By allowing 1% of outliers during the training set, a total of 5 outliers is expected when observing the testing set, which is clearly exceeded with a total of 456 indices above this threshold. Due to the repeatability of the experiment, high collinearity between the sensor responses is present. This causes numerical errors when computing the inverse covariance matrix for the MD-based novelty index. The effect can be observed in an increased novelty index after observation 1500 as new observations are not normalised.

As discussed in the literature review, PCA is a popular tool and considered as state-of-the-art for mitigating the effects of EOVs on DSFs for damage detection. Before applying the proposed ANN-based novelty index, the application of PCA will be implemented and discussed in the next section.

### 3.6.3 PCA and the MD-based novelty detection

PCA is an orthogonal transformation applied to a set of potentially correlated values into linearly uncorrelated values which are known as the principal components (PC) \[163\]. The first PCs contain most of the variability from the original dataset leaving each succeeding component with a share of the remaining variability. This procedure allows to reduce the dimension of a dataset while keeping most of the information possible expressed in the variability of the data. In this analysis, PCA is applied to reduce the dimension of the feature matrix and account for collinearity between the feature vectors, thereby highlighting its advantages and limitations.

Identifying the number of PC required for data normalisation can be a challenging task. As mentioned in the literature review, there is no general rule which guarantees
robust results. To get a closer insight, the PC are reduced one by one and the MD-based novelty index is calculated with the first 1500 observations. For each set of PC, the MD-based novelty index is calculated and the false positives are evaluated as shown in Fig. 3.21. Additionally, to avoid numerical error by computing the inverse of the covariance matrix $\Sigma^{-1}$ for the MD, the condition number of $\Sigma^{-1}$ is examined along with the influence of dimensional reduction by PCA.

![Graphs showing false positives, condition number, and variance explained against principal components](image)

**Figure 3.21:** Top plot: False alarm rate. Middle plot: Condition number of DSFs. Bottom plot: Remaining variance explained.

By reducing the total amount of 253 features to 8 PC, this results in a total of 10 (2%) false positives in the test set $F_{nl}$, as shown in Fig. 3.22, with around 92.5%
of the remaining variance explained. Significant reductions are also observed for the condition number which is reduced from around $10^7$ to 44. If the condition number is not much larger than 100, the matrix can be considered as well conditioned and non-singular. Given the fact that the blade was excited by the electromechanical actuator for 2000 times under the same conditions, small deviations in the excitation or measurement noise will amplify noise in the test data by the factor of the condition number. Therefore, the condition number is a potential guide for selecting the number of PC.

In the top plot of Fig. 3.21, it can be clearly seen how sensitive the results are to the choice of the PC. By using 10 PC (2 PC more), with a remaining variance explained of around 94%, the false positives increase to 63 which shows an insufficient transformation with remaining collinearity. This can make the application of PCA in real structures, where information regarding the damage is not known for validation, quite limiting.
3.6.4 ANN-based novelty index

The procedure to calculate the ANN-based novelty index is identical to the one described in section 3.1.4 and implemented in section 3.5. The MD as the prediction target is calculated with $\mathcal{F} \in F_{hl,tr}^{6 \times 200}$ as shown in Fig. 3.23. It can be observed that the deviations increase directly after observation 200 which amplifies the variabilities when observing the novelty index. This allows the ANN to learn the existing patterns.

The ANN regression function $g^{(k)}(f^{(k)}, W)$ is trained with $F_{hl,tr} \in F_{hl,tr}^{6 \times 1500}$, with DSFs $f^{(k)}$ and the MD label $d^{(k)}(f^{(k)}, \mathcal{F})$ with $k : [1 \leq k \leq 1500]$. The calculated and predicted MD is presented in Fig. 3.24. Increased deviations between $g^{(k)}$ and $d^{(k)}$ can be observed between observation 1 to 1500 which were used to train the ANN. This is a result of generalising the ANN and avoiding over-fitting. The ANNs are not able to predict the artificial damage introduced to the blade as can be seen in Fig. 3.24 after observation 2000. This is also confirmed in Fig. 3.25 which shows the ANN-based novelty index according to Eq. 3.7.
3.7 Discussion

The MD-based novelty index has long been used for damage detection given its low computational cost and its reproducibility. To some extent, the MD-based novelty index can normalise and mitigate variabilities in data as shown in Figure 3.24, Case 1. Nonetheless, clear limitations appear when the variabilities in the data do not follow a linear trend as shown in Figure 3.24, Case 2, as this results in overlapping indices. These limitations
of the MD-based novelty index have been discussed by Farrar and Worden [51]. The authors highlight the use of auto-associative neural network (AANN) to cope with non-Gaussian distributions in DSFs. This approach, which is based on unsupervised learning, was successfully implemented and demonstrated by Dervilis et al. [41].

The main challenge with the adoption of unsupervised learning is the lower accuracy in the results. An unsupervised algorithm is provided with non-labelled information to find patterns, i.e., categories or clusters, to enable the organisation of the data [17]. This implies that the algorithm decides whether a pattern is relevant or not without a reference. For this reason, the analysis of the results may require the intervention of the operator and domain knowledge, making this approach costlier.

The framework introduced and demonstrated in this chapter is a semi-supervised framework regardless of the implementation of ANN, which is a supervised regression model. In other words, the detection of novelties is performed by taking advantage of supervised learning whilst using only a subset of data labelled as healthy.

The proposed framework was demonstrated with a simple two-dimensional example of an artificial dataset in section 3.4. The proposed ANN structure consists of one hidden layer with only two neurons. While the choice of the ANN hyperparameters and architecture can be modified to improve the results, it is most crucial to have these fixed across different applications for the generalisation of the proposed approach. This is due to the fact that, in real applications such as operating wind turbines or civil structures, the damage state is not known beforehand and, therefore, it is not possible to calibrate the model towards a higher detection accuracy.

The proposed framework was compared to well established approaches such as PCA (in section 3.6.1) and cointegration (in section 3.5). In both cases, the proposed framework outperformed the alternative approaches. Cointegration was challenged
by the random variabilities introduced to the stiffness parameter in the 6-DOF mass-
spring system. Since the ANN is able to recognise non-linear patterns, it coped well
with the randomness that caused non-linear behaviour. PCA was able to improve the
results from the MD-based novelty index, producing significantly less false alarms.
PCA normalised the data and reduced the variabilities after training the model with
1500 observations. Nonetheless, the results were highly sensitive to the choice of PC,
which is a major limitation for a generalised solution.

Throughout the two experiments, the size of the training set is significantly larger than
the size of the testing set. This is important as machine learning techniques require
large datasets to generalise their predictions and be able to observe as many patterns
as possible. When implementing an online monitoring system, it is recommended
to retrain the algorithm including the test data once these observations have been
identified as healthy. This will enhance the prediction, and thus damage detection
capability of the algorithm, over time. The damage detection accuracy is likely to
decline when the training set size is reduced.

To be able to generalise the propose framework, two objectives need to be addressed,
namely a fixed ANN structure with fixed hyperparameters and ANN architecture
through all case studies and reproducibility, i.e., obtaining consistent results after re-
training the ANN. In this chapter, the artificial numerical and lab-scale examples used
a fixed ANN structure with identical hyperparameters. Additionally, reproducibility
was ensured by repeating the training and prediction process with the ANN 1000
times. In this way, both of the previously mentioned objectives were achieved.

The proposed framework does not address the remaining challenge of interpretability.
Although damage is successfully detected by mitigating the variabilities in the data,
the relationship between DSFs and the variabilities in the novelty index is unknown.
The issue of interpretability will be addressed in the next chapter and evaluated on
an in-operation wind turbine in Chapter 5
Chapter 4

Shapley Additive Explanations for Interpretable Damage Detection

As discussed in the literature review, one of the primary challenges facing ML in SHM is the lack of interpretability of the prediction models hindering the broader implementation of these techniques. For this purpose, this chapter introduces a novel data-driven framework to distinguish novelties due to the influence of environmental and operational variabilities (EOVs) from those caused by damage in a structure. This framework, published in Movsessian et al. [111], addresses the lack of interpretability and transparency in ML techniques used for vibration-based structural health monitoring (VSHM).

The novel framework incorporates the Shapley Additive exPlanations (SHAP) method into a ML-based damage detection process, thereby enabling a tool for interpretability and, thus, building evidence for reliable decision-making in SHM applications. The SHAP method is based on coalitional game theory and adds global and local interpretability to ML-based models by computing the marginal contribution of
Each feature to the model’s prediction. The contributions are used to understand the nature of damage indices (DIs). The proposed framework is evaluated on a 6-degrees-of-freedom lumped mass-springer-damper system with simulated temperature variabilities. Finally, the applicability, benefits and limitations of this interpretable damage detection framework are discussed.

4.1 Methodology on interpretable novelty detection

This section elaborates on the steps proposed to determine the cause of novelties identified through an MD-based damage detection approach. First, extracted DSFs are used to calculate the MD-based DI. For this, under a semi-supervised framework, only a subset of healthy data is required. Then, an XGBoost regression model is trained considering the DSFs and measured environmental variabilities as predictors and the MD-based DI as the prediction target. Finally, SHAP is included in the analysis to interpret the XGBoost model and thus interpret the contribution of each DSF and measured environmental parameter to the DI. A schematic representation of the proposed framework is illustrated in Fig. 4.1.

4.1.1 Gradient boosted decision trees

XGBoost is a scalable ML technique for tree boosting developed by Chen and Guestrin [27]. The algorithm uses nested decision trees to improve efficiency and learning in the model [57]. Whilst decision trees use simple conditional statements to classify the features into target labels based on particular attributes of the features, XGBoost uses
Damage sensitive features (Covariance-based)

Measured environmental and operational variabilities (e.g., temperature)

Figure 4.1: Proposed flow for interpreting the MD-based DI

multiple decision trees in parallel, thereby optimising performance and improving the accuracy of the classification. Each decision tree within the XGBoost algorithm learns from the previous decision tree gradually improving the model and building a strong learner as shown in Fig. 4.2.

Figure 4.2: Basic structure of gradient boosted decision trees

Let \((f^{(1)}, d^{(1)}), (f^{(2)}, d^{(2)}), ..., (f^{(k)}, d^{(k)}), ..., (f^{(M)}, d^{(M)})\) be a data set with \(M\) observations containing the DSFs including measured EOVs \(f^{(k)} \in \mathbb{R}^L\) and the corresponding prediction target \(d^{(k)} \in \mathbb{R}\). The tree ensemble model is the summation of \(R\) additive
functions with the estimated prediction \( g^{(k)} \) defined as follows:

\[
g^{(k)} = \sum_{r=1}^{R} z_r(f^{(k)}), \quad z_r \in \mathcal{K},
\]

where \( z_r \) is the independent tree structure of \( r \) trees and \( \mathcal{K} \) the tree space. Different sets of functions are trained by minimising the following objective function:

\[
J^{(r)} = \sum_{i=1}^{M} l(g^{(i)}, d^{(i)}) + \sum_{z=1}^{t} \Omega(z_r)
\]

where the first regularisation term \( l \) is a loss function which measures the difference between the prediction \( g^{(i)} \) and the prediction target \( d^{(i)} \) at iteration step \( t \) (or \( t^{th} \) tree). The second term \( \Omega \) is the complexity of the model and is defined as:

\[
\Omega(z_r) = \gamma P + \frac{1}{2} \lambda \sum_{j=1}^{P} w_j^2,
\]

where \( P \) is the number of leaves in the tree, \( w_j \) the score of a leave, \( \gamma \) the complexity scalar of each leaf and \( \lambda \) the scaling parameter to penalise the complexity. Unlike in general gradient boosting decision trees, for XGBoost the second-order Taylor expansion is considered for the loss function. Using the mean squared error (MSE) as a loss function, the \( t^{th} \) tree can be derived as follows:

\[
J^{(r)} \approx \sum_{i=1}^{M} \left[ b_i w_q(f^{(i)}) + \frac{1}{2} (h_i w_q(f^{(i)}))^2 \right] + \gamma P + \frac{1}{2} \lambda \sum_{j=1}^{P} w_j^2
\]

\[
= \sum_{j=1}^{P} \left[ \sum_{i \in I_{j}} b_i w_j + \frac{1}{2} \left( \sum_{i \in I_{j}} h_i + \lambda \right) w_j^2 \right] + \gamma P.
\]

by defining \( I_j = \{ i \mid q(f^{(i)}) = j \} \) as the instance set assigned to the \( j^{th} \) leaf. \( I_j \) represents all the data samples in leaf node \( j \); \( b_i \) and \( h_i \) are the first and second derivatives of the MSE loss function and data points are assigned to the corresponding
leaf with the function $q(\cdot)$. Further, by letting $G_j = \sum_{j \in I_j} b_i$ and $H_j = \sum_{j \in I_j} h_i$, optimising the objective function can be transformed to finding the minimum of a quadratic function. The optimal weight $w_j^*$ for the $j^{th}$ leaf is computed by:

$$w_j^* = -\frac{G_j}{H_j + \lambda}$$

(4.5)

for a given structure $q(x_i)$

$$J^* = -\frac{1}{2} \sum_{1}^{T} \frac{G_j}{H_j + \lambda} + \gamma R$$

(4.6)

where Eq. 4.6 is used as a scoring function to measure for a given tree structure $q$.

To evaluate the best split during the training and determine when the splitting is stopped, the following gain score is calculated:

$$Gain = \frac{1}{2} \left[ \frac{G_L^2}{H_L + \lambda} + \frac{G_R^2}{H_R + \lambda} - \frac{G_L + G_R^2}{H_L + H_R + \lambda} \right] - \gamma,$$

(4.7)

where the first two terms refer to the summation of the left and right tree respectively and are compared to the score of the original leaf in the third term. The score of the generated leaves is penalised by $\gamma$. If the gain is negative, the tree stops growing and returns to the previous split, otherwise it continues improving the model.

In other words, after every split, the decision tree (DT) model is evaluated based on the two regularisation terms: The first term in Eq. 4.2 is responsible for the prediction accuracy during the training and the second term considers the complexity of the DT. As high tree complexity can cause over-fitting, this is penalised.
## 4.1.2 Shapley values

The Shapley Additive Explanations (SHAP) method is used in this study to interpret the output of the model described in section 4.1.1. The SHAP method is an additive feature attribution method that defines the output of a model as the sum of the real values attributed to each input feature. Additive feature attribution methods have an explanation model \( a \) defined as a linear function of binary features as in the following equation:

\[
a(z) = \phi_0 + \sum_{l=1}^{L} \phi_l \beta_l
\]

(4.8)

where \( \beta_l \in \{0, 1\}^L \), \( L \) is the length of the DSF vector and \( \phi_l \in \mathbb{R} \) is the feature attribution values. The variables \( \beta_l \) represent a feature being observed (\( \beta_l = 1 \)) or unknown (\( \beta_l = 0 \)).

The SHAP method defines \( z_f(S) = E[z(f)|f_S] \), where \( S \) contains a set of non-zero indexes in \( \beta \). To compute the feature attribution value \( \phi_l \) for each input feature as illustrated in Fig. 4.3, SHAP uses the classic Shapley values from game theory as in the following equation:

\[
\phi_l = \sum_{S \subseteq N \setminus \{l\}} \frac{|S|!(L - |S| - 1)!}{L!} [z_f(S \cup \{l\}) - z_f(S)],
\]

(4.9)

where \( N \) is the set of all input features.

While the feature attribution value \( \phi_l \) is theoretically optimal and can be used to interpret any model, it requires an algorithm of the order \( O(LR2^M) \), where \( R \) is the
number of trees in the ensemble model, $L$ is the maximum number of leaves in any tree and $M$ is the number of features. This can be impractical for a large feature space. Lundberg et al. [98] proposed a modified algorithm to compute the interaction effect from pairwise feature attributions based on both the classic Shapley values from game theory and the concept of interaction indices [61]. The SHAP interaction values $\Phi_{i,j}$ are calculated through an algorithm with a computational complexity of $O(LTD^2)$, where $D$ is the maximum depth of the tree, as shown in Equation 4.10:

$$\Phi_{i,j} = \sum_{S \subseteq N \setminus \{i, j\}} \frac{|S|!(M - |S| - 2)!}{2(M - 1)!} \nabla_{ij}(S),$$  \hspace{1cm} (4.10)$$

where,

$$\nabla_{ij}(S) = z_f(S \cup \{i, j\}) - z_f(S \cup \{i\}) - z_f(S \cup \{j\}) + z_f(S)$$

$$= z_f(S \cup \{i, j\}) - z_f(S \cup \{j\}) - [z_f(S \cup \{i\}) - z_f(S)]$$  \hspace{1cm} (4.11)$$

Equation 4.10 shows that the SHAP interaction value of the $i$-th feature with respect to the $j$-th feature corresponds to the difference between SHAP values of the $i$-th feature with and without the $j$-th feature.
The SHAP interaction effect $\Phi_{i,j}$ between the $i$-th and $j$-th is split equally (i.e. $\Phi_{i,j} = \Phi_{j,i}$) and the total interaction effect is $\Phi_{i,j} + \Phi_{j,i}$. The main effect for the prediction is then the difference between SHAP value and sum of SHAP interaction values for a feature as seen in Eq. 4.12:

$$\Phi_{i,i} = \phi_i - \sum_{j \neq i} \Phi_{i,j} \quad (4.12)$$

To maintain the integrity of the SHAP values and avoid the computational complexity of Eq. 4.9, the SHAP algorithm for tree-based models, i.e., TreeShap, as proposed by Lundberg et al. [97], is adopted to interpret the XGBoost model described in section 4.1.1.

### 4.2 Simulated lumped six degree of freedom system

To evaluate the proposed framework in an application to VSHM, a simple dynamic system is considered. Figure 4.4 shows a six DOF lumped mass-spring-damper system consisting of six masses $m_1$ to $m_6$ connected to each other by springs with stiffnesses $k_1$ to $k_6$ and dampers with the coefficients $c_1$ to $c_1$. The system is fixed to the ground on one of the sides. The mass and damper coefficients are given the same value of $2kg$ and $0.01 \frac{Ns}{m}$ respectively.

To model the effect environmental variability on the system’s dynamic, the temperature $T_i$ is assume to affect the spring stiffness. For simplicity, the following rule is used:
\( k_1 = k_2 = k_3 = k_4 = k_5 = k_6 = 0.1 \times T_i, \) \hspace{1cm} (4.13)

The system is excited by an impulse force applied to the first mass and, after the impulse, the masses vibrate freely. The resulting time series with 4350 samples with a sampling frequency of 1321 Hz are used for calculating the cross-covariance which serves as DSFs.

In total, 2000 observations were simulated. At each observation, the temperature is set according to Fig. 4.5. It ranges from approximately 7.5\(^\circ\)C to 15.5\(^\circ\)C, where extreme weather events are implemented as sudden temperature drops of 4\(^\circ\)C between observations \( F_{hl, tmp, 1} 1100 - 1150 \) and \( F_{hl, tmp, 2} 1400 - 1450 \). To simulate damage, after 1950 observations, the stiffness \( k_3 \) is reduced by 5\%. The value for the stiffness reduction was selected to allow an overlap between novelty indices from the damage state and the extreme weather events. For each observation, the stiffnesses are set according to Eq. (4.13) and the DSFs are calculated. The number of observations per simulated state is summarised in Table 4.1.

### 4.2.1 MD-based novelty index

The control chart in Fig. 4.6 is obtained by calculating the MD-based novelty index \( d^{(k)}(f^{(k)}, \mathcal{F}) \) according to Eq. 3.2 \( \mathcal{F} \in \mathbb{R}^{6 \times 1250} \) and \( \mathcal{F} \) is based on the first 1250
Figure 4.5: Simulated temperature field with sudden temperature drops highlighted with a grey background

Table 4.1

Summary of observations used for training, testing and damage detection in the six DOF mass-spring-damper system

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Stiffness reduction</th>
<th>Stiffness parameter</th>
<th>Number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>Training $F_{hl, tr}$</td>
<td>-</td>
<td>1 to 1250</td>
</tr>
<tr>
<td>Extreme $Tmp_1$, $F_{hl, tmp_1}$</td>
<td>-</td>
<td></td>
<td>1100 to 1150</td>
</tr>
<tr>
<td>Extreme $Tmp_2$, $F_{hl, tmp_2}$</td>
<td>-</td>
<td></td>
<td>1400 to 1450</td>
</tr>
<tr>
<td>Damage $F_{dn}$</td>
<td>5% $k_3$</td>
<td></td>
<td>1951 to 2000</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>2000</td>
</tr>
</tbody>
</table>

observations from a healthy system (without stiffness reduction).

Figure 4.6: MD-based damage index
The sudden temperature drops by 4 ° C implemented are clearly visible between observations 1100 - 1150 and 1400 - 1450. These are overlapping with the simulated damage and hinder damage detection by causing false positives. The size of the training dataset is determined by the number of observations that would include the first extreme weather event yet purposely exclude the second extreme weather event.

The previous limitation discussed in section 3.3 and Fig. 3.6(a) are highlighted for damage detection in this numerical simulation.

4.2.2 Interpretability through SHAP

To understand the difference between novelties caused by the stiffness reduction and the influence of temperature effects, a regression model is built taking the temperature and DSFs as predictors and the MD-based DI as the prediction target. The XGBoost regression model is trained as described in section 4.1.1 using observations from the healthy and damaged states of the system. The aim of adopting a regression model in this study is to maintain a high prediction accuracy of the regression model to reproduce the MD-based DI. For this, the hyperparameters (i.e., maximum depth, minimum child weight, gamma, subsample, colsample by tree, alpha for L1 regularisation, and learning rate) are identified by a random search. The search is performed until a performance accuracy $R^2 > 0.99$ is reached, where $R^2$ is the square of the sample correlation coefficient between the predicted and the calculated MD as per Eq. 3.2. The calculated and predicted MD-based novelty indices are shown in Fig. 4.7. The parameters are summarised in Table 4.2. For each randomly selected value in a given range a maximum of 1000 iterations is set and the training stops if the mean squared error does not improve for 50 iterations to avoid over-fitting.
Table 4.2
Summary of hyperparameters and ranges chosen for the random search

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Description</th>
<th>From</th>
<th>To</th>
<th>Interval</th>
<th>Best parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum depth</td>
<td>The maximum depth of which each tree is built</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Minimum child weight</td>
<td>The minimum sum of instance weight of all the observations required in a child</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Gamma</td>
<td>Controls the minimum loss reduction required to make a node split</td>
<td>0</td>
<td>1</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>Subsample</td>
<td>The number of observations randomly sampled at each tree</td>
<td>0.1</td>
<td>1</td>
<td>0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>Colsample by tree</td>
<td>The number of features selected to build each tree</td>
<td>0</td>
<td>1</td>
<td>0.1</td>
<td>0.6</td>
</tr>
<tr>
<td>Regularisation alpha</td>
<td>L1 regularisation value on weights</td>
<td>0.01</td>
<td>0.3</td>
<td>0.01</td>
<td>0.19</td>
</tr>
<tr>
<td>Learning rate</td>
<td>Step-size for updating the weights</td>
<td>0.01</td>
<td>0.3</td>
<td>0.01</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Figure 4.7 summarises the Shapley values obtained for the 6-DOF lumped mass-spring-damper system XGBoost model for observations 1 to 1950, while Figure 4.8(b) refers to the summary of observations 1950 to 2000. The features are ranked in descending order. It can be seen that the variance of sensor 3 has the largest marginal contribution to the model’s prediction and the covariance of sensor 3 and 5 the lowest. On the horizontal axis, the contribution of the feature can be observed indicating a positive or a negative impact on the model’s prediction. For example, the temperature feature in Figure 4.8(a) shows that low values (coloured blue) have a positive impact on the model’s prediction, i.e., these increase the model’s predicted index, whilst lower values have a negative impact, decreasing the model’s predicted index. This suggests that low temperatures cause a high MD-based DI and vice-versa. Looking at the last 50 observations in Figure 4.8(b), where the stiffness reduction is introduced,
the contribution of the temperature to these predictions drops from rank 3 to 5. This indicates that the predictions of these observations are not dominated for the influence of the temperature field on a global scale.

Looking at the local Shapley values $\phi_{\text{temp}}$ for the temperature in Figure 4.9, it can be observed that observations 1100 - 1150 and 1400 - 1450 have particularly high Shapley values. This indicates that these observations are caused by temperature. Conversely, observations 1950 to 2000 have a negative impact on the model’s prediction indicating that these novelties did not occur due to the influence of temperature.
Figure 4.9: Shapley explanation for temperature in the 6-DOF mass-spring-damper system XGBoost regression model

Figure 4.10(a) and 4.10(b) show the Shapley values for observations 1100 - 1150 and 1400 - 1450 respectively in a global impact overview of the features contribution. In these figures, it is clear that the temperature is the most influential feature for the predictions. The temperature drops of 4°C introduced into the 6-DOF simulated system, which were responsible for the increased DI, can be identified as false alarms by observing the Shapley values.
Figure 4.10: Summary contribution plot for extreme weather events

4.3 Discussion

This chapter addresses the challenge of interpretability in data-driven damage detection, particularly when ML techniques are implemented. Based on a numerical simulation of a 6-DOF lumped mass-spring-damper system, the use of the XGBoost model to build the relationship between DSFs, EOVs and MD-based damage indices is demonstrated. Additionally, SHAP was used complementarily to calculate the marginal contribution of each of the features to the model’s outputs.

This process provided transparency and eased the understanding of the influence of temperature on the damage indices. The SHAP method estimated the marginal contributions of EOVs such as temperature and enabled the identification of false positives.
The results suggest that the proposed framework can strengthen the confidence in the decision-making process and contribute to the widespread adoption of ML techniques for damage detection in industrial applications. However, this framework requires further testing and demonstration beyond numerical simulations. Testing the framework on a lab-scale experiment or real application is highly advisable.
Chapter 5

Application example on a full-scale wind turbine

The two frameworks for robust damage detection and interpretability through XG-Boost and SHAP presented in Chapter 3 and 4 respectively were evaluated on an operating wind turbine blade from a Vestas V27 wind turbine. This chapter presents the results from this evaluation and describes the experiment in detail. Ultimately, the combination of these two frameworks is presented for a robust ML-based and interpretable novelty index.

5.1 Vestas V27 wind turbine

Between November 28th, 2014 and March 12th, 2015 a Vestas wind turbine (WT) model V27 was subjected to an experiment set up for damage detection in one of its WTBs. The WT, with a nominal power of 227 kW and a 13m blade length, has two operational regimes: 32 and 43rpm. [Tcherniak and Mølgaard] [152] equipped
one of the blades of the WT shown in Fig. 5.1(a) with 11 monoaxial piezoelectric accelerometers (Brüel & Kjær Type 4507B). The accelerometers and their cables were placed on the downwind side of the blade. The accelerometers were mounted using plastic mounting clips and the cables were secured with silicone and helicopter tape. The accelerometers were connected to a data acquisition system Brüel & Kjær Type 3660-C with two LAN-XI modules, a 12-channel input module Type 3053-B-120 and 4-channel input/output module Type 3160-A-042. For the experiment, the blade was excited by an electro-mechanical actuator mounted 1m away from the root on the surface of the blade for practical reasons including more efficient cabling management and reduced exposure to centrifugal force during operation. Controlled by the signal from the signal generator built into one of the data acquisition modules, the actuator launches a plunger towards the surface of the blade. During each pulse, a 100 µF capacitor discharges through the coil and is charged again to 48 V using a DC/DC converter before the next impulse. The blade’s vibrations caused by the actuator’s impact were measured by the accelerometers mounted on the blade.

The data acquisition system and the electronics were placed in a waterproof box (dimensions 60 x 45 x 20 \(cm^3\) and weight 25 kg), which was mounted to the inner surface of the spinner. The equipment was powered by 24 V from the nacelle via a slip ring. The recorded data were transmitted from the rotating part to the nacelle through two Cisco wireless access points. One access point was located inside the waterproof box and another in the nacelle. To address the possible blockage of the signals by the steel parts of the hub during the operation of the turbine, two pairs of antennas were employed, namely two omni-directional antennas attached to the hub and two directional antennas mounted inside the nacelle.

Meteorological data were simultaneously collected from a weather mast located nearby. The weather data averaged within 1-min intervals included temperature,
wind speed and direction, wind turbulence at different altitudes, atmospheric pressure and precipitation. The power production data and yaw angle were also available from the wind turbine system.

During the monitoring campaign, three levels of damage severity were artificially introduced. The damage takes the form of trailing edge delaminations and the levels of severity were openings of 15cm, 30cm and 45cm respectively. Figure 5.1(b) represents the first level of severity introduced on December 9th, 2014, i.e., roughly after 1.5 weeks of monitoring the undamaged blade. The next two levels of severity were
introduced on December 15\textsuperscript{th}, 2014, when the delamination was extended from 15cm to 30cm and January 6\textsuperscript{th}, 2015, when the delamination was extended from 30cm to 45cm. Finally, the blade was repaired on January 19\textsuperscript{th}, 2015 and monitored for the remaining duration of the campaign.

The data acquisition system controlled by Brüel & Kjær PULSE LabShop software started recording the responses 10 seconds before the actuator hit the WTB and recorded for 20 seconds thereafter with a sampling frequency of 16384 Hz. Thus, the number of samples corresponding to a hit from the actuator is approx. 500,000 for the 30 seconds of recording. One actuator hit corresponds to one observation. During the monitoring campaign, a total of 24,693 observations (recorded actuator hits) were recorded considering a healthy, damaged and a repaired WTB. To exemplify the vibration response, Fig. 5.2 shows the signal from a sensor during operation where the blade is excited after 10s of recording. Each measured sensor response recorded was filtered by a band-pass filter with cut-off frequencies of 700 and 1200 Hz \cite{152}. The filtered response was then trimmed and aligned to the 300 samples that correspond to the highest amplitudes during the actuator hit.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5_2.png}
\caption{V27 signal response during operation including an actuator hit. This signal is uncut and unfiltered.}
\end{figure}
In this study, 4 accelerometers from the leading edge and 4 accelerometers from the trailing edge (see Figure 5.3) are considered. Due to the limited availability of recordings during the undamaged state of the blade, the recordings from the repaired blade are considered as healthy for further evaluation. The repaired blade was monitored for approx. two months. This extended monitoring period (relative to the 1.5 weeks of monitoring the undamaged blade) includes various environmental and operational variabilities. Furthermore, the analysis is performed considering the recordings during the 32rpm operational mode, which totals 2927 observations.

Figure 5.3: Sketch of the equipment on the blade of the Vestas V27 wind turbine

5.1.1 Data partitioning and DSF extraction

As DSFs, the cross-covariance from each actuator hit between the accelerometer responses is calculated. The covariance is used as a measure of similarity between two signals, thus if a structural defect is acquired, the energy propagation from the actuator hit to the accelerometer will change its pattern. The cross-covariance matrix $\Sigma_{\mathbf{v}} \in \mathbb{R}^{a \times a}$ is symmetric, therefore, unique values from the diagonal and upper triangle are obtained resulting in DSFs vectors with dimension $\frac{a(a+1)}{2}$, where $a$ is the
number of accelerometers used in the analysis. Considering the 8 accelerometers previously mentioned and shown in Figure 5.3, the resulting DSF vector is \( \mathbf{f}^{(k)} \in \mathbb{R}^{36 \times 1} \) with 36 unique covariance entries. The DSF matrix consists of 2927 observations with \( \mathbf{F} \in \mathbb{R}^{36 \times 2927} \). The partition of the data for training and testing is summarised in Table 5.1.

**Table 5.1**

Partition of data for an output-only methodology: Vestas V27 data set

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Damage</th>
<th>Total</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Training ( \mathbf{F}_{hl,tr} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing ( \mathbf{F}_{hl} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \mathbf{F}_{dm15} )</td>
<td>( \mathbf{F}_{dm30} )</td>
<td>( \mathbf{F}_{dm45} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>2000</td>
<td>66</td>
<td>117</td>
<td>105</td>
</tr>
</tbody>
</table>

The observations are divided into training data \( \mathbf{F}_{hl,tr} \in \mathbb{F}^{36 \times 2000} \) and testing data \( \mathbf{F}_{ts} \in \mathbb{F}^{36 \times 2927} \). The testing set contains a set of healthy data \( \mathbf{F}_{hl} \in \mathbb{F}^{36 \times 639} \) and three states of damage, namely 15cm damage \( \mathbf{F}_{dm15} \in \mathbb{F}^{36 \times 66} \), 30cm damage \( \mathbf{F}_{dm30} \in \mathbb{F}^{36 \times 117} \) and 45cm damage \( \mathbf{F}_{dm45} \in \mathbb{F}^{36 \times 105} \). The training dataset \( \mathbf{F}_{hl,tr} \) (i.e., the first 2000 observations) corresponds to recordings at the beginning of this period, whilst the healthy testing dataset \( \mathbf{F}_{hl} \) (i.e., the remaining 639 observations) corresponds to the end of this period and has no influence on the training.

### 5.2 MD-based novelty index

First, the MD-based novelty index \( d^{(k)}(\mathbf{f}^{(k)}; \mathcal{F}) \) is calculated and presented in Fig. 5.4 with a reference set \( \mathcal{F} \in \mathbb{F}^{36 \times 2000} \). Several deviations can be observed around observations 500, 1200 and, more specifically, at the end of the training set after 2000 observations. Damage 1 with 15cm trailing edge opening is overlapping with \( \mathbf{F}_{hl} \) and some parts of the training data. Damage 2 with 30cm and damage 3 with 45cm trailing edge opening are well separated from the healthy data as well as from each
other. The damage extension could be related to the increase of the MD.

![Figure 5.4: MD-based damage detection V27 calculated with healthy data (obtained from a repaired WTB) and three introduced damages](image)

### 5.3 ANN-based novelty index

The ANN-based novelty index is calculated in the same fashion as described and demonstrated in Chapter 3. The DSFs are labelled by the MD $d^{(k)}(f^{(k)}, \mathcal{F})$ with $\mathcal{F} \in F_{hl, tr}^{36 \times 200}$, which refers to the first 200 observations. The ANN regression model is built with the DSFs $f^{(k)}$ as predictors and their label (or learning target) $d^{(k)}$, where $k : [1 \leq k \leq 2000]$. Fig. 5.5(a) shows the calculated MD and the ANN prediction. The shift after 2000 observations is well-predicted by the proposed methodology as highlighted in Fig. 5.5(b). Significant deviations in the predictions occur after observation 2639, which corresponds to DSFs from a damaged WTB.

The overlap between the novelty indices from healthy and damaged states of the WTB was reduced, increasing the performance for all evaluation metrics as shown in Table 5.2. Significant improvement can be seen for the smallest damage with 15cm trailing edge opening, which increased close to 1. These results highlight the high
(a) Calculated MD $d^{(k)}(f^{(k)}, \mathcal{F})$ and the predicted $g^{(k)}(f^{(k)}, W)$ by ANN

(b) Prediction error $\tilde{d}^{(k)}$ obtained by Eq. 3.8 for experimental data used as new novelty index (ANN-based novelty index) for damage detection

**Figure 5.5:** ANN-based novelty index

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>MD-based</th>
<th>ANN-based*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Damage 1</td>
<td>Damage 2</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.86</td>
<td>0.97</td>
</tr>
<tr>
<td>$F_1$-score</td>
<td>0.56</td>
<td>0.90</td>
</tr>
<tr>
<td>MCC</td>
<td>0.56</td>
<td>0.89</td>
</tr>
</tbody>
</table>

*ANN-based results computed by 1000 repetitions with the corresponding standard deviation in parentheses

Prediction accuracy for the test-set $F_{hl}$, where variabilities in the MD-based novelty index were well-predicted by the ANN. On the other hand, a bigger overlap in the different damage cases is observed, limiting the identification of damage propagation. For the MD-based novelty index, the accuracy decreases to 0.86, the $F_1$-score to 0.56 and the MCC to 0.56 as presented in Table 5.2 for the smallest damage case.
5.4 Interpretable MD-based novelty index

To understand the potential cause of these novelties and how they differ from the identified damage after observation 2639, an XGBoost regression is built. DSFs and measured EOVs such as temperature, wind direction, wind speed and rotational speed at the high and low speed shaft are included in the feature space. The XGBoost regression model from section 4.1.1 is adopted with the hyperparameters shown in Table 5.3. The model’s predictions with an $R^2 > 0.99$ are shown in Fig. 5.6.

Table 5.3
Summary of hyperparameters and ranges chosen for the random search

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Description</th>
<th>From</th>
<th>To</th>
<th>Interval</th>
<th>V27 - Best parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum depth</td>
<td>The maximum depth of which each tree is built</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Minimum child weight</td>
<td>The minimum sum of instance weight of all the observations required in a child</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Gamma</td>
<td>Controls the minimum loss reduction required to make a node split</td>
<td>0</td>
<td>1</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>Subsample</td>
<td>The number of observations randomly sampled at each tree</td>
<td>0.1</td>
<td>1</td>
<td>0.1</td>
<td>0.6</td>
</tr>
<tr>
<td>Subsample by tree</td>
<td>The number of features selected to build each tree</td>
<td>0</td>
<td>1</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>Regularisation alpha</td>
<td>L1 regularisation value on weights</td>
<td>0.01</td>
<td>0.3</td>
<td>0.01</td>
<td>0.08</td>
</tr>
<tr>
<td>Learning rate</td>
<td>Step-size for updating the weights</td>
<td>0.01</td>
<td>0.3</td>
<td>0.01</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Figure 5.6: Predictions from the XGBoost regression model for the V27 MD-based DI
The global influence, i.e., the Shapley values, of the DSFs and EOVs are shown in Figures 5.7(a) and 5.7(b). In these figures, only the 20 highest contributing DSFs to the prediction of the model are displayed and, thus, further discussed in this section. The Shapley values presented for the healthy state of the WTB in Figure 5.7(a) show that the variance of accelerometer 7 has the highest influence on the model’s predictions, followed by temperature. This indicates that the DI is highly influenced by temperature while the turbine has no artificial damage introduced. This is consistent with the SHAP results obtained from the simulation in section 4.2, where the drops in temperature led to an increase in the MD-based DI. EOVs such as wind direction and wind speed have a rather small contribution to the model’s prediction. Conversely, the significance of temperature drops for observations 2639 - 2927 as shown in Fig. 5.7(b). The majority of Shapley values corresponding to temperature for observations during the damaged state of the WTB fluctuate around or below zero indicating a low contribution to the model’s prediction. This suggests that these novelties are not caused by the influence of temperature.
Figure 5.8: SHAP based interpretability of environmental parameters. (a) MD-based novelty index. (b) Recorded temperature during the measurement campaign and the corresponding Shapley values. (b1-b3) Zoomed view of potential areas of correlation between the MD, temperature and Shapley values.
For local interpretability and to gain insight into the contribution of the temperature measurements to the model’s predictions, Fig. 5.8(a) and Fig. 5.8(b) can be compared. It can be seen that the temperature values that are close to or below zero have a positive contribution towards the prediction suggesting that low temperatures lead to a high MD-based DI. Looking into the previous false alarms identified between observations 360–675 and 1080–1215 in Fig. 5.8(a), it is clear that these outliers are influenced by the positive contribution, i.e., Shapley values, of temperature to the model’s outputs. The Shapley values for temperature within these ranges of observations, i.e., 360–675 and 1080–1215, are the highest among all features as seen in Fig. 5.9(a) and Fig. 5.9(b). Furthermore, when looking at the observations after 2639, when the artificial damage was introduced, the temperature contribution is virtually negligible with Shapley values fluctuating around zero.

False alarms are also present at around observation 2400 as can be seen in Fig. 5.8(a). In Fig. 5.8(b) can be seen that the temperature peak at 12°C correlates with
these false alarms. However, in Fig. 5.9(b), the contribution of temperature to the predictions is rather minor relative to, e.g., the contributions of observations 1200 - 1300. Fig. 5.10 shows that there were four other DSFs with higher contributions than temperature for the cases of observations 2380 - 2420. This suggests that EOVs which were not measured or explicitly considered in the model may have had an influence on the novelty index. This represents a source of uncertainty and thus a limitation in the proposed framework. A temperature of 12°C occurred only once during the measurement campaign. ML techniques are based on pattern recognition, i.e., a particular behaviour or instance has to occur multiple times before the algorithm is able to recognise a pattern. Thus, a longer measurement campaign encompassing a wider range of environmental conditions may be necessary to address this uncertainty and provide clearer interpretations of the predictions.

Figure 5.10: Summary contribution plot for observations 2380 - 2420

Further, observing less significant environmental measurements such as the wind
Figure 5.11: SHAP-based interpretability of environmental parameters. (a) MD-based novelty index. (b) Recorded wind speed during the measurement campaign and the corresponding Shapley values. (b1-b3) Zoomed view of potential areas of correlation between the MD, wind speed and Shapley values.
speed shown in Fig. 5.11 it can be observed that extreme wind speeds such as the one highlighted in the event $e_1$ can lead to outliers. Wind speed, in general, is not a high contributor to the model’s prediction on its own. However, extreme wind speeds can cause both turbulence and lower temperature at the blade and, thus, can influence the vibration response leading to the observed outliers. This correlation between high wind speed and the positive contribution towards the model’s prediction can be seen at around observation 95 in Fig. 5.8(e1).

Outliers can also be caused by wind speeds close to the cut-in speed of the turbine (i.e., 3.5 m/s) as can be observed in the event $e_2$, where an increased contribution of the wind speed can be observed between observations 1070 and 1130 in Fig. 5.8(e2). A similar phenomenon is visible in event $e_3$, where a wind speed drop from 5 to 3 m/s leads to a positive contribution towards the prediction of the MD-based novelty index.

Interpreting the contribution of wind direction to the model’s prediction is not so straightforward relative to the cases of temperature and wind speed. No consistent relationship can be observed between the measured wind direction and the contribution to the model $\phi_{\text{winddir}}$ throughout the measurement campaign. Changes over time in the effect on the novelty index are observed. For instance, looking at the event $e_1$ in Fig. 5.12(b), a decrease in novelty index can be observed while the wind direction changes from approx. 210° to 175°. A spike in positive contribution $\phi_{\text{winddir}}$ can be found at around observation 96, which correlates with the spike in the novelty index observed in the same area in Fig. 5.12(a). Yet, it was previously discussed that this spike in the novelty index is mainly caused by the spike in wind speed observed in Fig. 5.11(e1).

When examining the event $e_2$ in Fig. 5.12(a), the spike in the novelty index at approx. observation 1100 is caused by a positive contribution of the wind direction $\phi_{\text{winddir}}$. 
Figure 5.12: SHAP-based interpretability of environmental parameters. (a) MD-based novelty index. (b) Recorded wind direction during the measurement campaign and the corresponding Shapley values.

observed in Fig. 5.12(b). However, as discussed previously, this spike in the novelty index was also influenced by a wind speed close to 3 m/s, i.e., the cut-in speed of
the turbine. Further, in the example event \( e3 \) in Fig. 5.12(a) at approx. observation 2400, a spike in the novelty index correlates to the sudden change in wind direction from approx. 200° to 270° observed in Fig. 5.12(b). This correlation, however, is not reflected in \( \phi_{\text{winddir}} \). In this case, the spike in the novelty index is rather explained by the highest temperature recorded during the monitoring campaign (as seen in Fig. 5.8(b)).

Using wind direction as a DSF without knowing the position of the nacelle can be misleading as no clear and consistent relationship could be observed throughout the measurement campaign. Nonetheless, the XGBoost model prioritises the global contribution of the wind direction over the wind speed in some cases as observed in Fig. 5.7(a). The expertise and domain knowledge of the operator is required to evaluate the contribution of such DSF and to question whether such behaviour is senseful from a physics point of view. However, the proposed approach will serve as a support to an operator for the decision-making process.

5.5 Combining frameworks: Improved and interpretable novelty index

To provide an interpretable and improved novelty index, the first framework presented in section 3.1 is modified by replacing the ANN regression model with the XGBoost regression model and adding the interpretability approach through SHAP as presented in section 4.1. This modification entails a trade off between accuracy and interpretability as discussed in section 2.3 and illustrated in Fig. 2.1.

In this modified framework, the implementation follows the procedure described in section 5.3 for the calculation of the ANN-based novelty index in the case of the V27
WT with the difference that the ANN-based novelty index is now the XGBoost-based novelty index. Additionally, as in the implementation presented in section 5.5, the feature space is extended by including measured EOVs such as rotational speed, wind direction and temperature as DSFs.

The XGBoost regression model is trained to build the relationship between the DSFs and the novelty index for the first 2000 observations. The hyperparameters found previously in Table 5.3 were not suitable for the prediction model. To be able to predict observations 2000 to 2639, which correspond to the healthy WTB, the search of the hyperparameters shown in Table 5.4 was performed in a heuristic manner. It was found that reducing the maximum depth of the tree to 3 and increasing the learning rate to 0.3 during the training, the model is less accurate yet was performing better when predicting observations which were not used for the training.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Description</th>
<th>Best parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum depth</td>
<td>The maximum depth of which each tree is built</td>
<td>3</td>
</tr>
<tr>
<td>Minimum child weight</td>
<td>The minimum sum of instance weight of all the observations required in a child (control over-fitting)</td>
<td>0</td>
</tr>
<tr>
<td>Gamma</td>
<td>Controls the minimum loss reduction required to make a node split</td>
<td>0</td>
</tr>
<tr>
<td>Subsample</td>
<td>The number of observations randomly sampled at each tree</td>
<td>0.6</td>
</tr>
<tr>
<td>Colsample by tree</td>
<td>The number of features selected to build each tree</td>
<td>0.5</td>
</tr>
<tr>
<td>Regularisation alpha</td>
<td>L1 regularisation value on weights</td>
<td>0.3</td>
</tr>
<tr>
<td>Learning rate</td>
<td>Step-size on updating the weights</td>
<td>0.14</td>
</tr>
</tbody>
</table>

The calculated MD-based novelty index and the prediction error can be observed in Fig. 5.13(a). An increased prediction error occurs when the damage is present, similar to the implementation of the ANN-based framework shown in section 5.3 and Fig. 5.5(b). As shown in Table 5.5, the performance metrics show similar or slightly decreased results for damage types 2 & 3 compared to the MD-based novelty index. However, the performance improved significantly for the smallest damage of 15cm (damage 1).

Unlike when training the XGBoost model on all observations to interpret the novelty
(a) Calculated MD $d^{(k)}(f^{(k)}, \mathcal{F})$ and the predicted $g^{(k)}(f^{(k)}, W)$ by ANN.

(b) XGBoost prediction error $\hat{d}^{(k)}$ obtained by Eq. 3.8 identical as for the ANN-based novelty index.

Figure 5.13: Construction of ML-based novelty index

Table 5.5

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>MD-based</th>
<th></th>
<th>XGBoost-based</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Damage 1</td>
<td>Damage 2</td>
<td>Damage 3</td>
<td>Damage 1</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.86</td>
<td>0.97</td>
<td>0.99</td>
<td>0.95</td>
</tr>
<tr>
<td>$F_1$-score</td>
<td>0.56</td>
<td>0.90</td>
<td>0.98</td>
<td>0.80</td>
</tr>
<tr>
<td>MCC</td>
<td>0.56</td>
<td>0.89</td>
<td>0.93</td>
<td>0.79</td>
</tr>
</tbody>
</table>

index as was done in section 5.5, training the model with a subset of 2000 observations influences the hierarchy of the DSFs as shown in Fig. 5.14. In Fig. 5.14(a), it can be observed that the temperature is the highest contributor to the model’s prediction in the healthy state. Not surprisingly, this condition remains the same after damage is introduced since the model did not significantly change the weight of the features when predicting observations that had not been used for training. This consistent weighting results in misprediction when potential damage is present, which is the objective of this framework. This shows that the underlying idea of the semi-supervised framework presented in 3.1 that predicts the MD-based novelty index can be adopted with the XGBoost regression model.
Examining the temperature field and its contribution over all observations, a few interesting findings can be observed. In the first 2000 observations, only a few temperature readings can be found at around 6°C. This can be limiting to a model that is seeking to identify a pattern and extrapolate this information for new observations. In Fig. 5.15(c), event e1 shows the highest recorded temperature reading at approx. 12°C. The contribution $\phi_{\text{temp.}}$ of this peak is negative, leading to a model prediction below the target value as can be seen in Fig. 5.15(a). Ultimately, this results in a higher novelty index that overlaps with the damage scenarios as can be seen in Fig. 5.15(b), which decreases the performance of this combined framework. A similar phenomenon can be observed in events e2 and e3.

Overall, the model was capable of adequately using the higher temperature values...
Figure 5.15: SHAP-based interpretability of environmental parameters. (a) MD-based novelty index and predicted MD. (b) XGBoost-based novelty index. (c) Recorded temperature during the measurement campaign and the corresponding Shapley values.
that were not used for training to predict new observations adjusting the contribution of this feature to the model's prediction. Between observations 1200 and 2000, the temperature readings range between -1°C and approx. 3°C and there is a predominantly negative contribution. Between observations 2000 and 2600, temperature rises up to the previously mentioned peak of 12°C and the contribution of this feature to the model's prediction increases.

Fig. 5.16(a) shows the contribution of the 20 most influencing features to predict the MD-based novelty index between observations 360 and 375. From this, it can be concluded that temperatures below the freezing point are mainly responsible for a high MD-based novelty index. An increase in the MD-based novelty index can be observed for observations 2000 - 2639, where a different range of temperatures from those registered during the training set were observed. In this case, as can be seen in Fig. 5.16(b), the contribution of temperature to the model’s prediction decreases. This suggests that this feature is not properly taken into account to predict the MD-based novelty index and the model is not able to extrapolate values of the temperature that have not been used for training.

Wind speed has a relatively insignificant contribution to the model’s prediction. This feature is not present in any of the summary contribution plots (Fig. 5.14 and Fig. 5.16). However, hints of similar behaviour to that described in section 5.5 are visible. Particularly, the similarities can be seen in events e1 - e3 in Fig. 5.17, where a positive contribution $\phi_{windspeed}$ is present when the wind speed drops close to the cut-in speed of the turbine (3.5 m/s).

For consistency, wind direction has been included as a DSF in this implementation. The previous findings of a lack of consistency in the relationship between this feature’s contribution and the MD-based novelty index found in section 5.5 are also found here as can be seen in Fig. 5.18.
During the training, between observations 0 - 400, the wind direction of approx. \(300^\circ\) mainly contributed to adjusting the prediction of the MD-based novelty index down towards the target. After training the model with the first 2000 observations, the previously described relationship is maintained. However, a higher novelty index is observed between observations 2000 - 2060 with a similar wind direction of \(300^\circ\). This suggests that the negative contribution seen before between observations 0 - 400 should not be replicated and leads to a higher prediction error, as observed between observations 2000 - 2060 in Fig. 5.18.

5.6 Discussion

This chapter demonstrates the implementation of the frameworks presented in Chapter 3 and Chapter 4 on an operating wind turbine with artificially introduced damage.
Figure 5.17: SHAP-based interpretability of environmental parameters. (a) MD-based novelty index and predicted MD. (b) Recorded wind speed during the measurement campaign and the corresponding Shapley values. (e1-e3) Zoomed view of potential areas of correlation between the MD, wind speed and Shapley values.
Figure 5.18: SHAP-based interpretability of environmental parameters. (a) MD-based novelty index. (b) Recorded wind direction during the measurement campaign and the corresponding Shapley values.

and under the presence of harsh EOVs. Furthermore, the results from these demonstrations are compared to the results from the application of the MD-based novelty index.

The first application adopts the ANN-based novelty index approach to mitigate EOVs such as temperature and wind speed. The overall damage detection results improved relative to the MD-based approach. Particularly the smallest damage of 15cm had a significant improvement based on the judgement of the implemented performance metrics. More importantly, the implementation of the ANN-based framework on an
operating wind turbine confirmed that the proposed ANN architecture with fixed hyperparameters that was tested in artificial numerical and experimental data was equally accurate in a real application. This confirms the robustness and generalisation of the proposed ANN-based framework.

The ANN-based approach demonstrated provided high accuracy yet lacked interpretability. The issue of interpretability was first addressed by implementing the interpretable ML approach proposed in Chapter 4. The implementation of XGBoost and SHAP was able to identify outliers caused by the influence of temperature and wind speed rather than by the presence of damage in the MD-based novelty index. Nonetheless, EOVs such as wind speed, rotational speed and pitch angle were expected to have a more significant marginal contribution as identified by SHAP. A more thorough analysis based not only on data-driven findings but on domain knowledge is necessary. It must be bore in mind that the ML techniques do not consider physical relationships between EOVs and the novelty index. The ML model is successful not when physical relations are represented but when the objective prediction error is minimised. Therefore, a critical analysis of the contributions is required.

The interpretable ML-based approach has not improved the damage detection accuracy in terms of the performance metrics chosen but rather provides the operator with the understanding of the novelties identified. As such, a combination of the ANN-based approach and the interpretable ML-based approach is a potential solution for a robust and interpretable novelty index. This combination was demonstrated in section 5.5. Essentially, this implies replacing the ANN model with the XGBoost model.

The results show a slight decrease in the performance metrics for the 30cm and 45 cm damage. However, the accuracy remains high and the results are robust. In the case of the 15cm damage, which had been poorly identified by the MD-based approach,
the results show a significant improvement. Therefore, overall, the XGBoost model can be considered as an improvement to the MD-based novelty index but less accurate than the ANN model.

On the one hand, the main limitation of the XGBoost model is that the hyperparameters of the model were identified in a heuristic manner as the hyperparameters chosen in section 4.2 were found not to be applicable for the V27 case study. On the other hand, the main advantage of using XGBoost is that it enables the implementation of SHAP for added interpretability. XGBoost provides a computationally inexpensive calculation of Shapley values, which represent the marginal contribution of the features used in the model. The results resemble those obtained from the implementation in section 4.2.2, where most non-damage related novelties are mainly caused by the variations of temperature.
Chapter 6

Conclusions and Recommendations

6.1 Conclusions

Wind turbines are exposed to harsh environmental and operational conditions such as turbulent wind and abrupt temperature changes. Under these conditions, structural health monitoring can be a crucial yet challenging task. These conditions can add uncertainty in the damage detection process and camouflage the existence of damage in a wind turbine blade (WTB). Well researched and established data normalisation and damage detection techniques such as the Mahalanobis distance (MD), cointegration and Principal Component Analysis (PCA) have been adopted for data normalisation prior to calculating the novelty index. This can require the establishment of assumptions about the distribution of the data and/or the adoption of unsupervised learning techniques. The accuracy of the damage detection process can be directly impacted by the choice of unsupervised learning techniques.
To overcome this challenge, this dissertation proposed a novel approach to data normalisation, where the novelty index is calculated before normalisation takes place. In this way, the influence of environmental and operational variabilities (EOVs) can be visualised in the novelty indices and mitigated through post-processing (or post-normalisation). Referenced on this novel approach, three different frameworks have been proposed and evaluated in this dissertation.

### 6.1.1 Artificial Neural Network-based framework

An Artificial Neural Network (ANN) regression model was implemented, drawing on this technique’s pattern recognition capabilities, to learn the relationship between the identified damage sensitive features (DSFs) and the MD-based novelty index. For this, only a subset of healthy data was used and the prediction error served as a new novelty index with a compensation for the influence of EOVs.

The method was illustrated on an artificial dataset with a non-Gaussian distribution, where the ANN-based novelty index was able to successfully distinguish between two clusters. The sole use of the MD-based novelty index did not yield a clear classification of the two clusters. This suggests that the pattern recognition capabilities of the ANN contributed to overcoming the limitation of identifying damage in a non-normally distributed dataset through post-normalisation, which has been a significant drawback of the MD-based approach. Commonly, this drawback has been addressed through unsupervised learning techniques such as cointegration and PCA. However, the proposed approach enabled the use of a semi-supervised learning framework with a supervised ANN-based regression model, thereby, leading to high accuracy in damage detection.
The proposed ANN-based framework was further tested on a 6-degrees-of-freedom (DOF) mass-spring system. For comparison, the same 6-DOF system was evaluated by the well-established cointegration approach. To challenge both methods, a temperature field and additional random stiffness changes in the spring were introduced. The accuracy of both methods decreased with increased random variabilities in the stiffness. Nevertheless, when introducing more than 10% random stiffness changes in the spring, the ANN-based novelty index outperformed the cointegration-based approach with a significantly higher accuracy, F1-score and MCC results.

Cointegration is an easily reproducible approach since the technique is a straightforward mathematical procedure where no parameters must be trained. This can be considered an advantage as this is not the case for the ANN-based approach. By retraining the ANN, different results can occur. To assess the reproducibility of the ANN-based approach, the training was repeated 1000 times. Considering the performance metrics and their standard deviation, the results from the ANN-based framework were better than the results from the cointegration-based approach.

Further, the proposed ANN-based framework was compared to the PCA-based approach in a laboratory experiment, where a blade was mounted on a test rig and damage was simulated by adding a mass on several locations. When implementing the MD-based novelty index, clear deviations or outliers can be observed after the training threshold. It was possible to remove this trend by reducing the principal components and, thus, reducing the collinearity between the feature vectors. With this, the false alarm rate was reduced and the accuracy of damage detection increased relative to the MD-based approach. The main challenge with the PCA-based approach was the choice of the number of principal components. The balance between condition number and the variance explained can be an indication of an adequate choice of principal components, however, the balance is subjective to the modeller’s choice. The results are highly sensitive to the number of principal components chosen and,
therefore, this is a key factor in the damage detection process.

The implementation of the ANN-based novelty index led to high accuracy and, thus, a low false alarm rate. To address the added uncertainty from, e.g., the subjective choice of principal components, the semi-supervised framework with the ANN regression model was implemented with fixed architecture and hyperparameters. The predictions were consistent with a small standard deviation after 1000 repetitions.

Finally, the semi-supervised framework with the ANN regression model was tested on an operating Vestas V27 wind turbine with artificial damage introduced to one of its blades. As previously seen in the results from the 6-DOF system and the lab experiment, the ANN-based approach outperformed the MD-based approach yielding higher results in all performance metrics. The ANN model was able to represent the MD-based novelty index trained on a subset of healthy data up to the point where the damage was introduced and where the prediction error increased, thus, indicating potential damage to the blade. However, despite the high accuracy and reproducibility of the semi-supervised ANN-based framework, the issue of interpretability remained unaddressed.

It is important to mention that machine learning techniques such as ANN require a large amount of data to identify patterns for further extrapolation. As such, it was not possible to use only the available healthy data as it is limited to around 800 observations. The repaired data of the blade was required for training to achieve the aforementioned results, i.e., approx. 2000 observations were used to properly predict the remaining 500 observations in the healthy state. This is very likely to affect the prediction accuracy in longer monitoring campaigns when damage occurs later.
6.1.2 Interpretable MD-based framework

To address the lack of interpretability in the MD-based novelty index, a novel framework was introduced. The framework adopts the gradient boosted (XGBoost) decision trees regression model, which learns the relationship between DSFs and environmental and operational parameters (EOPs). To explain the predictions of the regression model, which ultimately represents the MD-based novelty index, the Shapley Additive exPlanations (SHAP) method was used. The combination of both XGBoost and SHAP leads to an interpretable MD-based novelty index.

This framework was tested on a numerical 6-DOF mass-spring system influenced by a temperature field and affected by stiffness reduction in one of its springs to simulate damage. The hyperparameters for the regression model were identified by a random search and were fixed after an $R^2$ above 0.99 was reached. This was considered a good representation of the MD-based novelty index by the XGBoost regression model. The interpretability by SHAP has clearly shown the marginal contribution of the temperature field to the novelty index and could be directly correlated to the false alarms generated by the temperature field, which are different from the novelties generated by the stiffness reduction in the system.

This interpretable framework was also tested on the operating V27 wind turbine. The same training approach as in the 6-DOF system was adopted to represent the MD-based novelty index. Measured EOPs such as ambient temperature, wind speed and wind direction, among others, were included as features in the prediction model. SHAP enabled the correlation of extreme temperature values such as around or below 0°C to an increase in the novelty index, thereby, explaining false alarms. This contributed to dealing with uncertainties in the damage detection process. A similar conclusion can be reached when dealing with wind speed. Wind speeds that are
close to the cut-in wind speed of the wind turbine were found to be correlated to an increase in the novelty index. Nevertheless, in the case of wind direction, it was not possible to identify a clear and consistent relationship between the measurements and the novelty index. This is due to the lack of knowledge regarding the position of the nacelle. Therefore, trying to interpret parameters that have virtually no meaning can be misleading without domain knowledge.

Overall, it can be said that the interpretable framework does not answer all questions or explain all novelties yet can be a good addition and support for the operator in the decision-making process. This framework is considered a general framework that can be implemented on any novelty index where interpretability is missing.

6.1.3 Combined, data-driven and interpretable framework

The damage detection framework proposed results from the combination of the previously described semi-supervised damage detection framework and the interpretable framework. The combined, semi-supervised and interpretable damage detection framework provides accurate and insightful results. Nonetheless, this combination implies a trade-off between accuracy and interpretability. The damage detection accuracy is lower relative to the use of the ANN-based novelty index yet superior relative to the use of the MD-based novelty index.

Although the proposed framework combining high accuracy and interpretability aids the understanding of the relationship between EOVs, DSFs and novelty index, comprehending the marginal contribution of some EOVs was not straightforward. For instance, there were cases where low temperature values were directly correlated to high novelty indices leading to false alarms. Meanwhile, there were other cases where
high novelty indices due to high temperature were not clearly reflected on the relationship between novelty index and their marginal contribution (or Shapley values). As the training took place with only the first 2000 observations, it is very likely that not all patterns were identified, particularly as the high temperature occurred the first time after the first 2000 observations.

Another challenge of the interpretable framework is the choice of hyperparameters for the XGBoost model. The hyperparameters were initially defined based on the random search from the interpretable MD-based approach developed in sections 4.2.2 and 5.5. However, this random search was not suitable for the semi-supervised framework to accurately extrapolate the MD-based novelty index. A heuristic search, through trial and error, was conducted to achieve the presented results. This is a major drawback if the proposed combined framework and adds uncertainty in an online monitoring process.

Ultimately, the choice of approach for damage detection will be application-specific and requires domain knowledge and expertise. The operator should decide whether the trade-off between accuracy and interpretability is acceptable for the monitored structure. A summary of the advantages and disadvantages of the four approaches tested on the operating V27 wind turbine blade for damage detection in this thesis are presented in Table 6.1.
Table 6.1
Comparison of frameworks implemented for online monitoring of an in-operation V27 wind turbine blade

<table>
<thead>
<tr>
<th>Approach</th>
<th>MD-based (Section 5.2)</th>
<th>ANN-based (Section 5.3)</th>
<th>Interpretable MD-based (Section 5.4)</th>
<th>Combined MD-Boost + SHAP (Section 5.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pros</strong></td>
<td>- Low computational cost</td>
<td>- High damage detection accuracy through efficient mitigation of EOVs</td>
<td>- Low computational cost</td>
<td>- Low computational cost</td>
</tr>
<tr>
<td></td>
<td>- Easy to implement</td>
<td>- High reproducibility</td>
<td>- Easy to implement</td>
<td>- High reproducibility</td>
</tr>
<tr>
<td></td>
<td>- High reproducibility</td>
<td>- Low computational</td>
<td>- High reproducibility</td>
<td>- Added interpretability</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cost due to simple ANN architecture</td>
<td>- Added interpretability</td>
<td>- Adequate mitigation of EOVs</td>
</tr>
<tr>
<td><strong>Cons</strong></td>
<td>- Poor mitigation of EOVs</td>
<td>- Limited interpretability</td>
<td>- Limited mitigation of EOVs</td>
<td>- Trade-off between accuracy and interpretability</td>
</tr>
<tr>
<td></td>
<td>- Limited interpretability in a multi-dimensional space</td>
<td>- Extensive monitoring campaign required</td>
<td>- Extensive monitoring campaign required</td>
<td>- Extensive monitoring campaign required</td>
</tr>
</tbody>
</table>

6.2 Recommendations

Considering the advantages and disadvantages of the four different approaches for damage detection investigated in this dissertation, the following recommendations can be offered:

- The MD-based novelty index can be implemented as a first step for developing a damage detection framework as it provides an overview of the nature of the data and can aid the selection of DSFs that contain useful information for the detection of damage. The low computational cost and complexity of this approach makes it fast and easy to implement.

- The ANN-based novelty index yielded the highest accuracy and, therefore, is the most suitable approach for damage detection in wind turbine blades under the condition that a black-box model is acceptable to the operator.
• Much longer monitoring campaigns are required to provide the ANN model sufficient data and hidden patterns for training. Ideally, the monitoring campaign would cover two years. In this way, each season has been experienced twice and seasonal patterns can be learned and validated.

• It is recommended to retrain the ANN model as new data is collected to increase the robustness and accuracy. This can be done, for example, in steps of 500 observations to include new patterns that may arise rather than to extrapolate to unknown patterns.

• Unfortunately, since the semi-supervised approach relies on historical data from an undamaged wind turbine, it is recommended to install such a monitoring system early in the operating lifetime of the wind turbine. In the case of newly installed wind turbines, the chances for damage are low. Therefore, the initial operating years can be used for data collection. When sufficient data is gathered, the monitoring system can start providing damage-related recommendations.

• The interpretable framework did not provide high accuracy compared to the ANN-based approach. However, it is recommended as a supplementary framework to understand the reasons for false alarms through measured EOPs.

• It is important to evaluate the outcomes of the interpretable framework with aid from an operator with domain knowledge as results could be misinterpreted if not analysed with a critical view.

• The combined semi-supervised and interpretable approach presented a trade off between accuracy and interpretability. Whenever the trade off is not desirable, the parallel use of the ANN-based and the interpretable MD-based approaches is suggested, i.e., using mitigated EOVs with a non-interpretable novelty index in the ANN-based approach and non-mitigated EOVs with an interpretable novelty index in the second approach.
6.3 Further work

Considering all limitations, mitigating EOVs through an interpretable ML framework proved to be a successful approach for reliable and robust damage detection in an operating V27 wind turbine blade. Nonetheless, further work is required on structures monitored through different seasons over several cycles (or years). The limited patterns identified over the few months of the monitoring campaign of the V27 wind turbine did not provide a consistent explanation to the interaction between extreme temperature values and their contribution to the novelty index. This may add bias in the results since the algorithm could potentially be over fitting its predictions for a particular season. This hypothesis can only be tested when more data is available. Further monitoring campaigns should be conducted, monitoring a structure for at least 2 years so that seasonal patterns can repeat and appropriate testing of the proposed framework can be conducted. This would benefit the ANN-based approach, which could be then tested for retraining and continuous online monitoring.

Additionally, whilst a particular structure of the ANN with fixed architecture was identified and provided promising results, the accuracy of the results could change when new seasonal data is available in an operating wind turbine. New seasonal patterns may require a more complex ANN architecture, which could be found through a grid search similar to the one performed for the XGBoost model. Thus, more extensive monitoring campaigns and data collection is fundamental to continue testing and/or verifying the proposed ANN-based framework. Similarly, a longer monitoring campaign and additional data would serve the XGBoost model to develop a method for hyperparameters identification that can be more consistent in a combined framework.

Following up the work developed in this dissertation, it is advisable to further develop
the combined framework through a structured approach for hyperparameter identifi-
cation in an XGBoost decision tree model using data from an operating wind turbine
monitored for at least 2 years.
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