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Regulation of topological entanglement in ring polymers

Andrea Bonato
Abstract

Entanglement abundance and complexity can be both beneficial and detrimental to the biological and mechanical function of polymers. In living organisms, for instance, DNA entanglement is so impactful that its proliferation might have catastrophic consequences, such as mutation and death.

Even though entanglement regulation is therefore necessary to keep the behaviour of both biological and synthetic polymer systems under control, how it is practically achieved is currently not well understood for many systems. To fill this void, by formulating analytic predictions and performing computer simulations, we study the equilibrium properties of sets of geometrically and topologically constrained ring polymers, and model how entanglement abundance and complexity is regulated in both biological and synthetic polymer systems.

We find that a complex of rings undergoing recombination under confinement is distinguished by the presence of a topological gelation transition, which can be controlled by the stiffness or the concentration of the rings. Furthermore, we show that an efficient and controlled way to resolve entanglement by transient cross stranding is having it compete entropically with a slip-linked polymer network. Finally, we study multicomponent polymer links where the monomers can be distributed among the components in all possible ways, and show that, asymptotically, due to entropy maximisation, one of the rings grows at the expense of the others, which behave as roots sliding along the contour of the growing component.
Lay Summary

Polymers are long chains of repeated molecular units held together by covalent bonds. They are ubiquitous in both nature and industry, biological polymers range from DNA to proteins, and synthetic material composed of polymers such as fibres, plastics and gels are part of our everyday life.

Due to their structure and flexibility, it is common for long cables and strings to be entangled, and untying a knot is often necessary to ensure the proper functioning of a laptop charger or a fishing line. The same holds true for polymers: for instance, the inadvertent emergence of DNA knots hinders biological processes such as DNA transcription. For this reason, managing entanglement abundance and complexity in polymer systems is often essential.

Motivated by this, by formulating analytic predictions and performing computer simulations, we study the properties and regulation of entangled polymers modelling real biological and synthetic systems.
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Chapter 1

Introduction

The synthesis of polymer materials such as vulcanised rubber and artificial fibre gradually achieved enormous commercial success in the early 20th century. Nobel prize Hermann Staudinger (Fig. 1.1A) first understood the molecular nature of such materials. In the 1920s, he proposed that polymers were not colloids, as it was believed at the time, but long chains of repeated molecular units (called monomers) held together by covalent bonds (Fig. 1.1B). Staudinger’s ground breaking idea was eventually accepted by the scientific community and ignited the long lasting interest of many branches of scientific research, including Chemistry, Biology, Physics and Mathematics, in the properties of natural and synthetic polymers. Nowadays, biopolymers such as DNA, RNA and proteins have been recognised to play a fundamental role in the lifecycle of living organisms and industrial polymeric materials, such as fibres, plastics, elastomers and gels are part of our everyday life.

When the degree of polymerisation (i.e. the number of monomers) is large, entanglement in polymer systems is highly likely. It was recognised experimentally, as in the case of cyclic DNA under confinement [5], but also proved mathematically: for instance, it was first conjectured by Frisch, Wasserman and Delbruck [6, 7] in the 1960s, and later proved rigorously [8, 9], that the knotting probability of sufficiently long ring polymers is close to one. Close to inevitable, entanglement strongly impacts the biological [10, 11, 12, 13] and mechanical function [14] of polymers. In living organisms, for example, entangled DNA structures, such as knots (Fig. 1.2A) and catenanes (i.e. linked ring polymers, Fig. 1.2B), inadvertently form during the lifecycle of a cell, and their proliferation, if left untreated, would be catastrophic, and would eventually lead to cell mutation and death. This is what happens,
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Figure 1.1: A Picture of the German chemist Hermann Staudinger, the first to understand the molecular structure of polymers and Nobel prize winner in 1953. Image from wikipedia.org. B Sketch of the molecular structure of a polymer, a long chain of repeated units called monomers.

Figure 1.2: A Electron microscopy of DNA (trefoil) knots made by topo II (type 2 topoisomerase) from bacteriophage T4. Image from Ref. [21]. B Electron microscopy of DNA catenanes accumulated in plasmid DNA after topo IV inhibition. Image from Ref. [10].

for instance, during the replication of circular DNA, examples of which are plasmids in bacteria and mitochondrial DNA (mtDNA) and extrachromosomal circular DNA (eccDNA) in eukaryotic cells. As shown in Fig. 1.3A, during replication, two identical copies of a piece of double stranded DNA are created by progressively separating its strands, and by bonding each of
them to a newly synthesised complementary strand. When this process is applied to circular DNA, it might happen, in some circumstances (e.g. if the original DNA is supercoiled), that the two produced replicas are linked to each other (Fig. 1.2B); their segregation, in this case, requires the intervention of specific enzymes. The malfunctioning of these enzymes, and the resulting difficulty in separating the components of replicated DNA catenanes, comes with severe consequences: topoisomerase IV (TopoIV) mutants in bacteria are conditionally lethal [10], TopoIII mutants are cause of human mitochondrial diseases [15], and it was recently speculated that TopoII, due to the lack of tension, might be unable to separate double minutes (i.e. fragments of eccDNA found in a large number of human tumours) catenanes during mitosis (eukaryotic cells reproduction) [16], and this might impact the heterogeneity and resistance to therapies of a wide range of tumours. Topoisomerases are not the only enzymes capable of resolving DNA entanglement, recombinases are also recognised to be capable of keeping DNA entanglement under control: it was observed, for instance, that Xer mediated site-specific recombination (Fig. 1.3B) can effectively separate catenated Escherichia coli plasmids formed during replication [17] in vitro.

DNA catenation is of fundamental importance not only to circular DNA, but also to linear DNA during mitosis, as it helps keeping together sister chromatids (identical copies of a chromosome) and must be resolved to allow their segregation [13]. Furthermore, contrary to what happens in the replication of circular DNA, DNA catenation seems to be advantageous to trypanosomes, protozoan parasites causing human sleeping sickness, as their mitochondrial DNA, for currently unclear reasons, is organised into massively interlocked networks of circular DNA (kinetoplast DNA), and knotting may be beneficial to viruses, as it regulates the ejection rate of viral genome [18].

Since entanglement may be both beneficial and detrimental, its regulation is essential to living organisms. How it is practically achieved, however, is currently not well understood. Motivated by this, by formulating analytic predictions and performing computer simulations, we model how entanglement is controlled in biological systems. Specifically, in chapter 3 we investigate the geometric and topological features of a system of polymer rings undergoing recombination under confinement and, in chapter 4, we show that entropic competition with slip-links, topological constraints physically found in both biological and synthetic polymer systems, provides a pathway to efficiently resolve entanglement. Since entanglement abundance determines the elastic response of polymer solutions [19], we speculate that our findings not only might impact our understanding of genome topology regulation, but also suggest potential strategies to control the rheological properties of synthetic
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Figure 1.3: A Double stranded DNA (dsDNA) replication. A single stranded DNA monomer (nucleotide) is composed of a backbone element (sugar+phosphate) and a base, which can be of 4 different types, A, C, G and T. dsDNA is assembled by having the bases of a first strand bind to the bases of a second strand. Since A binds exclusively to T (and vice versa) and G to C, the two strands of dsDNA are complementary. During replication, the two strands of the original dsDNA are separated and paired to newly synthesised complementary strands. Image from wikipedia.org. B The two types of site-specific recombination: Tyrosine (Tyr) and Serine (Ser) site-specific recombination. The operation site on DNA is identified by looking at the local sequence of base types.

Not only the abundance of topological constraints, but also their complexity quantitatively determines the properties of entangled polymer systems. For example, it is known that ring polymers knotted with different topologies behave differently when translocating through small pores [20], and it is likely that topological complexity affects entanglement simplification in living organisms. For this reason, determining the statistical properties of polymers subject to fixed topological constraints is essential to understand entanglement regulation.

Comparing the paths described by a random walker to the spatial configu-
rations of a polymer has been, perhaps, the most successful way to describe the thermal fluctuations of polymer solutions. In particular, the connection between the self-avoiding walk and critical phenomena made it possible to formulate scaling predictions for the entropy, radius of gyration, looping probability, etc., of polymers in a good solvent (also called polymers in the dilute regime) [22], which, in turn, shed light on the structure and behaviour of polymers in thermal equilibrium.

The scaling behaviour of the entropy, for instance, not only helps characterise the geometric properties, such as the number of monomers involved in the knotted portion of a loop [23], of polymer knots and links, but also quantifies how likely it is for a system of ring polymers to be of a given link type. Whereas the critical behaviour of ring polymers with fixed knot type has been studied extensively [23, 24, 25], understanding how a fixed topological constraint affects the scaling behaviour and critical exponent of the entropy of a set of linked loops is an unexplored issue in the literature. This is investigated in chapter 5 of this work.

The random walk and self-avoiding walk models and their continuum limit are powerful tools which successfully describe the behaviour of polymers in a good solvent, but often fail to provide a satisfactory analytical description when topological and geometrical constraints are included [26]. For this reason, in this work both scaling analysis derived form the self-avoiding walk model and computer simulations are employed. In chapter 2 we briefly recall the connection between polymers and critical phenomena, focussing on the scaling behaviour of the entropy of polymers in the dilute regime – this is essential to understand the theoretical predictions of chapter 4 and the entirety of chapter 5 – and we detail the computational methods employed in the study reported in chapters 3, 4 (molecular dynamics) and 5 (Monte Carlo), as well as the theory on which they are built upon.
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Chapter 2

Critical behaviour of polymers in a good solvent, theory and simulations

2.1 Scaling behaviour of topologically constrained polymers

2.1.1 The self-avoiding walk and critical phenomena

Figure 2.1: Realizations of A a random and B a self-avoiding walk on the square lattice. The path travelled by a self-avoiding walker never intersects itself.

Polymers have been studied theoretically for decades [27]. It is recognised that the configurations occupied by a polymer in a good solvent, for which
interactions between polymer segments and solvent molecules are energetically favourable, are well described by the paths traversed by a self-avoiding walker (Fig. 2.1B) [22]. Whereas exact calculations are possible for an ideal chain (i.e. freely jointed chain or random walk 2.1A. See, e.g. [22]), formulating analytical and rigorous predictions based on the self-avoiding walk model is much more challenging. De Gennes first recognised the connection between polymers and critical phenomena by proving that the self-avoiding walk can be obtained as the limit for \( n \to 0 \) of \( O(n) \), the \( n \)-vector spin model for ferromagnets [22]. He showed that the mean end-to-end length \( R \), the number of self-avoiding walks of length (i.e. number of monomers) \( N \), \( Z_N \) (Fig. 2.2A), and the number of self-avoiding loops of \( N \) monomers, \( Z_N(o) \) (Fig. 2.2B), are associated, respectively, to the correlation length, the magnetic susceptibility and the specific heat of the \( O(n) \), \( n \to 0 \), model. In this correspondence, the temperature of the spin model is the conjugate variable of the length of the walk, thus, in the limit \( N \to \infty \), scaling laws as

\[
R^2 \propto N^{2\nu}, \quad (2.1)
\]

\[
Z_N \propto \mu^N N^{\gamma-1}, \quad (2.2)
\]

and

\[
Z_N(o) \propto \mu^N N^{-2+\alpha}, \quad (2.3)
\]

are expected. Whereas \( \alpha \), \( \nu \) and \( \gamma \) are universal critical exponents, \( \mu \), known as connectivity constant, is non-universal. The upper critical dimension is 4 [28]: starting from \( d = 5 \), a self-avoiding walk has so many ways to avoid itself that it is effectively described by an ideal chain. This consideration can be partially extended to \( d = 4 \), for which it is predicted that the value of the critical exponents of the self-avoiding walk and random walk (mean
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Field) coincide\(^1\) (i.e. \(\nu = \frac{1}{2}\) and \(\gamma = 1\)), provided the introduction of multiplicative logarithmic corrections \([30, 31]\) in Eqs. 2.1, 2.2 and 2.3. Whereas the scaling limit of the self-avoiding walk can be derived rigorously only for \(d \geq 5\) \([28]\), field theory or, equivalently, direct renormalisation \([32]\) of the Edwards model \([33]\), allow to approximatively derive the value of the critical exponents, expressed as expansions in powers of \(\epsilon = 4 - d\), in any dimension \(d\). In our applications, we are mainly interested in the scaling of the number of configurations in \(d = 3\), hence in the \(\epsilon\) expansion of the exponents \(\gamma\) and \(\alpha\) with \(\epsilon = 1\). On the other hand, since \(\alpha\) is related to \(\nu\) by the hyperscaling relation \(\alpha = 2 - d\nu\), the expansion of the exponent \(\nu\) is equally interesting.

To the third order in \(\epsilon\), \(\nu\) and \(\gamma\) read \([32]\)

\[
\gamma = 1 + \frac{\epsilon}{8} + \frac{13}{4} \left(\frac{\epsilon}{8}\right)^2 + \left[\frac{97}{8} - 33\zeta(3)\right] \left(\frac{\epsilon}{8}\right)^3 + \mathcal{O}(\epsilon^4)
\]  

(2.4)

and

\[
\nu = \frac{1}{2} \left\{ 1 + \frac{\epsilon}{8} + \frac{15}{4} \left(\frac{\epsilon}{8}\right)^2 + \left[\frac{135}{8} - 33\zeta(3)\right] \left(\frac{\epsilon}{8}\right)^3 + \mathcal{O}(\epsilon^4) \right\}.
\]  

(2.5)

For \(\epsilon = 1\), to the second order,

\[
\gamma = 1.176 + \mathcal{O}(\epsilon^3),
\]

\[
\nu = 0.592 + \mathcal{O}(\epsilon^3),
\]  

(2.6)

values close to the numerical estimates \([34, 35]\)

\[
\gamma = 1.157,
\]

\[
\nu = 0.588.
\]  

(2.7)

2.1.2 Polymer networks

Direct renormalisation can also be applied to predict the scaling of the number of configurations of a polymer network with fixed topology \([36]\). This is done by factorising the hyperscaling contribution\(^2\) of the building blocks of the network, namely the loops and the vertices (Fig. 2.3). The contribution of each vertex of multiplicity (i.e. the number of connected branches) \(M\) is quantified by \(\sigma_M\), which is the exponent associated with the number of configurations of a star polymer with \(M\) branches, and the contribution of

\(^1\)The famous Flory formula \([29]\), for example, predicts \(\nu = \frac{3}{2d+2} = \frac{1}{2}\) in \(d = 4\)

\(^2\)i.e. how much they contribute to the scaling of the entropy of the network.
each loop is gauged by $-\nu d$, which is the scaling exponent of ring polymers. Overall, the number of configurations of a network of topology $G$, composed of $N$ branches of length $N_i = N$, $i = 1, \ldots, N$, $L$ loops and $V$ vertices of multiplicity $M_i$, $i = 1, \ldots, V$ scales as

$$Z_N(G) \propto \mu N^N N^{\gamma G - 1},$$

(2.8)

where

$$\gamma_G = -\nu d L + \sum_{M \geq 1} n_M \sigma_M,$$

(2.9)

where $n_M$ is the number of vertices of multiplicity $M$. The exponents $\sigma_M$ can be expanded in powers of $\epsilon$; to the second order [36],

$$\sigma_M = \frac{\epsilon}{8} (2 - M) \frac{M}{2} + \left(\frac{\epsilon}{8}\right)^2 \frac{M}{8} (M - 2)(8M - 21) + O(\epsilon^3).$$

(2.10)

In our applications, the most relevant exponent is $\sigma_4$, associated with vertices which can be formed, for instance, by bridging or slip-linking (see chapter 4) two polymer segments. According to Eq. (2.10), for $d = 3$,

$$\sigma_4 = -0.328125 + O(\epsilon^3).$$

(2.11)

Given the polynomial nature in both $M$ and $\epsilon = 1$ of the expansion in Eq. (2.10), a resummation would be needed to yield accurate results, however, to our knowledge, this has not yet been attempted. Anyway, the best numerical estimates of $\sigma_4$ [35, 37] are not far from the analytical prediction:

$$\sigma_4 = -0.44, -0.48,$$

(2.12)

Exponent $\gamma$ can also be obtained from Eq. (2.10) by using the relation $\gamma = 2\sigma_1 + 1$ [36], in this way the first two orders of Eq. (2.4) would be recovered.

Figure 2.3: Sketch of a self-avoiding polymer network with $V = 5$, $L = 3$, $M_1 = 3$, $M_2 = 4$, $M_3 = 5$, $M_4 = 1$ and $M_5 = 1$ and decomposition into star polymers.
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Figure 2.4: Example of topologically constrained ring polymers. A A trefoil ($3_1$ in the Alexander-Briggs notation) knot and B a Solomon ($4_1^2$) link.

Eqs. (2.8) and (2.9) were derived for monodisperse polymer networks, i.e. networks satisfying $N_i = N$, $i = 1, \ldots, N$. For polydisperse networks, if we define $N = \sum_{i=1}^{N} N_i$, it can be shown that

$$Z_N^{poly}(G) \propto \mu^N N^{\gamma_G^{poly} - 1},$$

$$\gamma_G^{poly} - N = \gamma_G - 1.$$  \hfill (2.13)

2.1.3 Ring polymers with fixed topology

The mapping of the self-avoiding walk problem to field theory has been successful in predicting the asymptotic behaviour of polymer networks. The formulation of the statistical mechanics of polymers subject to a generic set of topological constraints (e.g. knots and links, see Fig. 2.4), on the other hand, is challenging. The general approach is writing down a theory for given fixed values of some topological invariants of interest; however, the analytical complexity of these invariants is a major practical obstacle to overcome. For instance, one of these complicated invariants is the linking number of two closed chains $\gamma_1 : t \in S^1 \to \gamma_1(t)$ and $\gamma_2 : s \in S^1 \to \gamma_2(s)$, which can be defined and computed from the link diagram of the chains as shown in Fig. 2.5. Whereas it is intuitively clear that the linking number counts the number of times the curves wraps around each other, its analytical formulation requires a double line integral:

$$Lk(\gamma_1, \gamma_2) = \frac{1}{4\pi} \int_{S^1} \int_{S^1} \frac{r_1 - r_2}{|r_1 - r_2|^3} \cdot (dr_1 \times dr_2)$$

$$= \frac{1}{4\pi} \int_{S^1 \times S^1} \frac{\det(\gamma_1(s), \gamma_2(t), \gamma_1(s) - \gamma_2(t))}{|\gamma_1(s) - \gamma_2(t)|^3} ds \, dt.$$  \hfill (2.14)
Figure 2.5: The total linking number of a link is given by the number of positive (+) crossings minus the number of negative (-) crossings of its link diagram (for a definition of link diagram, see, Fig. 2.9). Only crossings between different curves are considered and their sign is determined by arbitrarily assigning an orientation to each curve. The linking number is a topological invariant.

where $\gamma_1 = \frac{d\gamma_1}{ds}$ and $\gamma_2 = \frac{d\gamma_2}{dt}$. Eq. (2.14) is known as Gauss linking integral. This expression computes the (signed) number of times the image ($\in$ the unit sphere) of the Gauss map $\Gamma(s, t) : (s, t) \in S^1 \times S^1 \rightarrow \frac{\gamma_1(s) - \gamma_2(t)}{|\gamma_1(s) - \gamma_2(t)|}$ covers the unit sphere (which area is $4\pi$). This coincides with the linking number, since it also coincides with the signed number of times the Gauss map covers a given value $v$, which is also the signed number of crossings in the projection of the link ($\gamma_1$ and $\gamma_2$) to the plane perpendicular to $v$.

Whilst strategies to write down a partition function for any fixed topological invariant do exist, the calculation of the expectation values of generic observables and the prediction of asymptotic scaling laws such as Eq. (2.8) remain challenging [26].

3Note that the second equality in Eq. (2.14) follows from the definition of the double line integral over $\gamma_1$ and $\gamma_2$ ($\int_{\gamma_1} F(r) dr = \int_{\gamma_2} F(\gamma(t)) \cdot \dot{\gamma}(t) dt$). $\det(\gamma_1(s) - \gamma_2(t), \gamma_1(s) - \gamma_2(t), \gamma_1(s) - \gamma_2(t))$ is the triple product $(\gamma_1(s) - \gamma_2(t)) \cdot (\gamma_1(s) \times \gamma_2(t))$.

4This number is also called degree of the Gauss map.

5It is interesting to point out that it is conjectured that Eq. (2.14) was first formulated by Gauss while he was studying Earth’s magnetic field [38]. The connection between the geometry of two curves and electromagnetism comes to the surface, for instance, while taking the line integral along a closed curve $\gamma_2$ of the magnetic field generated by a constant current flowing through another closed path $\gamma_1$: the Ampère-Maxwell equation infers that this integral is proportional to the linking number of $\gamma_1$ and $\gamma_2$. Computing the magnetic field using the Biot-Savart law gives Eq. (2.14).
2.1. SCALING BEHAVIOUR

Figure 2.6: Sketch of how the monomers of a $3_1 \# 3_1$ knot (composition of two trefoil knots, $n_f = 2$) are distributed between the knotted and unknotted portions. The number of monomers involved in each knotted portion grows sublinearly with $N$, the total number of monomers.

A scaling law for $Z_N(\tau)$, the number of configurations of ring polymers (i.e. knots) with fixed topology $\tau$ is hard to deduce from both Edwards theory, for the aforementioned difficulties, and the De Gennes $O(n)$, $n \to 0$ equivalence, as polymers with fixed topology do not have a magnetic counterpart. However, it can be rigorously proved \[39\] that $Z_N(\tau)$ satisfies

$$\lim_{N \to \infty} \inf \frac{\ln Z_N(\tau)}{N} = k_\tau \leq \lim_{N \to \infty} \sup \frac{\ln Z_N(\tau)}{N} = K_\tau \leq \lim_{N \to \infty} \ln \frac{Z_N(\tau)}{Z_N(o)} = k,$$

(2.15)

where $Z_N(o)$ is the number of configurations of ring polymers with arbitrary topology. $Z_N(\tau)$ will then grow exponentially with $N$, and it is consequently assumed \[23\]

$$Z_N(\tau) = A(\tau) N^{\alpha(\tau) - 3} \mu(\tau)^N \left(1 + \frac{B(\tau)}{N^\Delta} + \ldots\right).$$

(2.16)

Eq. (2.16) includes the leading scaling term and the first order correction, which functional form is set to be the same as that of the two leading terms of the scaling of $Z_N(o)$ (i.e. Eq. (2.3) plus the first order correction-to-scaling) \[40\]. The difference from Eq. (2.3) is that, in Eq. (2.16), the critical exponents $\alpha$ and $\Delta$, the amplitudes $A$ and $B$ and the connectivity constant

---

\[6\]Given a succession of real numbers $(x_n)$, the limit inferior and limit superior are defined, respectively as $\lim_{n \to \infty} \inf x_n = \lim_{n \to \infty} (\inf_{m \geq n} x_m)$ and $\lim_{n \to \infty} \sup x_n = \lim_{n \to \infty} (\sup_{m \geq n} x_m)$, where $\sup_{m \geq n} x_m$ and $\inf_{m \geq n} x_m$ are the largest and smallest values of $(x_m)_{m \geq n}$. The limit superior and limit inferior always exist (as opposed to the standard limit for, e.g., oscillating successions) and they are equal if and only if $\lim_{n \to \infty} x_n$ exists. In this case, their common value coincides with $\lim_{n \to \infty} x_n$.\]
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\( \mu \) are a priori topology dependent. Note that Eq. (2.15) implies \( \mu(\tau) \leq \mu \) for every \( \tau \). Orlandini et al. [23] provided numerical evidence that, for \( d = 3 \), \( \alpha(\tau) = \alpha(\phi) + n_f(\tau) \), where \( \phi \) is the unknot and \( n_f(\tau) \) is the number of prime factors of \( \tau \) (see Figs. 2.6 and 5.1). This is explained by noting that the number of monomers contained in each physically knotted portion of a ring, \( N_k \), grows sublinearly with \( N \), the total number of monomers of the ring, \( N_k \propto N^t, t \approx 0.75 \) [25]. As a knotted loop grows in size, its knotted portions involve a progressively smaller fraction of monomers, therefore, an infinitely long knot looks like an unknot crowned with \( n_f(\tau) \) sliding roots [23] (Fig. 2.6).

2.2 Markov chain Monte Carlo

Analytical predictions of the scaling laws and critical exponents for topologically constrained polymers are difficult to formulate. A numerical approach to the problem is essential and, in many cases, to date, is the only one possible. Markov chain Monte Carlo (MCMC) algorithms have been successful in exploring the asymptotic behaviour of knotted loops, as they allow to sample from the configuration space according to a known distribution. For example, in the aforementioned work by Orlandini et al. [23] polygons (i.e. piece-wise straight knots) with fixed topology \( \tau \) on the cubic lattice are sampled, and the exponent \( \alpha(\tau) \) (see Eq. (2.16)) and the connective constant \( \mu(\tau) \) are then estimated by extrapolation in the limit \( \langle N \rangle \to \infty \).

2.2.1 Ergodic Markov chains

As detailed below, MCMC algorithms are built upon the properties of Markov processes [41, 42]. Given a discrete time Markov process \( X_t \) on a countable state space \( \Omega \), a probability distribution \( \pi \) on \( \Omega \) is said to be stationary for \( X_t \) if it satisfies

\[
\sum_{\omega \in \Omega} \pi(\omega)p_{\omega\omega'} = \pi(\omega') \quad \forall \omega' \in \Omega,
\]

where \( p_{\omega\omega'} \) is the transition probability from state \( \omega \) to state \( \omega' \). A Markov chain \( X_t \) is irreducible if

\[
\forall \omega, \omega' \in \Omega, \forall t \in \mathbb{N}, \exists n \in \mathbb{N} : Pr(X_{t+n} = \omega'|X_t = \omega) > 0;
\]

\footnote{Here we assumed \( p \) to be time independent, namely \( X_t \) is homogeneous.}
in simple words, \( X_t \) is irreducible if there is a positive probability of ever reaching any given state starting from any other. An irreducible Markov chain is aperiodic if

\[
\forall \omega \in \Omega, \ gcd\{n \geq 1 : Pr(X_{t+n} = \omega | X_t = \omega) > 0\} = 1, \quad (2.19)
\]

where \( gcd \) indicates the greatest common divisor and \( Pr(X_{t+n} = \omega | X_t = \omega) \) is the probability of returning to state \( \omega \) after \( n \) steps. The asymptotics of aperiodic irreducible Markov chains on a finite space state \( \Omega \) are well known:

**Theorem 1** For any aperiodic and irreducible Markov chain on a finite state space, there exist a unique stationary probability distribution.

**Theorem 2** Any aperiodic and irreducible Markov chain converges, for \( t \to \infty \), to its stationary distribution \( \pi \), regardless of the starting initial distribution: \[ \lim_{t \to \infty} Pr(X_t = \omega | X_0 = \omega') = \pi(\omega) \forall \omega, \omega' \in \Omega \]

Theorems [1] and [2] hold true for infinite but countable state spaces (this is actually the case we are interested in), provided that the Markov chain is positive recurrent [8], which is guaranteed if there exists a stationary distribution. They assure that, if we run a Markov chain with the desired properties for long enough, the distribution will be close to its stationary distribution. In this case, it is often said that the Markov chain is ergodic and that it approaches equilibrium for long times.

### 2.2.2 Sampling

The strategy to build a MCMC algorithm to sample a space \( \Omega \) is then: devising a way of sampling chains of stochastically generated states \( \omega_t \in \Omega \) which are as uncorrelated as possible, proving that the underneath process \( X_t \) is irreducible and finding a stationary distribution, which uniqueness is guaranteed by Th. [1] (e.g. Fig. [2.7]). It was proved that no ergodic local (i.e. performing only local transformation) and length-conserving Monte Carlo algorithm for sampling self-avoiding walks exists [13], hence local MCMC methods must be grand canonical to have a chance to be ergodic.

MCMC methods are often characterised by long correlation and equilibrium approach time. To improve their mobility, specific sampling techniques can be introduced, such as the multiple Markov chain method [14], which consists in running Markov chains \( \{X^i_t\} \) in parallel and periodically swapping their realisations at time \( t \), namely \( X^i_t = \omega^i_t \leftarrow \omega^j_t = X^j_t \).

---

[i8]: i.e. if the average time it takes to return to any given state \( \omega \in \Omega \) is finite.
2.2.3 BFACF algorithm for linked loops

A well known local and grand canonical MCMC method capable of ergodically sampling polygons with fixed given topology on the cubic lattice is the BFACF (Berg-Foerster-Aragao-Caracciolo-Fröhlich) algorithm. In this work we extended this algorithm to sample sets of polygons linked with any given topology (see chapter 5), and proved that its ergodic classes are the link types. We now describe how the algorithm works and provide a sketch of the proof that it is ergodic.

Staring from a given initial configuration, a sequence of sets of linked polygons is generated by iteratively performing local modifications (Fig. 2.7) as detailed below. We will use the notation \( \omega = (\omega_1; \omega_2; \ldots; \omega_k) = (\omega_1(1), \omega_1(2), \ldots, \omega_1(n_1); \omega_2(1), \omega_2(2), \ldots, \omega_2(n_2), \ldots, \omega_k(1), \omega_k(2), \ldots, \omega_k(n_k)) \), to indicate the configuration of a set of \( k \) polygons defined by the sequence of vertices \( \omega_l(1), \omega_l(2), \ldots, \omega_l(n_l), \) \( l = 1, \ldots, k \), and \([\omega_l(i), \omega_l(j)]\) to indicate the segment of the \( l \)-th polygon defined by the vertices \( \omega_l(i), \ldots, \omega_l(j) \) if \( i < j \) or \( \omega_l(i), \ldots, \omega_l(n_l), \omega_l(1), \ldots, \omega_l(j) \) if \( i > j \). Note that periodic boundary conditions are required for polygons: \( \omega_l(n_l + j) = \omega_l(j) \) and \( \omega_l(1 - j) = \omega_l(n_l - j) \).
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\[ \omega_l(n_l - (j - 1)) \, j > 0. \]

1. Given a configuration

\[ \omega = (\omega_1; \omega_2; \ldots; \omega_k) = (\omega_1(1), \ldots, \omega_1(n_1), \ldots, \omega_k(1), \ldots, \omega_k(n_k)), \]

one edge of the polygon set, together with one of its orthogonal vectors, \( \vec{e} \), is randomly chosen. Without loss of generality, let us suppose that this edge, \([\omega_1(i), \omega_1(i + 1)], i \in [1, n_1] \) belongs to the first, labelled by 1, polygon.\(^9\)

2. Let us call \( \vec{r}(\omega_1(i)) \) and \( \vec{r}(\omega_1(i + 1)) \) the positions of the vertices \( \omega_1(i) \) and \( \omega_1(i + 1) \). If both \( \vec{x} \) and \( \vec{y} \) defined as \( \vec{x} = \vec{r}(\omega_1(i)) + \vec{e} \) and \( \vec{y} = \vec{r}(\omega_1(i + 1)) + \vec{e} \) are not already occupied (by vertices of any of the \( k \) polygons), a transformation of type \( \Delta = +2 \) along the direction \( \vec{e} \) (Figure 2.8A), is attempted on \([\omega_1(i), \omega_1(i + 1)]\) with probability

\[
p^{+2}(n) = \min \left( 1, \left( \frac{n + \Delta}{n} \right)^{q - \frac{\Delta}{2}} F^{-\Delta} \right), \tag{2.20}
\]

where \( n = \sum_l n_l \) is the total number of edges of the polygon set before the transformation and \( F \) and \( q \) are parameters. The new configuration would be \( \omega' = (\omega_1(0), \ldots, \omega_1(i), x, y, \omega_1(i + 1), \ldots, \omega_1(n_1), \ldots) \), with the new vertices \( x \) and \( y \) in the positions \( \vec{x} \) and \( \vec{y} \). Its number of edges is \( n + 2 \).

3. If \( \vec{x} = \vec{r}(\omega_1(i - 1)) \) and \( \vec{y} = \vec{r}(\omega_1(i + 2)) \), a move of type \( \Delta = -2 \) along the direction \( \vec{e} \) (Figure 2.8A) is attempted on \([\omega_1(i), \omega_1(i + 1)]\) with probability defined by Eq. (2.20). The new configuration would be \( \omega' = (\omega_1(0), \ldots, \omega_1(i - 1), \omega(i + 2), \ldots, \omega_1(n_1), \ldots) \); its number of edges is \( n - 2 \).

4. If instead \( \vec{x} = \vec{r}(\omega_1(i - 1)) \) and \( \vec{y} \) is not occupied, or if \( \vec{x} \) is not occupied and \( \vec{y} = \vec{r}(\omega_1(i + 2)) \), then a flip move (Figure 2.8B) is performed on \([\omega_1(i - 1), \omega_1(i + 1)]\) or \([\omega_1(i), \omega_1(i + 2)]\) respectively. The new configurations would be

\[
\omega' = (\omega_1(0), \ldots, \omega_1(i - 1), y, \omega_1(i + 1), \ldots, \omega_1(n_1), \ldots)
\]

or

\[
\omega' = (\omega_1(0), \ldots, \omega_1(i), x, \omega_1(i + 2), \ldots, \omega_1(n_1), \ldots)
\]

respectively, with the vertices \( x \) and \( y \) in the positions \( \vec{x} \) and \( \vec{y} \).

\(^9\)Otherwise, the procedure described below applies to the selected polygon.
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Figure 2.8: Local deformations performed by an iteration of the BFACF algorithm for linked polygons. A Moves of types \( \pm 2 \) change the lengths of a polygon by \( \Delta = \pm 2 \). B Flips modify the configuration of a polygon without changing its length.

2.2.4 Ergodic classes of the BFACF algorithm for polydisperse linked polygons

\( \Omega \), collection of sets of linked polygons, is an ergodic class for the BFACF algorithm if

\[
\forall \omega, \omega' \in \Omega, \forall t \in \mathbb{N}, \exists n \in \mathbb{N} : Pr (X_{t+n} = \omega' | X_t = \omega) > 0, \tag{2.18}
\]

where \( t \) and \( n \) are integers, and \( X_t \) is the configuration generated after \( l \) iterations of the algorithm (each iteration consists of moves 1-4 detailed above).

We now give a sketch of the proof that

**Theorem 3** Ergodic classes for the BFACF algorithm for linked polygons on the cubic lattice are the link types.

Since, by construction, the transformations implemented by the BFACF algorithm described in the previous section preserve the link type, ergodic classes for the BFACF algorithm for linked polygons are made of configurations of the same link type.

Theorem 3 can hence be proved by showing that all possible sets of polygons linked with a given link type are part of the same ergodic class. This is achieved here by proving that two arbitrary set of polygons linked with the same link type can be mapped one into the other by performing BFACF moves (flips or \( \pm 2 \) moves; see Fig. 2.8).

To this end, of crucial importance is the connection between links and their projections on a plane.
2.2. MARKOV CHAIN MONTE CARLO

Figure 2.9: A Example of two linked polygons with lattice link diagram. Not all linked polygons admit a well defined lattice diagram. B Reidemeister moves.

**Definition 1 (link diagram)** A link diagram is a projection of a set of linked loops decorated with underpasses and overpasses at each crossing point (see Fig. 2.9A).

**Definition 2 (equivalent link diagrams)** Two link diagrams are equivalent if there exist a finite sequence of transformations, consisting in either ambient isotopies on the plane or the Reidemeister moves (Fig. 2.9B), mapping one diagram into the other.

**Theorem 4** Links are equivalent – i.e. of the same link type – if and only if their link diagrams are equivalent \[49, 50\].

These concepts can be extended to polygons on a lattice. In a lattice link diagram (Fig. 2.9A), multiple points belonging to edges perpendicular to the projection plane are projected to the same point. Even discounting this, the projection of a set of linked polygons might not be a well defined diagram. This is the case, for instance, if more than one edge parallel to the projection plane is projected to the same edge. Theorem 4 applies to polygons on a lattice, but only to those provided with link diagram. By extending the construction detailed in Rensburg and Whittington [45] to a set of polygons, it can be showed that

- given a side (see Fig. 2.9) of a set of linked polygons on the cubic lattice and enough space, it is possible, by performing BFACF moves, to shift it one unit along a perpendicular direction and
• BFACF moves can be used to add an extra edge to each of the sides of a set of linked polygons intersecting a given plane perpendicular to one of the axis.

Using these tools, it can then be shown that

Lemma 1 All sets of linked polygons can be modified, by performing BFACF moves, into sets of polygons provided with lattice link diagrams,

and

Lemma 2 BFACF moves can be used to map two arbitrary sets of linked polygons with the same lattice link diagram one into the other.

Theorem 3 is therefore proved by adding one last ingredient:

Lemma 3 BFACF moves can be used to map the link diagrams of two equivalent sets of linked polygons (i.e. with the same link type) one into the other.

Given the correspondence between the equivalence classes of links provided with link diagrams and those of link diagrams (theorem 4), this is proved by showing that Reidemeister moves (on a diagram) can be performed by using a combination of BFACF moves on the cubic lattice and that two isotopic link diagrams can be mapped one into the other with BFACF moves. To this end, the procedure for lattice knots [45] can once again be extended to linked polygons, noting that

• by using the tools mentioned above, the space required to perform a Reidemeister move on a diagram can still be created, and that

• to map isotopic knot diagrams, a comparison of the areas delimited by the edges of each diagram is required. In the case of link diagrams, the perimeter of these areas can be the projection of edges belonging to different polygons; this, however, does not prevent the identification of corresponding areas of two isotopic diagrams.

2.2.5 Limit distribution

Theorem 3 assures that the BFACF algorithm does not change the link type, thus it is well suited to sample sets of linked polygons with fixed link type.
2.3. MOLECULAR DYNAMICS SIMULATIONS

Furthermore, if the sampled configurations are uncorrelated (sampled at sufficiently large time –i.e. number of iterations– intervals), then it also assures that, if it exists, the sampling probability tends to a unique stationary distribution (see theorem 1). By proving it satisfies detailed balance\(^\text{10}\) it is straightforward to show that

\[
\pi_{\tau_0}(\omega) = \frac{1}{\Phi} |\omega| q F^{\omega} \chi(\tau(\omega), \tau_0),
\]

where \(\tau_0\) is the link type of the starting configuration, \(\Phi\) is a normalisation constant, \(\chi(a, b)\) is 1 when \(a\) and \(b\) are the same link type and zero otherwise, and \(|\omega|\) is the number of edges of \(\omega\), is the limit distribution. \(F\), the step fugacity, controls the range of \(|\omega|\) (see Ch. 5), and \(q\) can be chosen to optimize the sampling [51].

2.3 Molecular dynamics simulations

Monte Carlo algorithms allow the investigation of the statistical properties of a physical system by sampling the state space according to a known probability distribution. They do not, however, explicitly\(^\text{11}\) follow the evolution of the system; in other words, they are typically unable to offer insight regarding the dynamics of a physical system [52].

2.3.1 NVE and velocity-Verlet

The purpose of Molecular dynamics (MD) simulations is numerically solving the equations of motion. In the classical microcanonical ensemble, often referred to as \(NVE\) in MD simulations, the total energy, \(E\), the number of particles \(N\) and the volume \(V\) are conserved. The conservative forces acting on the particles are then described by a potential \(U\) and the equations of motion of the particles read

\[
m_i \ddot{x}_i = -\nabla_i U(x_1, \ldots, x_N),
\]

where \(m_i\) and \(x_i\) are the mass and position of particle \(i\), \(\nabla_i U(x_1, \ldots, x_N)\) are the derivatives with respect to \(x_i\) of the potential. The solution of Eqs. (2.22), not only allows to follow the evolution of the system starting from an initial

\(^{10}\pi(\omega)p_{\omega'\omega} = \pi(\omega)p_{\omega'\omega}.\) This is a stronger condition that stationarity (Eq. (2.17)).

\(^{11}\)i.e. without simplifying assumptions.
configuration, but also to estimate ensemble averages, as stated by the er-
godic hypothesis: if we assume that the trajectory of the system eventually
passes through every point of the phase space, then the time average of any
observable \( O \) asymptotically coincides with its ensemble average, namely
\[
\lim_{T \to \infty} \int_{t_0}^{T} O(x(t), \dot{x}(t))dt = \int_{\Omega} \pi(\omega)O(\omega)d\omega,
\]
where \( \Omega \) is the phase space and \( \omega \in \Omega \).

Computing long trajectories is the aim of MD simulations; this makes the
implementation of ”good” numerical integrators for the equations of motion
an interesting and complex problem [52, 53]. Geometric integrators, charac-
terised by the remarkable property of preserving certain geometrical prop-
erties of the flow of a differential equation, are generally deemed superior.
Symplectic integrators, in particular, preserve the structure of Hamilton’s
equations, and it can be shown that their predicted Hamiltonian flow is gov-
erned by a slightly perturbed Hamiltonian which tends to the unperturbed
one when the integration timestep tends to 0 [54]. Although they possess
the property of nearly conserving the total energy of conservative systems,
which makes them ideal to simulate the NVE ensemble, the popularity of
symplectic, and more generally geometric, integrators is not based on math-
ematical reasons, but on the reliability evinced from numerical tests and
applications [52]. Among the geometric integrators, widely used and well
studied is the Verlet algorithm [55], which is symplectic and time-reversible;
its velocity variant (velocity-Verlet) reads:
\[
v_i \left( t + \frac{1}{2} \Delta t \right) = v_i(t) + \frac{1}{2m_i} f_i(t) \Delta t, \\
x_i(t + \Delta t) = x_i(t) + v_i \left( t + \frac{1}{2} \Delta t \right) \Delta t, \\
v_i(t + \Delta t) = v_i \left( t + \frac{1}{2} \Delta t \right) + \frac{1}{2m_i} f_i(t + \Delta t) \Delta t,
\]
where \( x_i(t) \) and \( v_i(t) \) are, respectively, the position and the velocity of par-
ticle \( i \) at time \( t \), \( f_i(t) \) is the force experienced by particle \( i \) at time \( t \) and \( \Delta t \)
is the integration timestep.

2.3.2 NVT

Since fixing the temperature of an experimental system is usually easier than
controlling its total energy, simulating the dynamics or computing equilib-
rium averages of a system in the canonical ensemble (NVT) is often the target
of MD simulations. The statistics of the NVT ensemble can be simulated by thermostating the NVE ensemble, namely by introducing a device to fix the mean value of the temperature, which is associated to the mean velocity of the simulated particles through the equipartition theorem. A commonly employed thermostat is the Langevin heat bath. The (mesoscopic) particles of the system are immersed in a bath of microscopic particles, which is implicitly accounted for by modifying the deterministic equations of motion \(2.22\). Each particle experiences a dissipative frictional drag and a stochastic noise due to colliding with the particles of the bath; the motion of particle \(i\) is thus described by the famous Langevin equation

\[
m_i \frac{d^2x_i}{dt^2} = -\nabla_i U(x_1, \ldots, x_N) - \xi m_i v_i + \sqrt{2k_B T \xi m_i} \xi \hat{h}(t),
\]

(2.25)

where \(\xi\) is the experienced friction, \(k_B\) is the Boltzmann constant, \(T\) is the temperature and \(\hat{h}\) is stochastic noise satisfying

\[
\langle \hat{h}(t) \rangle = 0,
\]

\[
\langle \hat{h}(t) \cdot \hat{h}(t') \rangle = \delta_{ij} \delta(t - t').
\]

(2.26)

A simple way to numerically integrate Eq. (2.25) is by introducing in Eq. (2.24) a modified force defined as follows \[56\]:

\[
f_i^{tot}(t) = -\nabla_i U(x_1, \ldots, x_N) - \xi m_i \dot{x}_i(t) + \frac{2k_B T \xi m_i}{dt} \hat{h}_i(t),
\]

(2.27)

where each component of \(\hat{h}(t)\) is a Gaussian random variable with mean 0 and variance \(1^{12}\). The resulting implementation of the velocity-Verlet algorithm, accounting for the thermal bath, is

\[
v_i \left(t + \frac{1}{2} \Delta t \right) = v_i(t) - \frac{\Delta t}{2} \left( \nabla_i U(t) \right) m_i + \xi v_i(t) + \sqrt{\frac{\Delta t k_B T \xi}{m_i}} \hat{h}_i(t),
\]

\[
x_i(t + \Delta t) = x_i(t) + v_i \left(t + \frac{1}{2} \Delta t\right) \Delta t,
\]

\[
v_i(t + \Delta t) = v_i \left(t + \frac{\Delta t}{2}\right) - \frac{\Delta t}{2} \left( \nabla_i U(t + \Delta t) \right) m_i + \xi v_i \left(t + \frac{\Delta t}{2}\right) + \sqrt{\frac{\Delta t k_B T \xi}{m_i}} \hat{h}_i(t),
\]

(2.28)

where \(\nabla_i U(t)\) and \(\nabla_i U(t + \Delta t)\) are the derivatives of the potential computed by using the positions of the particles at time \(t\) and \(t + \Delta t\) and \(\hat{h}_i\) is a random vector, each component of which is, as described above, normally distributed.

\[12\] \(\frac{\hat{h}}{\sqrt{dt}} = \hat{h}\) is derived by imposing that the solution of Eq. (2.25), which is a stochastic differential equation, describes Brownian motion.
2.3.3 Optimisation

Integrating the equations of motion for many timesteps in a reasonable time, especially for systems of many particles, requires enormous computational power. For this reason, many optimisation techniques have been devised [57]. Most of the time of a MD simulation is actually spent on computing the potential in Eqs. (2.22) and (2.25), whereas the integration time (e.g. using Eq. (2.24)) generally takes only 2 – 3% of the total workload [57]. This is because the potential is a sum of many terms, each describing a many-body interaction between a group of atoms: even considering only two-bodies interactions between $N$ particles, there would be $N^2$ terms to compute at each timestep. Building neighbour lists is a popular method, first proposed by Verlet [55], to greatly lighten the burden of computing the forces. If all the interactions are short-ranged, then there is no need to consider every pair or group of atoms. As the simulation proceeds, for each particle, a dynamic list of atoms within a certain cut-off range is compiled and updated; only interactions between neighbours are then evaluated. Compiling neighbour lists can be done efficiently by first binning the simulated domain and then looking for neighbours only within nearby bins.

Another way to significantly improve the efficiency of MD algorithms is parallelisation, namely assigning tasks, carried out simultaneously, to multiple processors (CPUs). Parallelisation of the workload can be achieved through spatial-decomposition: each CPU is assigned to a specific portion of the simulation domain, and computes the forces acting on the atoms inside its sub-domain exclusively. To do its job, a processor will generally require the acquisition of the position and velocity of atoms belonging to other (adjacent for short-range interactions) sub-domains, hence a communication algorithm is to be implemented as well.

2.3.4 MD simulations of coarse-grained polymers

Optimisation is certainly required, but it is often not sufficient. Since the number of atoms composing macroscopic and mesoscopic systems is enormous, the space and time scales which can be explored by performing all-atoms molecular dynamics simulations are severely restricted. These shackles can be broken by coarse-graining the system under investigation, namely by describing it with a greatly reduced number of effective degrees of freedom, obtained by integrating over the microscopic states of the system. This technique is reminiscent of the theoretical treatment of critical phenomena. Perhaps the most crucial prescription of coarse-graining modelling, the in-
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teractions governing the motion of the effective degrees of freedom are to be defined in such a way they reproduce the correct behaviour of the studied system.

While the random and self-avoiding walks are popular coarse-grained models for the analytical and Monte Carlo description of polymers in a good solvent, a chain of beads connected by springs is the most suited model for performing molecular dynamics simulations. If $\mathbf{x}_i$ in the Langevin equations (2.25) are the positions of the beads, each modelling an entire segment of a real polymer, of a bead-spring chain, then their time evolution describes the thermic fluctuation of a polymer in contact with a heat bath, provided the properties of the simulated polymer are accurately captured by the potential $U$. For instance, the molecular structure, elasticity \[58\] and finite-extensibility of polymers are accounted for by the springs connecting the beads, which are introduced in the model via the pairwise FENE (finitely extendible nonlinear elastic) potential \[59\]

$$U_{\text{FENE}}(r) = \begin{cases} -0.5kR_0^2 \ln \left(1 - \left(\frac{r}{R_0}\right)^2\right) & r \leq R_0 \\ \infty & r > R_0 \end{cases},$$

(2.29)

where $r$ is the distance between two bonded beads, $R_0 = 1.5\sigma$ is the maximum extension of the bond, $k = 30\epsilon/\sigma^2$ \[60\] [61], $\epsilon$ is the energy unit and $\sigma$ is the bead size. Excluded volume interaction and stiffness are also typically accounted for in MD simulations of coarse-grained polymers. The former are described by the shifted and truncated, so to keep the repulsive part exclusively, Lennard-Jones potential \[62\], the Weeks-Chandler-Andersen potential

$$U_{\text{WCA}}(r) = \begin{cases} 4\epsilon \left[\left(\frac{\sigma}{r}\right)^{12} - \left(\frac{\sigma}{r}\right)^{6} + \frac{1}{4}\right] & r \leq r_c \\ 0 & r > r_c \end{cases},$$

(2.30)

where $r$ is the distance between two interacting beads and $r_c = 2^{1/6}\sigma$. The latter is included via a Kratky-Porod potential \[63\] [64] acting on triplets of neighbouring beads:

$$U_{\text{bend}} = \frac{\epsilon l_p}{\sigma} (1 + \cos \theta),$$

(2.31)

where $\theta$ is the angle between consecutive bonds and $l_p$ is the persistence length\[13\].

In this work we perform molecular dynamics simulations of bead-spring polymers coupled to an implicit heat bath as described above. We integrate the Langevin equations (2.25) by using the velocity-Verlet scheme (Eq. (2.28)). This is carried out by the LAMMPS engine \[65\], which implements the construction of neighbour lists and the spatial-decomposition of the workload.\[13\]

The higher it is, the stiffer the polymer.
Chapter 3

Topological gelation of confined recombinant ring

Recombination is a ubiquitous process in biology: it involves the transient disruption of two DNA segments that are spatially proximate in 3D—although not necessarily adjacent in 1D—followed by a biochemical process which rejoins the DNA ends in a different way (Fig. 3.1A; the latter process is typically referred to as alternative end-joining). This reaction is often regulated by proteins when it occurs between specific DNA sites (see Fig. 1.3B), however it can also happen spontaneously [66]. Recombination underlies the formation of gametes in eukaryotes and ensures genetic diversity in prokaryotes [67]. Additionally, DNA recombination has been speculated to regulate gene expression [68], is known to aid resolution of complex DNA topology in cell division [67], and is required during immunological response [69].

Since the outcome of random recombination operations may yield linked or knotted DNA products, which, in turn, would pose a topological problem to the cell, recombination is a tightly regulated process that yields precisely controlled topologies [70]. Enzyme-mediated recombination has been well studied in the dilute regime by using short plasmids with specific recombination sites in vitro [17] and tangle theory [71] [69]. However, it is far less understood how recombination is regulated, and how certain target topologies are achieved, for long chromosomes within the entangled and crowded intracellular milieu. Thus, understanding the biophysical principles underpinning the topological regulation of the genetic material of living cells under recombination remains an outstanding open question in DNA biophysics and genome biology.

To shed light on this issue, here we study a system of ring polymers under-
We study ring polymers confined within a sphere of radius $R$ and undergoing recombination events anywhere along their contour. The two panels show two possible states of the system at equilibrium and after relaxing the confinement. B depicts an ensemble of many, small unlinked rings, whereas C shows an ensemble of few, long and linked rings. The confinement release step is done here for ease of visualisation.

Figure 3.1: A We study ring polymers confined within a sphere of radius $R$ and undergoing recombination events anywhere along their contour. B-C The two panels show two possible states of the system at equilibrium and after relaxing the confinement. B depicts an ensemble of many, small unlinked rings, whereas C shows an ensemble of few, long and linked rings. The confinement release step is done here for ease of visualisation.

going recombination reactions (hereafter called “recombinant rings”) under spherical confinement. We discover that depending mainly on DNA stiffness and radius of the confining sphere, this system harbours a topological transition between a regime with many short, unlinked and segregated rings and another one with few long, mixed and linked rings. The transition that we find can be characterised in both geometrical and topological terms. Geometrically, it is naturally explained as the result of the competition between the bending energy of the loops and the total entropy of the system. Topologically, it can be seen as a gelation transition and understood in terms of the critical overlap concentration $c^*$, above which linking is expected to be thermodynamically favoured. We discuss our results in the context of DNA recombination in vivo and suggest potential strategies to exploit this gelation transition to design DNA rings with desired length and topological features in vitro. We note our system can be viewed, more generally, as a confined melt of living polymer loops, which can form spontaneously following polymerisation of monomers given an appropriate choice of the reaction
3.1 Model

The system is initialised as one bead-spring ring polymer (see chapter 2) with \( N = 1000 \) beads of size \( \sigma \) inside a large sphere that is slowly compressed to \( R = 7\sigma \), allowing the confined polymer to equilibrate. Confinement is achieved by adding a restoring radial force \( F \) acting on the beads of the polymer,

\[
F(r) = \begin{cases} 
-30\epsilon (r - R)^2 & r \geq R \\
0 & r < R
\end{cases},
\]

where \( r \) is the distance from the centre of the sphere and \( \epsilon \) the energy unit. Consecutive beads are strung together by FENE bonds (Eq. (2.29)), and excluded volume interactions are modelled via the WCA potential (Eq. (2.30)). The stiffness of the chains is a key parameter of our system, and is accounted for by imposing a bending penalty (the Kratky-Porod potential, Eq. (2.31)),

Figure 3.2: A Scheme of the reconnection algorithm. Two pairs of bonded beads, \( i \) and \( i_{\text{next}} \) and \( j \) and \( j_{\text{next}} \), closer than \( r_c = 1.3\sigma \) (i.e. the distance between any of the 4 involved beads must be less than \( 1.3\sigma \)), are searched for and randomly selected (it does not matter if they belong to the same, or different ring polymers). Provided a standard Metropolis test is passed, the FENE bonds connecting \( i \) to \( i_{\text{next}} \) and \( j \) to \( j_{\text{next}} \), are then replaced with two new bonds connecting \( i \) to \( j_{\text{next}} \) and \( j \) to \( i_{\text{next}} \). To preserve the topology of the rings, the reconnection shown in panel B is prohibited.
acting on triplets of neighbouring beads. It is quantified by the parameter $K$, proportional to the persistence length $l_p$ of the polymers ($K = \frac{\epsilon l_p}{\sigma}$, see Eq. (2.31)). After the initial equilibration, we allow the rings to undergo recombination – i.e., transient chain breakage followed by alternative end-joining (or bond reconnection), Figs. 3.1A and 3.2 – between any two segments that are proximal in 3D (effectively we consider only segments closer than $r_c = 1.3\sigma$, see Fig. [3.2]). Recombination moves that would change the configuration of the system from $\omega$ to $\omega'$ are accepted or rejected according to a standard Metropolis test based on $\Delta E = E(\omega) - E(\omega')$, the energy difference after and before a trial recombination event. The acceptance probability reads

$$p_{\text{swap}}(\omega' | \omega) = \begin{cases} \exp(-\Delta E/\epsilon) & \Delta E \geq 0 \\ 1 & \Delta E < 0 \end{cases} \quad (3.2)$$

If the distance condition is satisfied, and the Metropolis test successful, recombination moves can occur at every integration timestep ($\Delta t = 0.001\tau_b$, with $\tau_b = \sigma^2/\epsilon k_B T$ the Brownian time). In practice, recombination rates depend strongly on the stiffness parameter $K$: for instance, the rate ranges between $0.235$ per Brownian time $\tau_b$ at $K = 0$, to $0.004$ per $\tau_b$ at $K = 5$. Given Brownian times for a fibre of size 30 nm as chromatin, in a medium with viscosity $\sim 100$ cP as the nucleoplasm, these rates can be converted to $0.5 - 30$ s$^{-1}$. This is faster than the 1/min rates in biological systems \cite{73}, but of the same order as recombination events in wormlike micelles \cite{74, 75}. The precise value of this rate does not modify our conclusions as we are interested in the long-time, steady state behaviour of the system, rather than the transient dynamics.

Every $10^3\tau_b = 10^5\Delta t$ we take a snapshot of the system and record the number of rings at time $t$, $N_r(t)$, as well as their length $L_r(n, t)$. The total number of beads in the system is kept constant and given by $N = 1000 = \sum_{n=0}^{N_r(t)} L_r(n, t)$ so that the monomer density is $\rho = 3N/(4\pi R^3) \simeq 0.7\sigma^{-3}$ – equivalently, the volume fraction is $\phi = 0.364$.

### 3.2 Geometric properties of confined recombinant rings

We begin by characterising the geometric properties of the system as a function of $K$, for a fixed value of $R$. Specifically, we monitor the number of rings and their lengths: in our simulations, both these quantities evolve at short time to reach a well-defined steady state value (see Fig. [3.3A,B]).
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Figure 3.3: Time dependence of the number of recombinant rings $N_r$ A and their average contour length $L_r$ B. Different curves refer to different values of the stiffness parameter $K$ (proportional to the persistence length $L_p$). All the data refer to a spherical confinement of radius $R = 7\sigma$ i.e. to a volume fraction $\phi = 0.364$ and the initial condition $N_r(0) = 1, L_r(0) = 1000$. In panels C and D we report the average steady-state values of the observables of panels A and B respectively as a function of $K$. The black line in panel C is predicted by minimizing the free energy (3.9) with $\lambda = 5.3$.

Our data are suggestive of a smooth transition or crossover between a regime in which many short rings populate the sphere (at low $K$) and another one in which few long rings remain in steady state (at high $K$). We temporarily refer to these as the short ring and the long ring regimes respectively. A typical snapshot of the system in the two regimes is shown in Fig. 3.1B (where the confining sphere is removed for ease of visualisation). This crossover can be understood in terms of the competition between the bending energy of the loops – regulated by $K$ – and their combinatorial and translational entropy.
Figure 3.4: Average number of rings \(N_r\), as a function of the confinement radius \(R\), predicted from Eq. (3.9) with \(\lambda = 5.3\) and \(K = 1\).

### 3.2.1 Free energy of recombinant rings at equilibrium

For simplicity, let us suppose that in the long time limit there are \(m\) rings of equal contour length \(l_i = l = N\sigma/m = L/m\) where \(N\) is the total number of monomers in the system and \(\sigma\) is the step length (i.e. the distance between two consecutive monomers). If \(l_p\) is the persistence length, the corresponding bending energy is

\[
U = k_B T \sum_{i=1}^{m} \frac{2l_p \lambda \pi^2}{l_i} \approx m k_B T \frac{2l_p \lambda \pi^2 m}{L},
\]

(3.3)

while an estimate of the entropy is given by \(S = k_B \ln \mathcal{Z}\), where \(\mathcal{Z}\) is the number of configurations of the system. We point out that, in Eq. (3.3), we assumed the bending energy of each ring of the system to be \(k_B T \frac{2l_p \lambda \pi^2 m}{l_i}\). This is an approximation of the bending energy of ring polymers of any contour length \(l_i\), which was set such that its functional form coincides with the bending energy of short rings (with length comparable to \(l_p\)). \(\lambda\) is a fitting parameter. To estimate \(\mathcal{Z}\) we suppose that the rings are independent. This gives

\[
\mathcal{Z} = \sum_{l_1, \ldots, l_m} f(l_1, \ldots, l_m) \prod_{i=1}^{m} \mathcal{Z}^{l_1}(l_i),
\]

(3.4)

where the sum is over all the possible values of the \(m\) lengths \(l_i\) (which are multiples of \(\sigma\) compatible with \(\sum_{i=1}^{m} l_i = L = N\sigma\) and \(l_i \geq 3\sigma \forall i\)), \(f\) accounts for all the possible ways \(N\) monomers are distributed between the \(m\) rings.
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(i.e. reconnection), and $Z^1(l_i)$ is the number of configurations for a ring with length $l_i$. This number is not known exactly but if we restrict ourselves to the case of freely-jointed linear chains with Kuhn length $2l_p$ and confined in a space of volume $V = R^3$ we have [76]

$$Z^1(l_i) = \exp \left( -\frac{l_p \pi^2}{V^{\frac{3}{2}}} l_i + \ln(V) + \ln(2^9/\pi^6) \right). \quad (3.5)$$

From (3.5) we then have

$$\prod_{i=1}^m Z^1(l_i) = \exp \left( -\frac{l_p \pi^2}{V^{\frac{3}{2}}} L + m \ln(V) + m \ln(2^9/\pi^6) \right). \quad (3.6)$$

On the other hand,

$$\sum_{l_1, \ldots, l_m} f(l_1, \ldots, l_m) \approx \{N, m\} \left[ \frac{1}{2} \left( \frac{N}{m} \right)! \right]^m, \quad (3.7)$$

where $\{N, m\}$, is the Stirling number of the second kind and counts all the possible ways to partition $N$ monomers into $m$ groups while $\left[ \frac{1}{2} \left( \frac{N}{m} \right)! \right]$ is the number of permutations of the monomers of a linear chain of length $\tilde{l} = \frac{N \sigma}{m}$.

This gives

$$S_{kB} = \ln(\{N, m\}) + m \ln \left[ \left( \frac{N}{m} \right)! \right] - \frac{l_p \pi^2}{V^{\frac{3}{2}}} L + m \ln \left( \frac{V^{2^8}}{\pi^6} \right). \quad (3.8)$$

The free energy of the system $F = U - TS$ is then given by

$$\frac{F_{kB}}{T} = \frac{2 l_p \lambda \pi^2 m^2}{L} + m \ln(m) - m - m \ln \left( \frac{V^{2^8}}{\pi^6} \right) + \text{const.} \quad (3.9)$$

By minimising the free energy as a function of $m$, we can find the average number of rings as a function of $K$ and $R$. As can be seen in Fig. 3.3C, the theory captures the numerical results accurately for $l_p \lesssim R$. This is not the case when the persistence length of the system is comparable to or greater than the confinement radius. It is likely because the theory fails to include the effect of the geometry of stiff polymers under strong confinement [77]. Since the total number of monomers is conserved, Eq. (3.9) also describes the behaviour of the expected mean length $\langle L_r \rangle$ (Fig. 3.3D). Our theory shows that increasing $K$ leads to a transition (or crossover) between the short ring and the long ring regimes and predicts that a similar transition can be observed by decreasing $R$ for fixed $K$ (Fig. 3.4).
An intriguing feature of our recombinant polymer system is that the rings obtained in steady state have very broad size distributions (see Fig. 3.5). Notably, this is true for both small and large $K$, and the size distribution is a power law, $P(L_r) \sim 1/L_r$, for all cases. As recombination changes polymer size but does not violate detailed balance in our model, the system is effectively in thermodynamic equilibrium, and the size distribution should be linked to the Boltzmann weight of rings of different sizes. Neglecting the dependence on $K$, which is expected to be a fair approximation for sufficiently...
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long rings, we expect the size distribution to be $\sim L_r^{-c}$, i.e., the probability of forming a loop of size $L_r$. We note that a power-law size distribution of rings is also found, for analogous reasons, in living polymers in the phase where loops are favoured over linear chains \[72\]. Deviations from the the power law $P(L_r) \sim 1/L_r$ (the lines in Fig. 3.5F) are arguably due to finite size corrections for small loops and to the absence of a single ring state for low values of $K$\footnote{i.e. the distribution goes abruptly to 0 at a certain max length $L_r^{max}(K)$.}

3.2.2 Radial positioning and mixing of recombinant rings

Inside the cell, chromosomes segregate into territories, and position themselves non-randomly with respect to the nuclear lamina. For instance, in lymphocytes gene-rich, or active, chromosomes tend to be positioned internally, while gene poor, or inactive/heterochromatic, chromosomes tend to be closer to the lamina \[78\] \[79]. While the interaction between heterochromatin and lamina is likely key to achieve the correct positioning \textit{in vivo} \[80\] \[81], entropic effects are also important \[79\]. In our synthetic systems, we find that entropy and stiffness are sufficient to induce a non-random positioning of our recombinant rings (toy chromosomes) inside the confining sphere (a toy nucleus). Additionally, ring stiffness also controls mixing, so that the two regimes found for different values of $K$ also differ in terms of interloop mixing.

To characterise the radial positioning of our loops, we compute the normalised radial density of monomers, $G(r)$, for each of these. Uniform positioning of loops within the sphere corresponds to a constant $G(r)$. Instead, we see that smaller loops (small $L_r$, dark blue region in Fig. 3.6B, Fig. 3.6C,D) are depleted in the interior of the sphere. This is because smaller soft spheres can approach the surface more frequently with respect to larger ones. There is also a layering of loop monomers (yellow stripe in Fig. 3.6B, peaks in Fig. 3.6C), which is reminiscent of the density profile at an interface between a solid wall and a concentrated colloidal fluid \[82\].

To study mixing, we construct a parameter, similar to the conditional entropy used to measure the entropy of mixing \[83\], by computing the probability that a sphere of fixed radius centred at a monomer in one ring of length $s$ contains beads belonging to other rings. It is the ensemble average of the observable $d^m(s)$, which, for a configuration of $N_r$ rings with lengths $l_i$, $i = 1, \ldots, N_r$, is
Figure 3.6: A Probability that a ring of length $L_r$ is mixed with other rings as a function of $L_r$ and persistence length $K$ (Eq. (3.10) with $R_{sp} = 1.8\sigma$). B Heatmap of the radial distribution ($G(r)$) of monomers in rings of length $L_r$ as a function of $r$, the distance from the centre of the confinement sphere, and $L_r$. C Snapshots from a configuration sampled with $K = 1$. Rings with $L_r < 50\sigma$ are shown on the left, rings with $L_r \geq 50\sigma$ on the right. D $G(r)$ for 4 different length windows, $5\sigma \leq L_r < 10\sigma$, $20\sigma \leq L_r < 25\sigma$, $45\sigma \leq L_r < 50\sigma$, and $95\sigma \leq L_r < 100\sigma$.

defined as

$$d^m(s) = \frac{\sum_{i=1}^{N_r} \delta_l s \sum_{j=1}^{l_i} \Theta(n_{R_{sp}}(i,j))}{\sum_{i=1}^{N_r} l_i \delta_l s},$$

(3.10)

where

$$n_{R_{sp}}(i,j) = \sum_{m=1}^{N_r} \sum_{n=1 \atop m \neq i} \Theta(R_{sp} - |{r_{ij}} - {r_{mn}}|)$$

(3.11)

is the number of beads belonging to rings $m = 1, \ldots, N_l$, $m \neq i$, inside a sphere of radius $R_{sp}$ centered in $r_{ij}$, the position of the $j$-th monomer of the
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$i$–th ring. In Eqs. 3.10 and 3.11, $\delta$ is the Kronecker delta,

\[
\delta_{ij} = \begin{cases} 
1 & i = j \\
0 & i \neq j 
\end{cases} \quad . 
\]  

(3.12)

and $\Theta$ is defined as

\[
\Theta(x) = \begin{cases} 
1 & x > 0 \\
0 & x \leq 0 
\end{cases} \quad . 
\]  

(3.13)

This mixing probability increases with stiffness, and decreases with ring length, so that longer and more flexible rings tend to segregate more efficiently. The inset of Fig. 3.6A shows an example of one such configuration with small mixing probability. In our system, increasing $K$ leads to fewer longer rings in steady state (Fig. 3.3D), so that the two effects compete with each other. For our parameter range, the dominant one is that of stiffness, so that for larger $K$ the fewer rings present in steady state mix more with each other.

3.3 Topological gelation is accompanied by the formation of a percolating network of linked loops

We now discuss more in depth the topological and physical nature of the transition shown in Fig. 3.3. Importantly, we find that, as the recombinant polymers get stiffer for a given value of $R$, the typical topologies change qualitatively. The topological entanglement of the confined rings can be quantified by looking at their mutual linking. This is done by computing the Gaussian linking number for each pair of rings $\gamma_i$ and $\gamma_j$, which is given by

\[
Lk(\gamma_i, \gamma_j) = \frac{1}{4\pi} \oint_{\gamma_i} \oint_{\gamma_j} \frac{r_1 - r_2}{|r_1 - r_2|^3} \cdot (dr_1 \times dr_2) \quad . 
\]  

(2.14)

At time $t$, the number of linked pairs $N_{Lk}(t)$, and the absolute value of the total linking number $|Lk|(t)$ are obtained by summing Eq. (2.14) over each pair of rings $(i, j)$, namely

\[
N_{Lk}(t) = \frac{1}{2} \sum_{i,j} \chi(i,j)(t) \quad , 
\]  

(3.14)
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Figure 3.7: Time dependence of the number of linked pairs of rings $N_{Lk}$ in part A and average of the absolute value of the total linking number, $\langle |Lk| \rangle$, in part B produced during digestion. Different curves refer to different values of the stiffness parameter $K$. In panels C and D we report the average steady-state values of the observables of panels A and B respectively as a function of $K$.

where $N_r(t)$ is the number of rings at time $t$ and

$$\chi(i,j)(t) = \begin{cases} 1 & |Lk(\gamma_i, \gamma_j)| (t) > 0.5 \\ 0 & |Lk(\gamma_i, \gamma_j)| (t) \leq 0.5 \end{cases}, \quad (3.15)$$

and

$$|Lk| (t) = \frac{1}{2} \sum_{i,j} |Lk(\gamma_i, \gamma_j)| (t). \quad (3.16)$$

Fig. 3.7A,B shows that the number of linked pairs of rings and the average total absolute value of the linking number both increase with the stiffness $K$. Flexible rings are therefore typically short and unlinked, whereas stiffer loops are typically longer and linked. This trend in link complexity is highlighted by the distribution of the absolute value of the pairwise linking number reported in Fig. 3.8 for different values of the flexibility $K$. Notably, for $K = 15$ there are configurations in which a pair of recombinant rings are linked with
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|LK| = 10. The transition or crossover which we observe by increasing stiffness is therefore associated with an increase in topological entanglement and in linking between chains. Because linking between the rings should eventually endow our system with a non-zero elastic modulus, we refer to this transition as topological gelation. We note that the increase in linking between loops is the topological manifestation of the increase in mixing noted in the previous Section.

Up till now, we have mostly investigated the effect of increasing the stiffness of the system. As discussed in the geometric characterisation of the transition
Figure 3.9: Critical length $L^*$ for which the concentration $c$ of a ring confined in a sphere of radius $R = 7\sigma$ equals its critical concentration $c^*$ vs mean length of the rings as a function of $K$. At $L^*$, the curves ($c^*$) and black line ($c$) shown in the panel to the right intersect. $c^*$ is predicted for an ideal polymer ring (3.17).

or crossover between a short ring and long ring regime, gelation can also be achieved by increasing the ring density at a fixed value of the stiffness. More insight into this transition, and its underlying physical mechanism, can be gained by analysing the overlap between recombinant rings of different stiffness. Given a certain value for the average length of the rings, which we call $L$, we can define a critical overlap concentration as

$$c^* = \frac{3L}{4\pi R_g^2},$$  

(3.17)

with $R_g$ the radius of gyration of a ring of length $L$,

$$R_g^2 = \frac{1}{L} \sum_{i=1}^{L} (r_i - \langle r \rangle)^2,$$  

(3.18)

where $r_i$ is the position of the $i$-th bead. This is the concentration above which rings of size $L$ start to overlap with each other, and can be computed as a function of $L$ by assuming, for instance, $R_g^2 = (L/2K)(2K)^2/12$ for $K \geq 1$, $R_g^2 = L/12$ for $K = 0$. The value of the critical length, for which the concentration $c$ of a ring confined inside a sphere of radius $R = 7\sigma$ equals $c^*$, is shown in Fig. 3.9A (red squares). It is a decreasing function of $K$: in other words, increasing $K$ makes it easier for rings to feel and overlap with each other. Given that the average length of the recombinant rings (blue circles and purple line in Fig. 3.9A) displays the opposite behaviour, there will be a value of the stiffness parameter $K$ for which the average length and the
critical overlapping length coincide. This value qualitatively marks the point separating the short ring from the long ring regime. In more detail, when the red curve (filled squares) in Fig. 3.9A is above the blue curve (filled circles), then $c < c^*$, and we expect rings should not overlap and therefore segregate, leading to the short ring phase (Fig. 3.1B). Instead, when the red curve is below the blue one, then $c > c^*$, and we expect rings to mix and recombine significantly with each other, leading to the long ring phase (Fig. 3.1C).

This is akin to a gelation transition, as it is reasonable to assume that the system behaves as a liquid of soft particles (the rings) for $c < c^*$, and as a gel (or a solid-like structure) for $c$ sufficiently larger than $c^*$. The main difference with respect to colloidal gels of soft particles is that here direct attractive interactions between the rings (particles) are replaced by topological interactions, as above $c^*$ rings can link with each other. For this reason we refer to the transition between the short and long ring phases as topological gelation, and we shall reinforce this interpretation in the analysis described in the following sections.

Finally, note that, in our system, increasing $K$ leads to a decrease in $c^*$, whereas decreasing $R$ leads to an increase of $c$. This is the reason why, as anticipated above, the system can be made to gel either by increasing $K$ or by decreasing $R$: both variations increase the value of $c/c^*$, hence favour the long ring phase.

As topological gelation is approached, the nature of the typical network of linked rings forming in steady state changes qualitatively, as shown in Fig. 3.10. For low $K$ (in the liquid phase), the network has low connectivity, and clusters have typically one or very few nodes (Fig. 3.10C). In sharp contrast, for large $K$ (in the gel phase), there is a large connected component which accounts for a substantial fraction of all rings. The formation of a giant connected component can be quantified by measuring the probability that the network condenses into a single connected cluster of nodes, which appears to depart from 0 abruptly at the critical value of $K \simeq 2$, which is where $c/c^* \simeq 1$ according to our theory. In our system, rings outside the largest connected component are typically unlinked, so that the average fraction of rings in the largest component is approximately equal to the linking probability for any ring in the network. Fig. 3.10A shows that gelation occurs when this linking probability proxy is about 1/2.
Figure 3.10: Probability of observing a single cluster as a function of the linking probability $A$ and the stiffness parameter $K$. 

C. Snapshots of clusters of linked rings in simulations with $K = 1$ and $K = 5$. Each sampled configuration is associated with a network; linked rings (vertices) are connected by edges. A connected component of the network represents a cluster of linked rings.

### 3.4 Topological gelation traps the recombinant rings inside a permeabilised sphere

The topological gelation transition can be vividly shown by the following procedure, which is inspired by DNA filter elution [84, 85], a technique which proved to be useful, e.g., in studies of DNA strand breaks and crosslinks induced by carcinogenic agents [81], consisting in isolating the DNA contained within a cell by trapping it inside a membrane filter. After a steady state is reached in our simulations, we permeabilise the confining sphere by converting it into a spherical mesh with pores of controlled size. We then dis-
allow recombination and appreciate its products by monitoring the number of monomers still inside the sphere as a function of time, \( n(t) \). Permeabilisation is implemented by using a rigid structure made of beads of size \( \sigma \), whose interaction with the polymer beads is described by the WCA potential (Eq. (2.30)). The permeabilised sphere, which resembles a spherical grate, is built by overlapping rigid rings lying on planes perpendicular to one of the three axes of an orthogonal set (Fig. 3.11). The curves \( n(t) \) are reported in Fig. 3.11A,B respectively for the liquid (\( K = 0 \)) and gel (\( K = 3 \)) regimes. Note that, to single out the effect of topology, immediately after permeabilisation, we set \( K = 1 \) for both cases. It is apparent that the two regimes lead to very different dynamics.

In the liquid phase, the “powder” of overwhelmingly small and unlinked rings rapidly diffuses out of the sphere, as their translational entropy increases if confinement is removed, and rings are small enough to translocate through the pores (see snapshots in Fig. 3.11A). It may take longer, but eventually also larger rings, which are typically unlinked (Fig. 3.8), find their way out the confinement sphere. This is qualitatively equivalent to experiments in permeabilised cells which show elution of sufficiently small molecules, such as diffusing proteins or DNA fragments of small size [85].

In sharp contrast, when the system is in the gel phase, the network of linked loops which emerges after recombination is too large and topologically too complex to translocate through the pores and most of the system is kinetically trapped inside the permeabilized sphere. This is apparent from the very slow decrease of \( n(t) \) that, at very large times, reaches a plateau suggesting a new long lived steady state of the system, with a substantial proportion of rings still inside the sphere (see Fig. 3.11B). This second scenario is also reminiscent of elution experiments, where large superstructures, like microphase separated protein droplets or chromatin-protein aggregates such as transcription factories, resist elution and remain inside permeabilised nuclei [85].

A different scenario is observed if the recombination process is still active during elution. In Fig. 3.12A we report \( n(t) \) for the liquid regime (\( K = 0 \)). Strikingly, the number of monomers inside the sphere decreases until it reaches \( \sim 14 \), which is the value expected in the case of monomers uniformly distributed inside the simulation box. The decay is well fitted through the whole range of time by a stretched exponential. This is mostly due to the fast escape dynamics of the short rings produced by the fragmentation of the recombinant polymers left inside the sphere (see snapshots in Fig. 3.12A).

In the gel regime (\( K = 5 \), Fig. 3.12B), even with the recombination process still active, very few rings are small enough to rapidly pass through the pores
Figure 3.11: Results from simulations of recombined polymer rings escaping from a permeabilised sphere. Immediately after permeabilisation, recombination is deactivated and $K$ set to 1. Number of monomers trapped inside the sphere as a function of time for $K = 0 \text{ A}$ and $K = 3 \text{ B}$. The curves are decorated with snapshots from the simulations.

of the permealised sphere and the elution dynamics is mostly governed by the translocation of long and possibly linked rings through a pore. This is in general a very slow process, but in this case we note that the pores may act in synergy with recombination by forcing two segments of the same ring to be proximate in space, increasing the probability of occurrence of recombination events that eventually simplify the long rings while they exit the sphere (see snapshots in Fig. 3.12B).

We remark that, in this second set of simulations, the stiffness of the recomb-}


{3.5 Discussion and conclusion

In summary, here we have used coarse-grained molecular dynamics simulations to study the behaviour of a solution of polymer rings undergoing recom-
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Figure 3.12: Simulations of recombinant rings escaping from a permeabilised sphere. Recombination events can occur throughout the elution process. (A) Number of monomers still inside the sphere as a function of time for a system of fully flexible rings ($K = 0$), and snapshots taken at different times. Rings which escaped confinement are coloured in cyan, different confined rings are drawn with different colours. (B) Number of confined monomers as a function of time for $K = 5$ and corresponding snapshots.

Our theoretical predictions could be tested in vitro, by using a mixture of DNA rings and recombinase enzymes inside a vesicle. The system is also relevant as a simplified framework to predict the possible behaviour of recombinant DNA in vivo.

Our main finding is that this recombinant polymer mixture harbours a transition, or crossover, between two fundamentally distinct regimes, which can
be triggered either by stiffening the polymer rings, or by increasing their density. For flexible or sufficiently dilute polymer rings, recombination results in the production of a gas, or fluid, or short segregated and unlinked loops. For polymers with a sufficiently large persistence length, or for a sufficiently dense ring solution, a network of long linked loops emerges in steady state. This transition is a topological analogue of the gelation transition observed for sufficiently dense suspensions of sticky colloids, where the formation of force chains is substituted by topological linking. Like gelation and vitrification, our topological transition is accompanied by a dramatic slowdown in the system dynamics, which can be vividly quantified, for instance, by measuring the rate of escape from the confining sphere when the latter is pierced by appropriate-size pores to permeabilise it, as in electroelution experiments with DNA or chromatin.

Topological gelation can be seen as the inverse of topological digestion by topoisomerase, as the topological complexity increases after gelation, whereas it decreases after digestion. We anticipate that topological gelation can also be found in the absence of spherical confinement, for instance by varying the stiffness of a suspension of polymer loops of a given volume fraction. In such a geometry, the transition could be characterised, for instance, by measuring the bulk rheology response of the system, as the elastic modulus should be non-zero in the gel phase.

Besides being of fundamental interest as an example of a topological phase transition in a soft condensed matter system, our results can be exploited to design DNA plasmids with desired topology. In this respect, it would be of interest to classify the typical links arising at different values of density and polymer stiffness. In analogy with the rich and tunable link and knot spectrum found with self-assembling rigid helices [86], we expect that by positioning our system close to the gelation transition we should be able to tilt the balance in the favour of either complex links or simple links of well-defined type. While we have not characterised the knot type of the recombinant rings, these are also likely to be non-trivial and parameter-dependent, adding further potential tunability to the system.

In the context of recombinant DNA in vivo, our results highlight the need for regulation of the biochemical action of recombination enzymes, which if left unchecked are likely to create a topological gel given the high density found under physiological conditions in the nuclei of living cells. Gelation is likely detrimental for the cell, just as DNA linking and knotting are, as it would lead to entanglements hindering, for instance, chromosome segregation during cell division. We hope that these ideas can be pursued in the future
by studying topological gelation with biomimetic experiments.
Chapter 4

Simplifying topological entanglements by entropic competition of slip-links

Knots and topological entanglements are often found in physical and biological systems \[14, 87, 88\]. Their uncontrolled formation and proliferation reduces the space of accessible configurations of generic polymer chains, in turn potentially affecting their mechanical \[89\] or biological \[12, 90\] functions. Entanglements are so inevitable and detrimental in the genome of living organisms that a specific class of highly conserved proteins – known as topoisomerases – has evolved to resolve them \[91\].

While it is typical to treat abundant topological constraints at the mean field level – for instance in the tube model of polymer melts \[92\] – exact and scaling results can be obtained via theories that replace entanglements with slip-links (SLs) which enforce contacts between polymer segments while allowing them to slide past each other \[93, 94, 95, 96\]. Because of this physically appealing analogy, systems of polymers with slip-links have been theoretically and numerically explored in the field of statistical and polymer physics, for instance to estimate the size of knots \[24, 25\] and the effective tube size in polymer melts \[97\].

Beyond the theoretical appeal of these systems, actual examples in which SLs affect the conformation of polymers can be found in nature and industry. For instance, the structural maintenance of chromosomes (SMC) proteins, such as cohesin and condensin, by bringing together two DNA segments, act as bridges \[98\] or SLs on the genome and, depending on the condition and organism, they can either actively move \[99, 100, 101, 102\] or passively diffuse.
Our set up is inspired by that of entropic competition [24]: a ring polymer with total length $L$ is tied in a knot and contains diffusing SLs. The ring is forced to pass through two holes on a wall that separates the two sides. Only the contour passing through the top hole is allowed to slide, while the other is fixed. In the figure, the left-handed loop has $N_{SL} = 2$ SLs and is partitioned into $2N_{SL} + 1 = 5$ segments of which $s_1$ and $s_3$ are called peripheral; $s_2 + s_4 + s_5$ makes up the inner loop. The right hand side contains a $3_1$ knot. 

Figure 4.1: A Our set up is inspired by that of entropic competition [24]: a ring polymer with total length $L$ is tied in a knot and contains diffusing SLs. The ring is forced to pass through two holes on a wall that separates the two sides. Only the contour passing through the top hole is allowed to slide, while the other is fixed. In the figure, the left-handed loop has $N_{SL} = 2$ SLs and is partitioned into $2N_{SL} + 1 = 5$ segments of which $s_1$ and $s_3$ are called peripheral; $s_2 + s_4 + s_5$ makes up the inner loop. The right hand side contains a $3_1$ knot. B Snapshot from molecular dynamics simulations of the system in A. Figure adapted from Ref. [2].
In this section, we consider SLs as real components of the system, modelling the presence of (diffusing) SMC proteins or cyclodextrins. In particular, we compute the loop size distribution and length of knotted segments for a variety of SL network topologies, and show that diffusing SLs are able to localise knotted segments purely by entropy, without any external energy input. Importantly, and in marked contrast with previous works on entropic competition, we show that the efficiency of entanglement localisation depends on the particular topology of the SL network and that including the action of topoisomerases (modelled as transient strand-crossings) leads to extremely fast and efficient simplification of complex knots. Our results suggest an entropy-driven mechanism through which generic SL-like molecules can regulate the topology of DNA or synthetic polymers.

4.1 Model

We prepare the initial configuration of our system by joining two bead-spring polymer segments (see chapter 2) on either sides of a wall; typically, we consider configurations in which the two polymer segments are either knotted or contain SLs. Since in our model the polymer cannot cross the wall, itself or the SLs, the topology on each side is preserved throughout the simulations (see below).

More specifically, we perform molecular dynamics simulations of bead-and-spring polymers made up of beads of size $\sigma$. The simulation box is separated into two equally large portions by an impenetrable wall and each bead interacting with the wall is subject to a repulsive force perpendicular to the wall described by the potential:

$$U_{\text{wall}}(r) = \begin{cases} \epsilon \left[ \frac{2}{15} \left( \frac{\sigma}{r} \right)^{6} - \left( \frac{\sigma}{r} \right)^{3} - \frac{2}{3} \sqrt{\frac{5}{2}} \right] & r \leq r_c \\ 0 & r > r_c \end{cases},$$

where $r_c = \left( \frac{\sigma}{3} \right)^{\frac{1}{3}} \sigma$. Note that this expression is obtained by integrating the Lennard-Jones potential (see Ch. 2, Eq. (2.30)) over half space, namely by assuming that the interaction between each block of the wall and the bead is described by the Lennard-Jones (WCA, with the cutoff) potential. Beads of the polymer are strung together by FENE bonds (Eq. (2.29)) and interactions between beads are governed by the WCA potential (Eq. 2.30). To account for the effect of stiffness (arising, for instance, if the polymers represent chromatin fibres), we introduced a Kratky-Porod potential acting on triplets of neighbouring
beads (Eq. (2.31)). The initial configurations are designed such that a polymer passes through two holes in a wall, the size of which is small enough to let just one monomer through at a time. In this way, the polymer is divided into two segments, physically separated by the wall. The two segments do not interact with each other but for exchanging monomers through the holes in the wall, so that the total configurational entropy of the system is given by the sum of the entropy of the two sides. Additionally, we fix the position of one of the two beads closest to the wall so that the segments can exchange monomers only through the other hole (see Fig. 4.1). This set up is reminiscent of the one used to study entropic competition in Ref. [119].

Slip-links (SLs) are modelled as physical square hand-cuffs and are allowed to slide diffusively along the polymer. Specifically, we consider SLs with side $4\sigma$, held together by four FENE bounds and opened in a “planar” arrangement with a sufficiently stiff (i.e. large $l_p$ in Eq. (2.31)) Kratky-Porod potential.

### 4.1.1 Sampling of the system

To make sure that we are sampling our system ergodically and that are avoiding kinetic traps which may exist in MD simulations, we take snapshots of our system every $10^6$ LAMMPS time steps ($10^4\tau_B$), comparable to the de-correlation time of a polymer of length up to at least 200 monomers. Within this time also the SLs loaded onto the substrate have travelled a significant amount of contour length [120] and so we assume that each sampled configuration is independent of others. Some of our results obtained with polymers of length 500 may thus display longer de-correlation times (see Figs. 4.2). Significantly improving the statistics would, however, require demanding simulations which would take months with tens of CPUs running in parallel. In Fig. 4.2 we plot the radius of gyration $R_g(t)$ of a polymer and the autocorrelation function $G_O(t)$ of a scalar observable $O$ of the polymer (the length of one side, specifically) as a function of time. These are estimated as

$$R_g^2(t) = \frac{1}{L} \sum_{i=1}^{L} \left( r_i(t) - \langle r(t) \rangle \right)^2,$$

where $r_i$ is the position of the $i$-th bead, $L$ is the length of the polymer and $\langle r(t) \rangle = \frac{1}{L} \sum_{i=1}^{L} r_i(t)$, and

$$G_O(t) = \frac{1}{\sigma_O^2(T - t)} \sum_{i=1}^{T-t} (O(i) - \langle O \rangle) (O(i + t) - \langle O \rangle),$$

where $\sigma_O^2$ is the variance of the observable $O$. The accuracy of our calculations depends on the size of the polymer and the number of samples taken.
Figure 4.2: Conformational de-correlation time of a 100 (top) and 500 (bottom) beads long polymer in the 2SLs vs 2SLs configuration. **A,E** Length of the two competing sides of the polymer as a function of time. **B,F** Normalised autocorrelation function of the length of one of the two competing sides (labelled as side 2). **C,G** Radius of gyration in units of $\sigma$ as a function of time. **D,H** Mean squared displacement in units of $\sigma^2$ of a bead of the polymer as a function of time. $\Delta t = 10^4 \tau_B$. Figure adapted from Ref. [2].
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Figure 4.3: Examples of members of two families of topologies of polymer networks: the “surface round table” (red, RT) and “surface necklace” topologies (blue, NC). Orange vertices are grafted to a wall. \( O \) is a simple surface loop and, together with a surface loop with only one slip-links (top left), belongs to both the NC and RT families. The two topologies in the central column can also be seen as both grafted RT and grafted NC networks, as they would be identical without the wall.

where \( T \) is the number of sampled configurations and \( O(i) \) is the value of \( O \) for the \( i \)-th configuration, \( \langle O \rangle = \frac{1}{T} \sum_{i=1}^{T} O(i) \) and \( \sigma_O^2 = \frac{1}{T} \sum_{i=1}^{T} (O(i) - \langle O \rangle)^2 \).

By comparing Fig. 4.2B and F one can appreciate that the 500 beads long chain displays a slower decay of the autcorrelation of the length of side 2 (\( G_{l_2}(t) \)). This autocorrelation appears to decay around \( 10^5 \tau_B \) while we sample the system every \( 10^4 \tau_B \) timesteps.

4.2 Competition of SLs

We first study the competition between symmetric SL networks: we load up to 3 SLs on each side of the wall in either a “round table” (RT) configuration, realised by loading the slip-links in series \(^{24}\) (Fig. 4.3 and 4.4A,C,D), or a “necklace” (NC) configuration, characterised by nested loops \(^{24}\) (Fig. 4.3 and 4.4B). How the total number of monomers of the system is partitioned between the two sides is predicted by scaling analysis as detailed below.
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4.2.1 Equations for SLs vs SLs using Duplantier scaling for polymer networks

We start by considering monodisperse networks, where branches are equal in length. The number of configurations of an asymptotically long monodisperse polymer network of total length $L$ and topology $G$ in the dilute regime scales as 

$$Z_G(L) \propto \mu^L L^{-\gamma_G - 1},$$  

(4.3)

where $\mu$ is the non-universal connectivity constant and

$$\gamma_G - 1 = -\nu d + \sum_{M \geq 1} n_M \sigma_M$$  

(4.4)

is a topology dependent exponent: $d$ is the dimension, $\mathcal{L}$ is the number of loops, $n_M$ the number of vertices of multiplicity – i.e., the number of branches connected to the vertex – $M$ and $\sigma_M$ the star polymers exponents. $\nu$ is the universal metric exponent relating the size of a polymer to its length.

If the network is grafted to a surface, Eq. (4.3) changes to

$$Z^S_G(L) \propto \mu^L L^{-\gamma^S_G - 1},$$  

(4.5)

where

$$\gamma^S_G - 1 = -\nu (d \mathcal{L} + \mathcal{V}_S - 1 + \mathcal{L}_S) + \sum_{M \geq 1} (n_M \sigma_M + n^S_M \sigma^S_M).$$  

(4.6)

$n^S_M$ is the number of surface vertices (those grafted to the surface) of multiplicity $M$, $\mathcal{V}_S = \sum_{M \geq 1} n^S_M$ is the total number of surface vertices, $\mathcal{L}_S = \sum_{M \geq 1} M n^S_M$ is the number of branches connected to the surface and $\sigma^S_M$ are the surface star polymers exponents.

Surface loop and surface round table exponents

Let us call surface loop ($O$) a simple loop with a single vertex grafted to a surface (Fig. 4.3). A surface loop and the “surface” round table (RT) and necklace (NC) topologies we considered in our simulations (see Fig 4.3) have only one surface vertex of multiplicity 2: $\mathcal{V}_S = 1$ and $\mathcal{L}_S = 2$. Furthermore, every other vertex of both the RT and NC topologies has multiplicity 4, and the number of loops of both families of topologies is $N_{SL} + 1$, where $N_{SL}$ is the number of vertices which are not grafted to the surface. According to Duplantier [36], then,

$$\sigma^S_2 = 2\nu - 1,$$  

(4.7)
hence, by using Eq. (4.6),

$$\gamma_S^{SO} - 1 = -d\nu - 1, \quad (4.8)$$

and

$$\gamma_{NC,NSL}^{S} - 1 = \gamma_{RT,NSL}^{S} - 1 = \gamma_{RT,NSL}^{RT} - 2 = -d\nu(N_{SL} + 1) + \sigma_4 N_{SL} - 1. \quad (4.9)$$

### Surface round table and necklace scaling with the lengths of the loops

Since its vertices can slide along the contour and since it is not monodisperse, Eqs. (4.5) and (4.6) do not directly quantify the number of configurations of a slip-linked polymer network (i.e. polymer network with sliding vertices, namely the slip-links). However, they can be extended to the RT networks with $N_{SL}$ slip-links if, analogously to what predicted for the RT networks without surface [24], we assume their number of configurations scales as

$$Z_{RT,NSL}(L) \propto \mu^L A(s_1, \ldots, s_{N_{SL}}, L) \left( L - \sum_{i=1}^{N_{SL}} \frac{s_i^{\gamma_{RT,NSL}^S - 1}}{s_i^{\gamma_{RT,NSL}^S}} \right)$$

$$\times \mathcal{X} \left( \frac{s_1}{L - \sum_{i=1}^{N_{SL}} s_i}, \ldots, \frac{s_{N_{SL}}}{L - \sum_{i=1}^{N_{SL}} s_i} \right), \quad (4.10)$$

where $s_i, i = 1, \ldots, N_{SL}$ indicate the lengths of the loops subtended by the slip-links ("slip-linked" loops, e.g. $s_1$ and $s_2$ in Fig. 4.3), $A(s_1, \ldots, s_{N_{SL}}, L)$ accounts for the sliding entropy of the slip-links and $\mathcal{X}$ is a function to be determined.

#### Round table

We now suppose, as we see *a posteriori* in our simulations, the peripheral slip-linked loops of a RT network are much smaller than the internal loop. They contribute equally to Eq. (4.10):

$$Z_{RT,NSL}(L) \propto \mu^L A(s_1, \ldots, s_{N_{SL}}, L) \left( L - \sum_{i=1}^{N_{SL}} \frac{s_i^{\gamma_{RT,NSL}^S - 1}}{s_i^{\gamma_{RT,NSL}^S}} \right)$$

$$\times \prod_{i=1}^{N_{SL}} \left( \frac{s_i}{L - \sum_{j=1}^{N_{SL}} s_j} \right)^a. \quad (4.11)$$
Furthermore, on the basis of this assumption, we require the scaling contribution of the largest loop to be that of a surface loop\(^1\). This sets \(\alpha\) to

\[
\alpha = \frac{\gamma_{RT,N_{SL}}}{N_{SL}} - 1 - \frac{-d\nu - 1}{N_{SL}} = -d\nu + \sigma_4, \tag{4.12}
\]

which is the same loop closure factor for the RT topologies without surface. Finally,

\[
Z_{RT,N_{SL}}(L) \propto \mu^L A(s_1, \ldots, s_{N_{SL}}, L) \left( L - \sum_{i=1}^{N_{SL}} s_i \right)^{-d\nu - 1} N_{SL} \prod_{i=1}^{N_{SL}} s_i^{-d\nu + \sigma_4}. \tag{4.13}
\]

### Surface necklace with 2 SLs

In the case of the necklace topology with 2 slip-links, we write

\[
Z_{NC,2}(L) \propto \mu^L B(s_1, s_2, L)(L - s_1 - s_2)^{\gamma_{NC,2}^{-1}} \times \left( \frac{s_1}{L - s_1 - s_2} \right)^{\alpha_1} \left( \frac{s_2}{L - s_1 - s_2} \right)^{\alpha_2}, \tag{4.14}
\]

where we labelled as 1 the slip-linked loop grafted to the wall and where \(B(s_1, s_2, L)\) accounts for the sliding entropy. This time, we can not state \(\alpha_1 = \alpha_2\) a priori. However, if we require the scaling contribution of the internal loop (\(s_3\) in Fig. 4.3), which we assume to be the largest, to be that of a surface loop, and the contribution of the external slip-linked loop (\(s_1\) in Fig. 4.3) to be the usual closure factor (Eq. 4.12), the final result is

\[
Z_{NC,2}(L) \propto \mu^L B(s_1, s_2, L)(L - s_1 - s_2)^{-d\nu - 1} s_1^{-d\nu + \sigma_1} s_2^{-d\nu + \sigma_4}. \tag{4.15}
\]

Notice the consistency of Eqs. 4.13 and 4.15 with the hypothesis of the peripheral loops being small depends on the form of the sliding entropy terms \(A\) and \(B\). For the surface necklace this might be a point of discussion; nonetheless, Eq. 4.15 represents our simulated data reasonably well (see Fig. 4.4B).

### 4.2.2 Scaling behaviours for competing SLs

The number of configuration of each side of a system of competing SLs scales as the integral over all lengths compatible with the given topology of either

---

\(^1\)Note that the sliding entropy of the slip-links is accounted for by \(A\) in Eq. 4.10. See [24] for the case without surface.
Eq. (4.13) or Eq. (4.15) divided by A or B respectively. Their product yields the scaling of the total number of configurations.

For instance, the number of configurations of two slip-links competing with each other (Fig. 4.4A) scales as:

\[
\mu L \int_{s_1^n}^{l-s_2^n-s_3^n} ds_1 (l - s_2^n - s_3^n) \frac{s_1^{-3\nu+\sigma_4}}{(l - s_1)^{3\nu+1}} \times \int_{s_1^n}^{L - l - s_2^n - s_3^n} ds_1 (L - l - s_2^n - s_3^n) \frac{s_1^{-3\nu+\sigma_4}}{(L - l - s_1)^{3\nu+1}},
\]

(4.16)

where the coefficients \(s_i^n\) account for the physical size of the slip-links: they are the minimum size of the segments of the slip-linked polymer; \(L\) and \(l\) are, respectively, the total length and the length of one side of the polymer. Note the integrals account for the sliding entropy of the slip-links.

We employ Eqs. (4.13) and (4.15) to derive semi-analytically the distribution of lengths of one side of systems with up to 3 SLs on each side. We then verify these predictions with molecular dynamics (MD) simulations and report the results in Fig. 4.4. Figure 4.4A shows that the distribution undergoes a unimodal-bimodal transition for increasing ring sizes (we consider 35 and 100 beads-long polymers). This transition, which, as shown in Fig. 4.4A, can be viewed as a pitchfork bifurcation, is analogous to the symmetry-breaking behaviour found with phantom chains in [117, 118].

We now turn to the case of 2 and 3 SLs on each side (Fig. 4.4B,C,D). We find that the spontaneous symmetry breaking is much more noticeable in the NC topology than in the RT one (Figs. 4.4B,C). Finally, the RT topology displays a stable symmetric state for all polymer lengths when \(N_{SL} = 3\) SL are loaded on each side (Fig. 4.4D) with a remarkable absence of symmetry breaking. The histograms computed numerically in Fig. 4.4B,C,D nicely match the predicted distributions in most cases.

In light of these results we argue that the network topology arising from the loading of multiple SLs – either in series (RT) or in parallel (NC) – profoundly affects the spatial organisation of the underlying DNA or synthetic polymer. Further, our semi-analytical results are in line with previous works which showed that nested SLs (NC topology) promote growth, or extrusion, of the outer loop via a ratcheting process in which the diffusive dynamics of the outer loop is rectified by the entropic pressure of the inner ones [103].
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Figure 4.4: From top to bottom: A a single SL. The black solid lines in the panel to the bottom of row A are the maxima of the length distribution (panels to the top) as a function of the total length of the system. The dashed line represents the minima. B 2 SLs in a necklace configuration; C 2 SLs in a round-table configuration; D 3 SLs in a round-table configuration. Note that we simulate two SL networks with identical topology, one on each side of the wall. Each histogram collects information from $10^4$ configurations sampled every $10^6$ LAMMPS steps from 100 independent replicas. The black curves are obtained as described in the previous section. From left to right: increasing total length of the ring polymer (35, 100 beads in A) and (100, 500, beads) in B-D. Figure taken from Ref. [2].
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Figure 4.5: A Plot of the distribution of lengths of the side with the SLs, for different SL number and topology. The plot shows that the RT configurations (solid lines) favour longer SL sides and hence tighter knots than NC configurations (dashed lines). B Distribution of lengths of the side with the SLs, for different substrate persistence lengths: the curves refer to the case of a RT configuration with 2 SLs. The plot shows that stiffer substrates favour longer knotted sides. C Mean length ($\langle l_{SL} \rangle$) and standard error of the SL side length as a function of SL number and topology. The solid and dashed lines are best linear fits with slopes $8.4(8)$ for RT and $6.5(6)$ for NC. D Mean length ($\langle l_{SL} \rangle$) and standard error of the SL side length as a function of substrate persistence length $l_p$. The solid line is the best linear fit with slope $-1.09(5)l_p$. E Fraction of knots that have been localised – i.e., confined within 20% of the overall ring contour length – during the course of a simulation starting from a situation in which 80% of the contour length is on the knotted side. Higher flexibility and RT configurations both favour knot localisation. NC=necklace; RT=round-table; SLs=slip-links. Figure adapted from Ref. [2].

4.3 SLs versus knots

The results of the previous section suggest that entropic competition of SLs can regulate the distribution of loop lengths of an underlying polymer. We
now ask whether this entropic competition may also provide a mechanism for the localisation and topological simplification of entanglements such as knots that may occur on biological or synthetic polymers. To address this question, we now consider the case where the competing topologies are a SL network and a trefoil (3_1) knot (as in Fig. 4.1), and aim to identify the optimal conditions to localise and simplify the knotted loop. It should be noted that our calculations are performed in thermal equilibrium, so we seek entropic and topological mechanisms that bias the free energy towards a lower knotting probability. This is different from previous works which studied the effects of energy-consuming mechanisms driving unknotting [111].

Since the semi-analytical approach we used in the previous sections cannot be easily extended to this setup, we directly perform MD simulations of a 100 beads-long ring and address how different factors such as SL number, topology and polymer persistence length affect the entropic competition and, in turn, regulate the probability and efficiency of knot localisation.

First, we find a large difference between RT versus NC configurations (Fig. 4.5A): the larger sliding entropy and low looping cost of the RT set-up provides an entropic pressure which outcompetes the ratcheting effect of the NC topology. This result is unexpected, since it is known that NC configurations promote asymmetric polymer conformations and the formation of large loops with respect to RT networks (see Fig. 4.4B,C and [103]). Nevertheless, the RT arrangement appears to be more suited at overcoming the knot entropy. Quantitatively, the entropic pressure of the RT configurations is notable: already with 3 SLs the knotted side is localised to a shorter contour length than the SL side (Fig. 4.5A).

Additionally, our simulations reveal that the bending rigidity of the polymer substrate also plays an important role (Fig. 4.5B). Indeed, there are two potential and contrasting enthalpic effects that the bending rigidity may have on the entropic competition: on the one hand, the larger the stiffness, the longer the contour length required to form a knot without tight bends (this effect is particularly relevant for short loops); on the other hand, bending rigidity enhances the formation of large loops via diffusive loop extrusion [120]. Our simulations show that – for 2 SLs in a RT arrangement and a 100-bead polymer ring – the former effect dominates: the larger the persistence length, the larger the knotted side, rendering the localisation of entanglements less efficient (Fig. 4.5B). This result shows that the entropic pressure provided by the SLs can only provide localisation if the polymer substrate is sufficiently flexible.

More quantitatively, in Fig. 4.5C we show that the mean length of the SL-
side, \( \langle l_{SL} \rangle \), grows linearly as a function of the number of SLs (in the range of \( N_{SL} \) explored here) and that the growth rate is faster for RT configurations. At the same time, \( \langle l_{SL} \rangle \) appears to also decrease linearly with polymer stiffness as \( \sim l_0 - l_p \) with \( l_0 \) a constant (Fig. 4.5D); this is expected, since the minimum number of monomers required to tie a knot with a given topology increases linearly with \( l_p \) (e.g., in a freely jointed chain). In a practical genomic or synthetic context, the results reported in Fig. 4.5A-D overall suggest that local SL density and substrate flexibility may provide handles to tune the typical size of knots. *In vivo* both these parameters depend on local DNA sequence and transcriptional activity, and we thus speculate that knot and entanglement localisation may be achieved to a different extent in different genomic regions; in particular, transcriptionally active genes (which are also thought to be more flexible) may harbour smaller knots and localised entanglements. At the same time, different synthetic polymers having different stiffness and different arrangements of cyclodextrins may be designed, so that the resulting cross-linked gels have tunable properties [115].

### 4.4 Kinetics of topological simplification

Another important aspect of the problem is how fast knots can be localised, and eventually removed.

To measure the kinetics of knot localisation, we perform MD simulations in which the system is initialised far from equilibrium with a large knot – occupying about 80% of the total contour length – and measure how long it takes for the system to revert the situation and compress the knotted size to 20% of the total contour length. Figure 4.5E shows that RT configurations and flexible substrates are faster at localising the knot, on top of being more efficient in steady state, as discussed before.

Finally, to address the question of whether diffusing SLs can drive the topological simplification of knots and entanglements we now include topoisomerase-mediated strand-crossing reactions in our model as follows. We study a system in which a short segment of the knotted side is allowed to undergo strand-crossings. We then initialise the system with a given knot (either a 7-crossings torus knot \( 7_1 \), a 10-crossings torus knots \( 10_{124} \), or a twist knot \( 7_2 \)) taking up 75% of the total contour length on the right-hand side and load SLs in RT arrangements on the other side. We chose to set only a short segment (10 beads) close to the wall as crossable to model the presence of a topoisomerase closely upstream of a SL-like SMC protein, as suggested by recent experimental evidence [121, 122] (note that in this context we view the
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Figure 4.6: **A** Fraction of $10_{124}$ knots that have simplified to unknots during the course of simulations of a polymer with $N = 400$ beads, starting from a situation in which 80% of the contour length is on the knotted side. In this simulation, the 10 closest beads to the bead fixed at the wall on the knotted side are used to allow strand-crossings to model topoisomerase action to a SL. Loading more SLs increases the pressure on the knot and hence the rate of unknotting. **B** For all the knot topologies considered ($7_1$, $7_2$, $10_{124}$), the simplification time (the time it takes to simplify a knot to the unknot with unitary probability) shows an exponential decrease as a function of the number of SLs. For the $10_{124}$, rates are computed by using the curves shown in **A**. SL=slip-link. Figure adapted from Ref. [2].

With this set-up, we observe that the more SLs are loaded onto the substrate, the faster the rate of the topological simplification (see Fig. 4.6A). The quantitative speed-up is striking, as, regardless of the topology of the knot, the rate grows exponentially with $N_{SL}$ (Fig. 4.6B). An explanation of this is that the mean length of the SL side scales linearly with the number of SLs (Fig. 4.5C), so that the mean knotted length is $\langle l_K \rangle = L - \langle l_{SL} \rangle \approx L - k N_{SL}$. Since the probability of observing a trivial knot on a polymer $x$ segments
long scales as \( P_0(L) \sim e^{-x/x_0} \) \[9, 123\], with \( x_0 \) a model-specific parameter, we expect \( P_0(\langle |k| \rangle) \sim e^{-\langle |k| \rangle/L_0} \sim e^{N_{SL}/L_0} \). In other words, as the knot size becomes smaller, its entropic cost increases sharply and it becomes exponentially harder to prevent its simplification to the unknot. [Note that this argument implicitly assumes that simplification is slow with respect to localisation.]

4.5 Conclusions

In summary, in the context of a search for possible mechanisms of topological regulation and simplification of entanglements in DNA and other polymeric systems, here we have investigated the interplay between the entropy of SL networks and of knots. In the case where no knots are tied on the ring, (SL-only case, Fig. 4.4), we provide semi-analytical predictions for the distribution of polymer lengths which compare well to MD simulations. We then consider a set-up in which an SL network competes entropically with a trefoil knot and we find that the network can localise the knot efficiently, by just relying on its higher entropic pressure and in the absence of any motor activity associated with the SLs (such an activity is known to be absent in yeast cohesins \[98\] and cyclodextrins \[115\]). We dissect the effects of the number of SLs, the topology of the SL network, and the polymer flexibility on the knot localisation discovering that round-table (or “in series”) SL arrangements are best suited at confining a knot. Additionally, when the substrate is stiff, the enthalpic contribution from the bending energy dominates and the knot swells, hampering localisation. Finally, we have also included topoisomerase in the model, which is relevant to study topological simplification of the genomes of living cells \[111\] or self-healing gels of polyrotaxanes with reversible bonds \[124\]. Strikingly, we find that entropic pressure alone is sufficient to simplify very complicated knots reliably and extremely fast, with the simplification rate increasing exponentially with number of SLs.

We hope our findings may help unveil the mechanisms of topological simplifications of DNA by means of SL-like proteins such as SMC. Our results may also inform strategies for regulating the topology of synthetic polymer networks, for instance by using SLs to control the size of knots inside them, which can in turn affect their material properties.
Chapter 5

Asymptotics of linked polygons

Entanglement complexity affects the physical and statistical properties of polymers, as seen for polymer knots translocating through small pores [20]. It is therefore important to predict how likely it is for a polymer to be knotted or linked to another polymer with a given topology. While the scaling behaviour, entropy and knot localisation of ring polymers with fixed topology have been studied extensively [23, 24, 25], how mutual entanglement affects the entropy of a system composed of multiple ring polymers is a largely unexplored, and mostly limited to the case in which no topological restrictions are included [125, 32, 126, 127, 128]. This is although mutual entanglement strongly impacts the physical properties of polymer solutions and plays an important role in biological processes such as replication [10]. To address this problem, we use Monte Carlo methods and scaling analysis to study the critical behaviour of the entropy of up to 4 rings linked together with a given topology.

We model polymer rings as lattice polygons, i.e. embeddings of a 1-sphere $S_1$ into the simple cubic lattice $\mathbb{Z}^3$ (polymer loops on $\mathbb{Z}^3$). Let us call $p_n^{(k)}(n_1, \ldots, n_k | \tau)$ the number of embeddings of $k$ polygons with $n_1, \ldots, n_k$ edges forming a link with topology $\tau$ and total length $n = \sum_{i=1}^{k} n_i$. We are interested in counting $p_n^{(k)}(\tau) = \sum_{n_1, \ldots, n_k} p_n^{(k)}(n_1, \ldots, n_k | \tau)$, the number of embeddings with a total of $n$ edges distributed in all possible ways among the $k$ polygons. We first prove some rigorous results about the exponential growth rate of $p_n^{(k)}(\tau)$, we then make the reasonable assumption $p_n^{(k)}(\tau) \sim \mu(\tau)^n n^{\Gamma(\tau)-1}$ in the limit of asymptotically large $n$, and numerically investigate how the critical exponent $\Gamma(\tau)$ depends on the topological complexity. We provide evidence that one ring grows at the expense of the others, while the remaining components act as one or more roots sliding along
the dominant ring, each contributing +1 to the critical exponent.

5.1 Rigorous results about the exponential growth rate

Let us first recall some useful results. Let us call $p_n$ the number of polygons with $n$ edges. It is known that the limit

$$\lim_{n \to \infty} n^{-1} \log p_n = \sup_{n \geq 4} n^{-1} \log p_n \equiv \log \mu$$

(5.1)

exists [129]; $\mu$ is called growth or connectivity constant of the lattice. If we instead consider only the unknotted polygons with $n$ edges, and if $p_n^0$ is their number, it can be shown that [9, 8]

$$\lim_{n \to \infty} n^{-1} \log p_n^0 = \sup_{n \geq 4} n^{-1} \log p_n^0 \equiv \log \mu_0 < \log \mu.$$  

(5.2)

Eqs. (5.1) and (5.2) indicate that both the number of polygons and the number of unknotted polygons grow exponentially with the number of edges, and that unknotted polygons are exponentially rare. Few results are known about linked polygons. One is that the exponential growth rate of a set of $k$ unknotted polygons with the same number of edges, $n/k$, linked with arbitrary topology $\tau^0$, does not depend on the link type nor on the number of components [130]:

$$\lim_{n \to \infty} n^{-1} \log p_n^{(k)}(n/k, n/k, \ldots n/k | \tau^0) = \log \mu_0.$$  

(5.3)

Note that $n$ in Eq. (5.3) is the total number of edges. A similar but weaker result holds true for knotted polygons linked with topology $\tau^1$ [130]:

$$\log \mu_0 \leq \lim_{n \to \infty} n^{-1} \log p_n^{(k)}(n/k, n/k, \ldots n/k | \tau) \leq \log \mu.$$  

(5.4)

Above, we used $\tau^0$ to differentiate links with all components unknotted from the rest. For convenience, we now denote $\tau$ any given link topology, and, only when needed, specify if its components are unknotted or not. We now extend these two results to polydisperse linked polygons.

1Note that the knot type of the components is included in $\tau$, and the unknot is a knot type.
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Figure 5.1: Sketch of the connected sum of two (trefoil) knots. Two small arcs, one from each knot, are removed; the knots are then connected by inserting a new pair of arcs.

Theorem 5 If \( \tau \) is an unsplittable link with \( k \) components with all components unknotted then

\[
\lim_{n \to \infty} n^{-1} \log p_n^{(k)}(\tau) = \log \mu_0.
\]

Proof: A lower bound follows from Eq. 5.3 since \( p_n^{(k)}(n/k, n/k, \ldots n/k|\tau) \leq p_n^{(k)}(\tau) \). The upper bound is obtained as follows. Consider \( k \) polygons with \( n_1, n_2, \ldots, n_k \), \( \sum_{i=1}^k n_i = n \), edges respectively. Embed the first polygon. Embed each of the other \( k - 1 \) polygons, independently, in such a way that their barycentre is contained inside a cubic box of side \((kn/2)\) centred at the first polygon. This can be done in at most

\[
p_{n_1}^0 p_{n_2}^0 \cdots p_{n_k}^0 (kn/2)^{3(k-1)} \leq \mu_0^{n_1+n_2+\cdots+n_k} (kn/2)^{3(k-1)} = \mu_0^n (kn/2)^{3(k-1)}
\]

ways, where we have used the fact that \( p_n^0 \leq \mu_0^0 \) (Eq. [5.2]). All the links with topology \( \tau \) and components of 1D size (i.e. number of edges) \( n_1, \ldots, n_k \) are included among those obtained by this construction. Therefore, summing over \( n_1, n_2, \ldots, n_k \),

\[
p_n^{(k)}(\tau) \leq \mu_0^n (kn/2)^{3(k-1)} \binom{n-1}{k-1}.
\]

Taking logarithms, dividing by \( n \) and letting \( n \to \infty \) gives

\[
\limsup_{n \to \infty} n^{-1} \log p_n^{(k)}(\tau) \leq \log \mu_0
\]

which completes the proof. \( \Box \)

If at least one component is knotted we have the following weaker result:
Theorem 6 If $\tau$ is an unsplittable link with $k$ components with at least one component knotted with fixed knot type then

$$\log \mu_0 \leq \liminf_{n \to \infty} n^{-1} \log p_n^{(k)}(\tau) \leq \limsup_{n \to \infty} n^{-1} \log p_n^{(k)}(\tau) < \log \mu.$$ 

Proof: The lower bound $\log \mu_0 \leq \liminf_{n \to \infty} n^{-1} \log p_n^{(k)}(\tau)$ follows from inequality (5.4). The upper bound is obtained with the same construction used to prove Theorem 5, except we consider $k$ polygons with knot types $K_1, K_2,$ etc., instead of $k$ unknotted polygons. If the number of edges of the $k$ polygons is $n_1, \ldots, n_k,$ subject to $\sum_{i=1}^k n_k = n,$

$$p_n^{(k)}(n_1, n_2, \ldots, n_k|\tau) \leq (kn/2)^{3(k-1)}p_{n_1}(K_1)p_{n_2}(K_2)\ldots p_{n_k}(K_k)$$

and summing over $n_1, n_2, \ldots$ then gives

$$p_n^{(k)}(\tau) \leq (kn/2)^{3(k-1)}2^{k-1}p_n(K_1\# K_2\# \ldots \# K_k)\left(\frac{n-1}{k-1}\right),$$

where $K_1\# K_2\# \ldots \# K_k$ is the connected sum of $K_1, K_2, \ldots, K_k$ (Fig. 5.1), and hence

$$\limsup_{n \to \infty} n^{-1} \log p_n^{(k)}(\tau) < \log \mu$$

which completes the proof. □

5.2 Growth rate

We recall that, including the first order correction to the scaling, it is generally assumed, for any knot topology $K$,

$$p_n(K) = A(K)n^{\alpha(K)-3}\mu(K)^n\left(1 + \frac{B(K)}{n^\Delta} + \ldots\right). \tag{5.5}$$

Analogously, it is reasonable to assume, for any given topology $\tau$ of links with $k$ components,

$$p_n^k(\tau) = A(\tau)n^{\Gamma(\tau)-1}\mu(\tau)^n\left(1 + \frac{B(\tau)}{n^\Delta} + \ldots\right), \tag{5.6}$$

Footnote 2: The inequality is obtained by catenating (Fig. 5.1) each given set of configurations of the knots $K_1, K_2, \ldots, K_k$; to do so, it might be necessary to rotate one or more of them, hence the factor $2^{k-1}$. 
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Figure 5.2: The two-component link types considered in this work. The links in the top row have both components unknotted, whereas the links in the bottom row have at least one component that is a prime knot. Figure taken from Ref. [3]. To identify a specific prime link type we use the Alexander-Briggs notation (see footnote [3]). \( \tau_1 \# \tau_2 \) is the connected sum of \( \tau_1 \) and \( \tau_2 \).

\( \mu(\tau) \) is the growth constant, and \( \Gamma(\tau) \) is the entropic exponent.

We aim to numerically validate theorems 5 and 6 and to estimate \( \Gamma(\tau) \). To do so, we first build a Markov chain Monte Carlo (MCMC) algorithm to sample sets of linked polygons with fixed topology according to a known probability distribution (see theory of MCMC methods in chapter 2); the values of \( \mu(\tau) \) and \( \Gamma(\tau) \) are then extrapolated by comparing the numerical ensemble averages of some observables of interest with their theoretical counterpart obtained from Eq. (5.6).

The algorithm we use to sample sets of linked polygons with fixed link type is based on a variation of the BFACF algorithm [46, 47, 48], a grand canonical MCMC method commonly used to sample self-avoiding lattice polygons. Details of the algorithm and a sketch of the proof that its ergodic classes are the link types are included in chapter 2.

At long times, the BFACF algorithm samples the configuration space distribution (see chapter 2 for more details)

\[
\pi_{\tau_0}(\omega) = \frac{1}{\Phi} n^g \mathcal{F}(\omega, \tau_0), \tag{5.7}
\]

where \( \tau_0 \) is the link type of the starting configuration, \( \Phi \) is a normalisation constant, \( \chi(a, b) \) is 1 when \( a \) and \( b \) are the same link type and zero otherwise,
and \( n \) is the number of edges of \( \omega \). \( q \) and \( F \) are two parameters; the former affects the sampling efficiency, the latter controls the mean number of edges of the sampled configurations. \( F \), the step fugacity, is of crucial importance: to test the scaling behaviour \((5.6)\) we need to sample from a large range of lengths and approach the limit \( n \to \infty \); this is achieved by running the BFACF algorithm at different values of \( F \), as detailed below. From Eqs. \((5.6)\) and \((5.7)\), the mean number of edges in the \( k \) polygons comprising the link of type \( \tau \), sampled at \( q \) and \( F \) fixed, is given by

\[
\langle n(\tau) \rangle \sim \frac{[\Gamma(\tau) + q] \mu(\tau) F}{1 - F \mu(\tau)} \left( 1 - \frac{B(\tau) \Delta[1 - F \mu(\tau)]^\Delta}{\Gamma(\tau) + q} \right).
\]

\( \mu(\tau) \) and \( \Gamma(\tau) \) can be computed by estimating \( \langle n \rangle \) by Monte Carlo sampling with the algorithm introduced above, and considering its behaviour as \( (1 - \mu(\tau) F) \to 0 \). \( F_c = 1/\mu(\tau) \) is the critical value of \( F \) for which the mean number of edges diverges and is inversely proportional to the growth rate \( \mu(\tau) \). The Monte Carlo sampling was carried out by employing the multiple chain method described in chapter 2 and \( q = 3 \) [23]. We consider the following link types\(^3\) \( \tau \):

\(^3\)We use the Alexander-Briggs notation for prime links: \( \tau = X^y_z \), where \( X \) is the number of crossings, \( y \) the number of components and \( z \) an index labelling different link types with the same number of crossings and components.
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1. The Hopf ($2_1^2$), Solomon ($4_1^2$), Whitehead ($5_1^2$) links, and $6_1^2$ (see Fig. 5.2 top row). They are all characterized by having both components unknotted.

2. Two-component catenanes, based on $2_1^2$, in which one or both components are either a trefoil ($3_1^1$) or a figure-eight ($4_1^1$) knot (see Figure 5.2, bottom row). To highlight the presence of knots we use the notation $k_1#2_1^2#k_2$ where $k_1$ and $k_2$ are the knot types of the rings 1 and 2 respectively. For comparison we consider the prime link $7_2^2$ where one ring is a trefoil.

3. The three and four components prime links $6_3^2$ (Borromean rings) and $6_3^3$, $8_1^4$, $8_2^4$ and $8_3^4$ (left of Fig. 5.3).

4. Three and four components catenanes based on $2_1^2$, in which either all components are unknot, $2_1^2#2_1^2$ and $2_2^2#2_1^2#2_1^2$ (top-right of Fig. 5.3), or one is a trefoil and the others unknots, $2_1^2#2_1^2#3_1$ and $2_1^2#3_1#2_1^2$ (bottom-right of Fig. 5.3).

To leading order, we can use Eq. (5.8) to approximate $1/\langle n \rangle$ as

$$\langle n \rangle^{-1} \sim \frac{1 - F\mu(\tau)}{(\Gamma(\tau) + q)\mu(\tau)F} = \frac{1}{(\Gamma(\tau) + q)\mu(\tau)F} - \frac{1}{\Gamma(\tau) + q}. \quad (5.9)$$

Eq. (5.9) suggests that we can estimate $\mu(\tau)$ by extrapolating to that value of $F$ for which $\langle n \rangle^{-1}$ is zero.

In Figures 5.4 (for links with two components) and 5.5 (for links with three and four components) we show the behaviour of $\langle n \rangle^{-1}$ as a function of $F^{-1}$ for all the links considered. Although corrections to the scaling become more important as the link complexity increases, as $F \rightarrow F_c = 1/\mu(\tau)$ a linear behaviour is observed, in agreement with Eq. (5.9). By performing a linear extrapolation for the most asymptotic data we obtain the following estimates of $\mu(\tau)$.

$$\begin{align*}
\mu(2_1^2) &= 4.683 \pm 0.016 \\
\mu(4_1^2) &= 4.682 \pm 0.029 \\
\mu(5_1^2) &= 4.68 \pm 0.17 \\
\mu(6_1^2) &= 4.68 \pm 0.12 \\
\mu(7_2^2) &= 4.681 \pm 0.098 \\
\mu(3_1#2_1^2) &= 4.683 \pm 0.042 \\
\mu(3_1#2_1^2#3_1) &= 4.68 \pm 0.11 \\
\mu(4_1#2_1^2#3_1) &= 4.68 \pm 0.14
\end{align*} \quad (5.10)$$
When all the components are unknotted we know from Theorem 5 that $\mu(\tau)$ is independent of $\tau$ and the numerical results are consistent with this. For the cases with knotted components the numerical estimates are also consistent with $\mu(\tau)$ being independent of $\tau$. 

$$
\begin{align*}
\mu(6^2_3) &= 4.68 \pm 0.16 \\
\mu(6^3_3) &= 4.682 \pm 0.08 \\
\mu(8^4_1) &= 4.68 \pm 0.14 \\
\mu(8^5_2) &= 4.68 \pm 0.15 \\
\mu(8^6_4) &= 4.68 \pm 0.12 \\
\mu(2^2_1 \# 2^2_1) &= 4.683 \pm 0.06 \\
\mu(2^2_1 \# 2^2_1 \# 2^2_1) &= 4.683 \pm 0.06 \\
\mu(3_1 \# 2^2_1 \# 2^2_1) &= 4.683 \pm 0.07 \\
\mu(2^2_1 \# 3_1 \# 2^2_1) &= 4.683 \pm 0.04 
\end{align*}
$$

(5.11)
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Figure 5.5: A Plot of $\langle n \rangle^{-1}$ as a function of $1/F$ for link types with more than two components and B zoom in on the region close to the the critical value $F_c$. Figure taken from Ref. [4].

5.2.1 Critical exponents

To estimate $\Gamma(2^2_1)$ with a sufficiently high degree of confidence we triple the data available for $2^2_1$ by performing two more simulations with different sets of $F$ values,

$$F = \{0.206, 0.208, 0.2105, 0.2123, 0.2126, 0.21305\}$$

and

$$F = \{0.204, 0.207, 0.2085, 0.209, 0.2095, 0.211, 0.2114, 0.2117\}.$$

A direct estimate of $\Gamma(2^2_1)$ can then be obtained by inserting the estimate $\mu_0 = 4.683$ in the scaling law (5.9), compute for each value of $F$ and the corresponding estimate of $\langle n \rangle$ an effective value $\Gamma(\tau|F)$, and finally extrapolate $\Gamma(\tau|F)$ as $F \to F_c$. The values $\Gamma(\tau|F)$ are reported in Figure 5.6 and a simple linear extrapolation of the most asymptotic data (see Figure 5.6B) gives:

$$\Gamma(2^2_1) = -0.766 \pm 0.004 \quad (5.12)$$
By recalling the best estimate of the entropic exponent for an unknotted ring, $\alpha_0 = 0.237$ \[23, 34\] and the relation $\Gamma_0 = \alpha_0 - 2 = -1.763$ the estimate (5.12) suggests that $\Gamma(2^1_1) = \Gamma_0 + \frac{1}{2}$. In analogy with the picture proposed in Ref. \[23\] for prime knots this result suggests that, in the large $n$ limit, the dominant configuration of the Hopf link corresponds to an unknotted rooted ring. This would also imply that the 1D size of the mutual entanglement should grow as $o(n)$ (see below for a more detailed discussion of this property).

If we accept that all the links have the same exponential growth rate then we can take ratios of equation (5.8) for different link types and investigate the dependence of the entropic exponent $\Gamma(\tau)$ on $\tau$. By assuming $\Delta(\tau_1) = \Delta(\tau_2) = 1/2$ \[23, 40\], at leading order we obtain

$$\frac{\langle n(\tau_1) \rangle}{\langle n(\tau_2) \rangle} \approx \frac{\Gamma(\tau_1) + q}{\Gamma(\tau_2) + q} \left(1 + c (1 - F \mu_0)^{1/2}\right).$$  \hspace{1cm} (5.13)

By plotting $\langle n(\tau_1) \rangle/\langle n(\tau_2) \rangle$ against $\sqrt{1 - F \mu_0}$ we have curves that behave linearly as $F$ goes to $F_c = 1/\mu_0$. See Figure 5.7.

\footnote{This agrees with an independent estimate by Rechnitzer [131].}
By using linear extrapolations we estimate the following ratios, where $\Gamma_q(\tau) = \Gamma(\tau) + q$ and $q = 3$.

\begin{align*}
\Gamma_q(4_1^2)/\Gamma_q(2_1^1) &= 1.02 \pm 0.06 \\
\Gamma_q(5_1^2)/\Gamma_q(2_1^2) &= 1.07 \pm 0.08 \\
\Gamma_q(6_1^2)/\Gamma_q(2_1^2) &= 1.12 \pm 0.12 \\
\Gamma_q(7_1^2)/\Gamma_q(2_1^2) &= 1.02 \pm 0.08 \\
\Gamma_q(3_1#2_1^1)/\Gamma_q(2_1^2) &= 1.43 \pm 0.09 \\
\Gamma_q(3_1#2_1^2#3_1)/\Gamma_q(2_1^2) &= 1.6 \pm 0.1 \\
\Gamma_q(4_1#2_1^2#3_1)/\Gamma_q(2_1^2) &= 1.6 \pm 0.2
\end{align*} (5.14)
for link types with two components, and

\[
\begin{align*}
\Gamma_q(6_2^1)/\Gamma_q(2_1^2) &= 1.03 \pm 0.06 \\
\Gamma_q(6_3^1)/\Gamma_q(2_1^2) &= 0.99 \pm 0.05 \\
\Gamma_q(8_1^1)/\Gamma_q(2_1^2) &= 1.06 \pm 0.07 \\
\Gamma_q(8_2^1)/\Gamma_q(2_1^2) &= 1.07 \pm 0.1 \\
\Gamma_q(8_3^1)/\Gamma_q(2_1^2) &= 0.97 \pm 0.07 \\
\Gamma_q(2_1^2 # 2_1^2)/\Gamma_q(2_1^2) &= 1.42 \pm 0.06 \\
\Gamma_q(2_1^2 # 2_2^1 # 2_1^1)/\Gamma_q(2_1^2) &= 1.4 \pm 0.1 \\
\Gamma_q(3_1 # 2_1^2 # 2_1^1)/\Gamma_q(2_1^2) &= 1.4 \pm 0.1 \\
\Gamma_q(2_1^2 # 3_1^1 # 2_1^1)/\Gamma_q(2_1^2) &= 1.9 \pm 0.1 \\
\end{align*}
\]

for link types with three and four components.

For each of the prime links $7_2^1, 4_2^1, 5_2^1, 6_2^1, 6_3^1, 8_1^1, 8_2^1$ and $8_3^1$, these ratios are very close to unity and it is likely that the exponent is independent of prime link type. We know from 5.12 that $\Gamma(2_1^2)$ is about $-0.76$, so the ratios $\Gamma_q(\tau)/\Gamma_q(2_1^2)$ where $\tau$ is $3_1 # 2_1^2$, $2_1^2 # 2_1^2$, $2_1^2 # 2_1^2 # 2_1^2$ and $3_1 # 2_1^2 # 2_1^2$ are all consistent with $\Gamma(\tau) = \Gamma(2_1^2) + 1$, i.e. $\Gamma_q(\tau)/\Gamma_q(2_1^2)$ around 1.45. In a similar way, the exponent differences $\Gamma(3_1 # 2_1^2 # 3_1) - \Gamma(2_1^2)$ and $\Gamma(4_1 # 2_1^2 # 3_1) - \Gamma(2_1^2)$ are between 0.9 and 1.8. This range is large but includes 1. For $\tau = 2_1^2 # 3_1 # 2_1^2$ we have $\Gamma_q(\tau)/\Gamma_q(2_1^2) = 1.9 \pm 0.1$, which is consistent with $\Gamma(2_1^2 # 3_1 # 2_1^2) = \Gamma(2_1^2) + 2$.

In the same way that the Hopf link behaves like a single polygon with a root, the links $3_1 # 2_1^2$, $3_1 # 2_1^2 # 3_1$, $4_1 # 2_1^2 # 3_1$, $2_1^2 # 2_2^1$, $2_1^2 # 2_2^1 # 2_1^2$ and $3_1 # 2_1^2 # 2_1^2$ all behave like a single polygon with two roots and $2_1^2 # 3_1 # 2_1^2$ behaves like a single polygon with three roots. This is discussed further in the next section.

5.2.2 Entropic competition

In the model that we are considering here the total number of edges in the link is fixed but the number of edges in the different components can vary. In this section we investigate how the numbers of edges in the various components change as $n$ increases. Suppose, for the moment, that $n_1$ is the number of edges in the largest component of the link. In Figure 5.9 we plot $\langle n_1/n \rangle$ as a function of $\sqrt{1 - F/F_c}$ for various link types. As $F$ approaches $F_c = 1/\mu_0$, i.e. as $\langle n \rangle$ increases, it is clear that one ring grows at the expense of the others. In every case, at the largest values of $F$, more than half the edges are in the largest ring. See Fig. 5.8 for a few snapshots of sampled configurations.
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Figure 5.8: Examples of links on the cubic lattice sampled with the BFACF algorithm with $F = 0.2132$ (and $q = 3$). A, B and C are, respectively examples of the prime links $2^2_1$ (Hopf), $5^2_1$ (Whitehead) and $6^3_2$ (Borromean). D is $2^2_1 \# 3_1 \# 2^2_1$. The blue component of $2^2_1 \# 3_1 \# 2^2_1$ is a $3_1$. It is evident that one of the components is significantly larger than the others.

We first consider the prime links $2^2_1$, $4^2_1$, $5^2_1$, $6^2_1$, $6^3_2$, $6^3_3$, $8^4_1$, $8^4_2$ and $8^4_3$. In each of these cases, the rings are indistinguishable before numbering. When we examine the numbers of edges in each component as a function of $n$, we find that one component grows at the expense of the others, so we have spontaneous symmetry breaking. See Figure 5.9. The rings are indistinguishable so any of the rings can be the one that grows. See Figures 5.10 and 5.11. It is important to notice that the averages in Figures 5.10 and 5.11 are over a set of realizations. In some realizations one ring grows, while in another set
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Figure 5.9: The growth of the largest ring, for various link types, as $F$ changes. Even for the links with four components, at the largest values of $F$ more than half the edges are in the largest ring. Bottom panel taken from Ref. [4].

a different ring grows. We note that the number of edges in the largest component increases linearly with increasing $n$ but each of the rings is equally likely to grow.

We looked at composite links with all components unknotted, particularly the three-component link $2^2_1 \# 2^2_1$ and the four-component link $2^2_1 \# 2^2_1 \# 2^2_1$. In the three-component case we have one component linked to the other two components and this central component grows at the expense of the other two components. See Figures 5.13 and 5.15. For the four-component link $2^2_1 \# 2^2_1 \# 2^2_1$ one of the two central components grows at the expense of the other rings. See Figures 5.9 and 5.13. There is no reason to prefer one of the two central components over the other and we have spontaneous symmetry breaking. This is seen in Figure 5.15 where two peaks develop.
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Figure 5.10: The ring 1D sizes for prime links with two unknotted components as a function of the total length of the links.

Figure 5.11: The ring 1D sizes for prime links with three and four components as a function of the total length of the links. Figure adapted from Ref. [4].
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Figure 5.12: The ring 1D sizes for links with two components, at least one of which is a $3_1$ or $4_1$ knot as a function of the total length of the links. $7_2^1$ is a prime link, $3_1 \# 2_1^2, 3_1 \# 2_1^2 \# 3_1$ and $4_1 \# 2_1^2 \# 3_1$ are composite links.

We have also looked at examples of composite links with one or two components knotted, namely $3_1 \# 2_1^2, 3_1 \# 2_1^2 \# 3_1, 4_1 \# 2_1^2 \# 3_1, 3_1 \# 2_1^2 \# 2_1^2$ and $2_1^2 \# 3_1 \# 2_1^2$. $3_1 \# 2_1^2$ is a two-component link with one component a trefoil. Only the trefoil component grows linearly with the number of edges. The prime link $7_2^1$ shows similar behaviour with the trefoil growing at the expense of the unknot. This is seen in Figures 5.12 and 5.14.

$3_1 \# 2_1^2 \# 2_1^2$ and $2_1^2 \# 3_1 \# 2_1^2$ are both three-component links with one component a trefoil. In the first case one of the two outer rings is a trefoil while in the second case the central ring is a trefoil. For $3_1 \# 2_1^2 \# 2_1^2$ either the trefoil or the central ring grows roughly linearly with $n$ while the unknotted outer ring grows more slowly. See Figures 5.13 and 5.15. For $2_1^2 \# 3_1 \# 2_1^2$ the central (knotted) ring grows roughly linearly with $n$ while the two outer (unknotted) rings grow sub-linearly. This can be seen clearly in Figures 5.13, 5.15 and 5.8D. The two trefoils of the 2-component link $3_1 \# 2_1^2 \# 3_1$ are indistinguishable; as for the prime links with all components unknotted, only one of the two rings grows at the expense of the other and both of the rings can
be the one that grows. See Figures 5.12 and 5.14. Finally, $4_1 \# 2^3_1 \# 3_1$ is a 2-component link with one components a trefoil and the other a figure eight. We discuss this case below.

Previous studies on the problem of a ring sliding through a rigid slip-link [119, 25, 132] or translocating thorough a pore [132] suggest that the partition of the total number of edges $n$ between two components is the result of the entropic competition between the components and ultimately on whether they are knotted or not. We can understand most of our results in terms of entropy maximization. Note that here the partition is naturally induced by the link topology and not imposed by an external geometrical constraint.

For the prime links that we considered, with the exception of $7_2^7$, all the
components are equivalent and the entropy is maximized by having any one component grow at the expense of the others. Since the components are equivalent, any one of them can grow. See Figures 5.10 and 5.11. In each case, the link behaves like a polygon with one root [23], consistent with the exponent estimates reported in section 5.2.1. For the three-component link $2^2_1 \# 2^2_1$, when the central ring grows it behaves like a polygon with two quasi-
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Figure 5.15: Fractions $n_1/n$, $n_2/n$, $n_3/n$ (and $n_4/n$) for the composite links with three and four components considered here. Each column refers to a link type with different values of $F$. The five panels in each column correspond to five different values of $F$, $F = 0.2050$, $F = 0.2120$, $F = 0.2127$, $F = 2131$ and $F = 0.2132$ or 0.2133. Figure taken from Ref. [4].
independent roots, again consistent with the exponent estimates in section 5.2.1. If either of the outer rings grew it would be behaving like a polygon with one root which has lower entropy. Similarly, one of the two central rings of the four-components link $2_1^2 \# 2_1^2 \# 2_1^2$ is expected to grow, as a polygon with two roots has larger entropy than one with a single root.

Since a knot has larger entropy than the unknot \[23\], we expect that the unknotted component of the link $3_1 \# 2_1^2$ is, most of the time, the smaller one. Asymptotically, we expect it to behave like a polygon with two quasi-independent roots, one being associated with the weakly localised physical knot of the trefoil \[23\]. The prime link $7_2^2$ shows similar behaviour, with the trefoil growing at the expense of the unknot. However, the expected number of roots in this case is one, since $7_2^2$ is a prime link (the knotted portion of the trefoil and the unknot are interlocked). For the knotted case $3_1 \# 2_1^2 \# 2_1^2$, if either the trefoil or the central ring grows, the system behaves as a polygon with two roots, so both these cases are more favourable than the other unknotted ring growing (we would have a polygon with one root). Again the system adapts to maximize its entropy. The growth of the ring containing the trefoil is somewhat favoured over the growth of the central ring. This is an interesting second order effect for which we do not have an explanation. It would be interesting to investigate this further. For the case $2_1^2 \# 3_1 \# 2_1^2$ the situation is simpler. When the central (knotted) ring grows, it behaves as a polygon with three roots and this maximizes the entropy of the system. This is all consistent with, and helps to explain, the exponent estimates in section 5.2.1.

If both components of a 2-component link have the same knot type, the symmetry of the link is recovered and we expect an asymptotic behaviour similar to the link $2_1^2$. On the other hand, we know that knots are weakly localized and this should complicate the approach of the system to the asymptotic limit. This is the case of the link $3_1 \# 2_1^2 \# 3_1$; as shown in Figure 5.14, third column, the bimodal shapes of both distributions of edges can just be glimpsed for the largest value of $F$. Once again, the entropy is maximised by having one component grow at the expense of the other; consequently, the link behaves like a polygon with two roots, one of which is associated with the weakly localised physical knot of the dominant ring. Corrections to scaling are even more severe for the link $4_1 \# 2_1^2 \# 3_1$: for intermediate values of $n$ the system looks asymmetric with the distributions (Fig. 5.14, last column) of the first ($4_1$) and the second ($3_1$) ring developing a single peak respectively close to one and zero. We expect that the exponential growth rate and the critical exponent are the same for the trefoil and the figure eight, but they will have different amplitudes and different corrections to scaling. For the
most asymptotic value of $F$ (rightmost panel) each distribution starts to develop a shoulder that might be a precursor of a bimodal shape. More work is required to understand why the figure-eight is favoured at intermediate values of $n$.

5.3 Discussion

We have investigated the asymptotic behaviour of multi-component links where the edges can be distributed among the components in all possible ways, consistent with a fixed link type. We proved two theorems about their exponential growth rate and used a Monte Carlo approach, based on the BFACF algorithm, to investigate the values of the critical exponent and how it depends on link type. The exponent values are consistent with one ring growing at the expense of the others while the remaining rings effectively act as one or more roots on the growing ring. Each root increases the exponent by 1. Which ring grows is determined by which maximizes the entropy of the system.
Chapter 6

Conclusions

Entanglement abundance and complexity strongly affect the biological and mechanical function of polymer systems. In the lifecycle of living organisms, genome regulation is essential to avoid nefarious consequences, and the fine tuning of the topological properties of synthetic polymer systems is essential to target certain desired rheological properties. Nevertheless, how DNA entanglement is regulated \textit{in vivo} is still unclear, and the characteristics of many topologically constrained polymer systems, due to their difficult practical and theoretical treatment, are currently unknown. In this work we begin to address this gap of knowledge by modelling the proliferation and regulation of genome entanglement and by investigating the properties of linked ring polymers.

In chapter 3, by using theory and simulations, we examined a solution of ring polymers undergoing recombination inside a sphere. We showed that the system harbours a transition or crossover from a \textquotedblleft short rings\textquotedblright regime, which steady states are a mixture of short and unlinked rings polymers, to a \textquotedblleft long ring\textquotedblright regime, characterised by the self-assembly of a network of long linked loops. This transition can be triggered either by increasing the stiffness of the polymers or by decreasing the confinement radius, and, by analogy with the gelation transition for sticky colloids, was labelled \textit{topological gelation}. We argued that, geometrically, topological gelation is explained by the competition between the bending energy and the configurational entropy of the recombinant rings, while the topological properties of the gel phase are a consequence of the typical volume occupied by the rings exceeding the overlapping point. Since the topological gelation of DNA would likely be highly detrimental for living cells, our results highlight the importance of regulating the action of recombination enzymes according to the stiffness and volume fraction of the
DNA substrate. How this can be practically achieved, however, requires further investigation; we argue, for instance, that the topological simplification mechanism proposed in chapter 4 enacted by SMC proteins, might be able, to some extent, to balance out the topological activity of recombination. On the other hand, as emphasized, for instance, by studying the escape dynamics from a permeabilised sphere of the recombinant rings, the topological gel might also be exploited to assemble DNA plasmids with desired topologies. Since it is known that topological gels possess toughness far superior to that of traditional chemical gels, it would be interesting to study the properties of DNA gels assembled by recombination. On this note, analysing the spectra of topologies which emerge close to the gelation point would be of great importance, since, as emphasised in chapter 5, ring polymers linked with different link types behave, generally speaking, differently.

In chapter 4 we suggested a pathway to efficiently resolve entanglement in DNA and other polymer systems. Specifically, by using scaling analysis and computer simulations, we inspected the interplay between slip-links and knots. First we showed that the topology of two competing slip-linked polymer networks determines how they exchange monomers, suggesting a potential strategy to fine tune the geometric details of the system. We then showed that a set of slip-links is able to quickly confine a knot within a small portion of a polymer, and that the efficiency of the localisation is hampered on stiffer substrates and regulated by the topology of the slip-linked network. We then used this result to prove that entropic competition with slip-links can swiftly resolve entanglement by transient strand-crossing. In the contest of DNA, this finding informs of a potential mechanism of topological simplification enacted by SMC proteins and topoisomerase. Since how SMC proteins extrude DNA loops has not been completely uncovered yet, checking how effective this mechanism would be in the wider genome picture (e.g. recombinant gel) might help understanding if and in which contest diffusive loop extrusion is sufficient and when an active (i.e. with external energy input) mechanism is instead required. More generally, the ability to partition a polymer in a controlled, but reversible way, by using desired network topologies, might be useful in designing devices such as molecular switches. How to practically implement this, however, requires further investigation.

Finally, in chapter 5 we studied the configurational entropy of ring polymers linked with fixed topology, where the monomers distribute among the components in all possible ways. First we proved some rigorous results about the exponential growth rate of their number of configurations. We then implemented a Monte Carlo method, based on the BFACF algorithm, to sample linked polygons on the cubic lattice, and proved that its ergodic classes are
the link types. We proceeded to estimate the growth rate and entropic exponents for various topologies and showed that one of the components of a link grows at the expense of the others, and as such, asymptotically, the link looks like an unknot crowned with one or more sliding roots, each contributing +1 to the entropic exponent. The number of roots is determined by the number of components and the presence of knots, and it obeys entropy maximisation. Although here we have taken a step forward in understanding the entropic properties of polymer links, the applicability of our results is mostly restricted to melts of living (or recombinant) polymers and, indirectly, to slip-linked polymer networks. Since in many circumstances real ring polymers cannot freely exchange monomers (e.g. DNA catenanes formed during replication), studying the scaling behaviour of a system of polygons with fixed number of edges linked with a given fixed topology would be equally interesting. As can be deduced from chapter 5, for instance, this would shed light on how the size of the physically linked portion of two linked ring polymers grows with the number of edges of the components, information which we argue might be of substantial importance in the contest of entanglement regulation in polymer systems.
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