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Abstract

The tasks of speaker verification (SV, determining whether a test utterance has the same speaker as an enrolment utterance) and speaker diarization (SD, determining ‘who spoke when?’) both fall under the umbrella of speaker recognition tasks. Both SV and SD have become tasks with high applicability in mainstream technology. Example applications of SV and SD are a voice assistant that only activates for a specific user, and colour-coding subtitles according to the speaker that produced them, respectively.

Both SV and SD systems have found success in recent years by utilising speaker embeddings, vector representations of speaker identity extracted from segments of speech. By comparing the similarity of the embeddings extracted from different utterances, it is possible to distinguish the speaker of each utterance, and this mechanism is what many successful verification and diarization systems are based upon.

Deep speaker embeddings are the speaker embeddings extracted from the intermediate layer of a neural network. This neural network is trained in such a way as to encode speaker identity in a discriminative fashion in the desired intermediate layer. For example, often the training objective is speaker classification or a variation thereof, and while this has been shown to be a very successful strategy, various sources of information can be encoded into this embedding space. Some of these sources are speaker related, and intuitively make up part of speaker identity, such as speaker gender. However, some sources of information are not explicitly speaker related, such as the channel and recording information, but can nonetheless be captured during training.

In this work, we look at these sources of information and variability, describing them speaker embedding variability factors and explore how they interact with and affect the downstream tasks of SV and SD. Specifically, our work looks at the following topics: reducing channel variability, reducing speaker variability distribution mismatch, explicitly encouraging variability for speaker identity related factors for increased robustness, and investigating the contribution of certain speaker attributes to separability.

For reducing channel variability, we propose a training regime based on adversarial methods that adds an adversarial loss based on discriminating whether pairs of embeddings come from the same recording. This approach adds channel invariance to the training objective of the embedding network while being dataset agnostic, not requiring any additional labels. We show that our induced channel invariability improves verification for out-of-recording pairs of utterances, while also improving diarization
performance.

In the pursuit of encouraging speaker identity related variability, we propose a multi-task learning training framework for leveraging auxiliary labels, adding additional attribute related tasks to the overall training objective. In conjunction with the standard speaker classification task, the addition of speaker age and speaker nationality classification tasks was shown to improve verification and diarization performance, particularly when fine-tuning to new domains. We suggest the reason for this improvement is due to the robustness imparted by structuring the embedding space in a way that we already know is speaker identity related, thus decreasing the risk of fitting to other non-identity related factors.

We also investigated the contribution of speaker attributes to speaker separability using disentangled representations. Here, we combined the aforementioned multi-task framework along with adversarial methods to successfully isolate aspects of speaker identity in specific dimensions of the speaker embedding. We then ablated these dimensions and found that for different datasets, different speaker attributes were of varying importance to separability in diarization and verification tasks, with gender a particularly strong factor for in-the-wild celebrity utterances.

Furthermore, by looking at the logits of the speaker classification network that speaker embeddings are extracted from, we found that for a group unseen utterances, the predicted posterior distribution (of training set speakers) was extremely skewed. By implementing a form of iterative fine-tuning on high probability training set speakers in combination with a form of dropout on the output layer, we showed improvements to verification performance. We suggest that the cause of this improvement is due to a distribution mismatch of speakers, relating to the aforementioned speaker attributes.

Overall, we explored several different approaches to manipulating the variability factors present in deep speaker embeddings, finding that each approach had merits when applied to specific scenarios. We suggest approaches for future work that build upon the techniques outlined in this thesis, in particular for speaker attribute-related learning and disentanglement.
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Chapter 1

Introduction

The act of identifying a person by their voice is an important aspect of human communication, be that in verifying the identity of someone in the context of a casual or professional phone call, or passively following the turns in conversation, for example in a radio show or podcast (Hansen and Hasan [2015]). As such, automatic speaker recognition systems have found numerous practical applications, such as the verification of speaker identity for security purposes given a speech segment, or automatically colour-coding subtitles according to speaker in broadcast media. These two tasks fall under the general tasks of speaker verification and diarization respectively.

Speaker verification is the task of determining whether the claim that an unknown speaker matches a specific identity is true. In practice, this usually involves comparing a segment of speech from the unknown speaker to a template belonging to the specific identity that needs to be verified. Speaker diarization is the task of partitioning a stream of audio according to speaker identity, grouping segments which belong to the same speaker together, answering "who spoke when?".

In many modern speaker recognition systems, a primary component to both of these tasks is the use of vector representations that encode the identity of the speaker from an input segment of speech called speaker embeddings (Hansen and Hasan [2015], Bai and X.-L. Zhang [2021]). Utilising these, one can perform verification by measuring the similarity between the embedding produced by the unknown speaker against that of the stored embedding belonging to the claimed speaker, and then making a decision based on some threshold. In a similar fashion, diarization can be performed by measuring the similarity between the embeddings extracted from all pairs of segments in a recording,
and then clustering based on these similarities.

With speaker embeddings being such a key component in these systems, the question of how exactly to produce them, given the raw audio of an input utterance, becomes crucial. This task falls broadly under the field of representation learning (Bengio et al. 2014), which aims to learn representations of data which make it easier to extract useful information. In Bengio et al. (2014, p. 1), this task is described as ‘learn[ing] to identify and disentangle the underlying explanatory factors hidden in the observed milieu of low-level sensory data’ and more broadly, to ‘understand the world’. Representation learning is the task of learning to extract this information in an automatic fashion, replacing manual feature engineering, and is applicable for almost any kind of data, for example images, video, audio, or text data.

In the case of image representations, the explanatory factors in an image may be related to information about shapes, objects and structures, and image representations generally do extract this information from the original image (Kiela and Bottou 2014). A desirable property for learned image representations might be that for two images of, for example, an elephant, their representations would be similar, even if the original raw data in the original input images differed significantly due to different angles, rotation and lighting. These properties enable the representations to be used for different downstream tasks, such as image retrieval, where similar images are gathered for a query image (Barz and Denzler 2019), based on the extracted image embeddings.

In the case of learning representations speech and a speaker’s voice, we also want to extract the underlying explanatory factors behind speaker identity. As humans, we may be able to intuitively distinguish certain factors that contribute to what makes up a speaker’s voice. Such factors may include physically grounded properties such as pitch and timbre, which themselves have explanatory factors, such as age and gender, and the anatomical and physiological reasons for differing vocal tract lengths (Belin et al. 2004; Pernet and Belin 2012). Other identity-discriminative factors from speech may be semantical in nature, such as the differences in what a doctor might say compared to the replies from their patient (Shafey et al. 2019), or lexical, with slang and vocabulary revealing aspects of identity (Jessen 2007). While human ability to distinguish and perceive identity may be described and explained in terms of these factors, the goal of representation learning for speaker recognition is to automatically and implicitly learn a model of all the different factors that contribute to speaker identity. In principle, the downstream tasks of SV and SD require an embedding space in which speech from
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the same speaker is close together, and speech from different speakers is distant, but it stands to reason that a model which understands what makes up speaker identity would need to incorporate and encode some of the aforementioned factors into the embedding space.

While we have outlined the overall goals of representation learning, the techniques of automatically learning representations have rapidly evolved over the past decade or so, and are often specific to the data and the downstream tasks that the representations are utilised for. For speaker embeddings, the most popular method for a number of years was the i-vector method (Dehak et al. 2011), based on Gaussian Mixture Modelling and Factor Analysis. This method modelled the contribution of speaker and channel information probabilistically for an utterance. However, in recent years, the most popular method for extracting speaker representations has been to extract speaker embeddings from the intermediate layer in a deep neural network, hence deep speaker embeddings, with the work of Snyder et al. (2017) proposing deep speaker embeddings called x-vectors as an alternative to i-vectors.

The popularity of the newer method is evidenced by the technical reports of winning teams in competitions for speaker verification and diarization, such as the VoxSRC challenge. The first VoxSRC challenge in 2019 featured only deep neural network (DNN)-based speaker embedding extraction in the winning verification systems (Chung et al. n.d.), and when diarization was added to the 2020 edition of the VoxSRC challenge, the top three teams in both verification and diarization tracks again used DNN-based speaker embeddings (Nagrani et al. 2020). This trend has continued, with all neural techniques dominating in the 2021 and 2022 editions of VoxSRC (Brown et al. 2022; Huh et al. 2023).

This move towards methods based around deep neural networks has been observed in many different fields of machine learning, with state-of-the-art performance being dramatically improved by the use of deep neural networks. These fields include automatic speech recognition (Hinton et al. 2012), natural language processing and image and video tasks (LeCun et al. 2015), with this overall trend being described as a ‘deep learning revolution’ (Sejnowski 2018). Deep neural architectures have the ability to discover intricate structure from the raw data via the back-propagation algorithm, and the multiple layers of a neural network can learn deeper abstractions based on the representations of previous layers, hence the term deep when describing the neural networks (LeCun et al. 2015).
For image embeddings for use in image retrieval, these embeddings are typically extracted from deep neural networks trained on image classification (Kiela and Bottou 2014), specifically the ImageNet dataset (Jia Deng et al. 2009) which has 1000 image classes, depicting different subjects, such as different animal species and various man-made objects. In combination with convolutional layers, the network is able to extract and encode visual information in subsequent layers. While trying to interpret what each layer learns is an ongoing field of research (Yu et al. 2014), there is strong evidence that information about edges, shapes, colours, and ultimately objects are learned by different layers in these networks (Mahendran and Vedaldi 2014; Rojas et al. 2020). Intuitively, it is clear to see how edges, shapes and colours would contribute to an understanding of what distinguishes the kind of subject depicted in an image, and from the explorations into what is learned at each layer, it seems as though deep networks are able to extract information about these factors.

For speaker embeddings, the representations are typically extracted from a network trained on classifying the speaker of an utterance (Snyder et al. 2018). The result of this is that an intermediate layer can be used to provide a speaker discriminative representation. Like image embeddings, it would be expected that the network learns to extract information about factors that contribute to the overall task, in this case, the classifying the speaker. These explanatory factors are referred to in this doctoral thesis as speaker embedding factors. Indeed, the idea different kinds of information are encoded in speaker embeddings is supported by a variety of work exploring the additional information encoded in deep speaker embeddings. Examples of the kind of information encoded have been channel information, emotion, sentiment and linguistic content. For example, Williams and King (2019) showed that the speaking style and emotion information is contained within x-vectors. Similarly, Raj et al. (2019) explored a broad set of categories for what kind of information is encoded in x-vectors. They probed for any additional information encoded in the embeddings by training additional separate classifiers to predict speaker gender, recording, speaker rate, utterance length, data augmentation type and other transcription related targets, such as the transcription, specific words and phonemes. They found that the embeddings contained information for nearly all categories explored, with strong indication for gender, channel and speaking rate information being present. From these works, deep neural networks have shown they able to capture different sources of information when trained to classify speakers, and this strong modelling performance is also reflected in
the state-of-the-art performance in speaker recognition tasks such as verification and diarization.

1.1 Motivation

However, despite the powerful modelling capabilities of deep neural networks and deep speaker embeddings are not without their problems. While some speaker embedding factors may align with an intuitive understanding of the explanatory factors behind speaker identity, such as gender and accent (Jessen 2007), an automatically learned representation may also capture aspects of audio and or speech that do not align with factors that humans may intuitively perceive. Channel information, relating to the acoustic recording conditions in a segment of audio, is an example of such a factor that is often found in speaker embeddings. If we consider a catalogue of broadcast media recordings, it may be that for a presenter of a specific radio show, who only ever appears on that show, the recording conditions of said programme are a speaker-distinguishing factor amongst that catalogue. However, there are scenarios in which this channel information cannot be leveraged usefully, and may not be helpful for discriminating between speakers, even if it was discriminative during training. In the realistic case of diarizing a single microphone recording of unseen speakers (determining who spoke when), the speech segments that are compared for speaker identity always belong to the same recording, thus sharing channel or session information. In this instance, a model trained to leverage channel information to discriminate between speakers may suffer in discriminative performance when tested on utterances from the same recording, or perform poorly on comparing utterances from a single speaker in different recording conditions. Similarly, for a hypothetical dataset of utterances collected from a smart speaker in different households, extracting the specific acoustic conditions of each household may be helpful when classifying between speakers in this dataset, but will not be as useful if later we wish to distinguish between members within the same household.

In general, representations learned from classification tasks may be biased towards the characteristics of that classification task, and the aforementioned leveraging channel information is an example of this. It is an example of a factor which can become a detrimental source of variability for downstream tasks. One reason for this is a mismatch between training conditions and the application in the evaluation phase, where
channel information no longer becomes a discriminative aspect. This mismatch can also apply to factors other than channel information. If we consider other speaker embedding variability factors, it is possible to conceive of train and evaluation situations in which certain factors no longer become discriminative. As an overly simplified example, an evaluation set which contains only North American-accented speakers will not be able to leverage any variability that has been potentially learned based on international English accents. This kind of mismatch, where the distribution of data used during the modelling stage differs from the data distribution seen at inference, has been referred to in the literature as a distribution or domain mismatch (L. Zhang et al. 2017). Techniques for mitigation of this problem generally fall under the field of domain adaptation, and ideas from this field could be applied to speaker representation learning to mitigate any potential mismatch.

As mentioned previously, one of the goals of representation learning is to extract and encode some of the explanatory factors behind the input data. For speaker identity, these factors could include things like gender, age, accent and nationality. In fact, many of these factors are outlined by human experts of speaker recognition tasks in the field of forensic speaker identification (Jessen 2007), where these attributes are often used as evidence for determining speaker identity in law enforcement proceedings. Given an unseen caucasian female American speaker in their thirties, one might expect that the embeddings extracted from this speaker have closer similarity in the embedding space to other speakers who share some of the same demographics; the reason for this being that these attributes contribute to the generative factors that make up a speaker’s voice.

An embedding space that can encode speaker-specific attributes is one that we would generally welcome, since we understand that these are strongly related to identity, and if these factors are captured, it should lead to better robustness and generalisability. Indeed, this is preferable to embedding variability based on channel information, which may not be discriminative in many scenarios, such as comparing segments of speech coming from the same recording (diarization), or performing speaker verification between utterances recorded in similar conditions. A potential avenue for encouraging this favourable structure of the embedding space is to use multi-task learning (MTL) (Caruana 1998), whereby learned representations can have improved robustness when they are used to solve different, but related, problems. For example, Parveen and Green (2003) found improvements in ASR by performing speech enhancement and
phonetic classification using the same hidden representation. Similarly, Y. Liu et al. (2019) found that simultaneously learning to classify the phonetic information in an utterance improved speaker embedding performance.

While capturing the underlying factors behind speaker identity and encoding this into a descriptive and discriminative representation is the overall goal for SV and SD, certain applications of speaker embeddings would ideally have these factors be completely interpretable and separable. An example of that would be for data privacy, in which it may be desirable to easily obscure certain sensitive attributes of a speaker, such as their age or gender (Tomashenko et al. 2022). The desirable property which satisfies this is for a representation to be disentangled, or for the desired attributes to be separable by dimension within the representation. This raises the question of how to perform this, and manipulate the speaker embedding factors such that they become disentangled.

1.2 Our contribution

This dissertation aims to address some of the issues and areas identified above relating to speaker embedding variability factors. Firstly, in Chapter 2 a detailed technical description of how deep speaker embeddings are trained and extracted is given, in addition with descriptions of how these fit into modern speaker verification and diarization systems. Chapter 3 will then outline the datasets that will be used in future chapters.

In Chapter 4 we propose a method for tackling the problem of channel information in deep speaker embeddings. Using adversarial training, we propose a method that discourages the learned representations from encoding channel information, with the purposes of making these representations more robust to scenarios in which channel information cannot be leveraged.

Chapter 7 details our approach to the distribution mismatch problem by proposing a method that trains an embedding extractor to be robust to different speaker distributions. Furthermore, we propose a method for adapting a network to a target speaker distribution, given the data but no labels for this target data.

In Chapter 5 we utilise multi-task learning and add auxiliary attribute classifiers to speaker embedding network training, with the intent of structuring the learned embedding space to reflect our knowledge of certain specific attributes, namely speaker nationality and speaker age. By doing so, we hope to encourage reliance on speaker
related information, thus improving robustness and generalisability.

Chapter 6 look at disentangling certain speaker attributes within learned representations. Specifically, gender, age and nationality are targeted to be isolated within specific dimensions of a speaker embedding. We propose a method that combines the techniques of Chapters 4 and 5, providing a training framework utilising both multi-task learning and adversarial techniques that can disentangle specific attributes in a supervised manner.

Finally, in Chapter 8 we summarise the findings of the previous chapters, contextualising these contributions within the field, and providing suggestion for how this work could be further expanded and explored.

### 1.2.1 Corresponding Publications

Chapters 4, 5, 6 and 7 were adapted from the following conference publications respectively:


Chapter 2

Speaker Recognition using Deep Speaker Embeddings

This chapter will describe the relevant methods and work that this dissertation is built upon, providing appropriate context to the work and experiments performed. Specifically, we will cover the mechanisms by which speaker embeddings are extracted, touching on both historically successful methods based on probabilistic generative models, along with the method that this work focuses most on, speaker embeddings extracted with a deep neural network trained on discriminative tasks. After establishing the methods for speaker embedding training and inference, we will also describe some of the downstream tasks that these embeddings are used for. We will cover speaker verification and diarization, and how deep speaker embeddings are typically used in modern systems.

Speaker embeddings are vector representations that encode speaker identity in a discriminative manner given an input utterance of arbitrary length. As touched on in the introduction, the ability to produce a speaker-discriminative vector with a fixed number of dimensions given a segment of speech enables a variety of downstream speaker recognition tasks for unseen speakers, such as verification and diarization.

2.1 Speaker Embeddings: Generative Models

For many years, the most successful method of extracting speaker embeddings was the $i$-vector method, proposed by Dehak et al. (2011). This method built upon a large
body of work that employed factor analysis on top of probabilistic generative models to extract the contribution from speaker- and channel-dependent information in utterances. These relied on Gaussian Mixture Models (GMMs) and the use of the Universal Background Model (UBM) method, which we will now describe. For more detail on generative methods, we suggest the reader to refer to the review by Hansen and Hasan (2015).

### 2.1.1 Gaussian Mixture Models

Gaussian Mixture Models are mixtures of Gaussian probability density functions (PDFs) parameterized by their mean vectors and covariance matrices, along with the weights of each of the mixture components. The overall GMM model is represented as a weighted sum of the individual Gaussian PDFs. For a random vector \( x_n \) modelled by \( M \) Gaussian PDFs, each with mean vectors \( \mu_g \), covariance matrices \( \Sigma_g \), where \( g = 1, 2, \ldots, M \) are the indices for each of the \( M \) Gaussian components, the overall PDF of \( x_n \) is given by

\[
 f(x_n|\lambda) = \sum_{g=1}^{M} \pi_g N(x_n|\mu_g, \Sigma_g), \quad \lambda = \{\pi_g, \mu_g, \Sigma_g | g = 1 \ldots M\} \tag{2.1}
\]

where \( \pi_g \) is the weight of the \( g^{th} \) mixture component, and \( \lambda \) denotes the parameters of the GMM. This PDF can be used to model a sequence of \( T \) acoustic feature frames, such as filterbank energies \( X = \{x_n | n \in 1 \ldots T\} \). From the GMM, it is possible to calculate the probability of observing the sequence of acoustic feature frames \( X \):

\[
 p(X|\lambda) = \prod_{n=1}^{T} p(x_n|\lambda) \tag{2.2}
\]

The parameters \( \lambda \) are trained using the expectation-maximisation (EM) algorithm (Dempster et al. [1977]). Note that this assumes acoustic feature vectors to be independent.

### 2.1.2 Universal Background Model

Gaussian mixture models were first employed for a speaker identification task (speaker classification) in which each speaker in a dataset was modelled using a different GMM, and the likelihood for a test utterance belonging to each modelled speaker was calculated using Equation \ref{eq:2.2}. By choosing the most likely speaker to have produced
the test utterance, one could obtain the classification result (D. Reynolds and Rose 1995). However, for verification, which involves determining whether or not a test utterance belongs to a specific enrolment speaker, an alternate speaker model, representing speakers other than the enrolment speaker, is required. This need for an alternate speaker model motivated the introduction of a background or world model to represent all speakers in general. Using a background model, the likelihood of a test utterance belonging to a speaker specific model or the background model can be compared to provide a verification decision. Practically speaking, producing this background model, known as the Universal Background Model (UBM), means training a GMM on a corpus of many speakers.

While the UBM as an alternate speaker model was introduced by D. A. Reynolds (1997), it became popular to use the UBM as the initial model for modelling all speakers, including enrollment speakers. For each enrollment speaker, the UBM parameters could be updated via a Maximum A Posteriori (MAP) adaptation (D. A. Reynolds et al. 2000), which re-estimated the parameters based on observing the enrollment speaker.

2.1.3 GMM Supervectors

While the above methods provided mechanisms for calculating likelihoods for a test utterance based on specific speakers and a likelihood of the alternate or background speaker, there were still efforts to obtain fixed-dimensional representations for utterances of variable length, since this enabled the use of additional machine learning techniques and classifiers for more downstream tasks (Markel et al. 1977). A method that was proposed for producing a fixed length representation using the GMM-UBM models was to make a supervector consisting of the GMM parameters. Specifically, the mean vectors \( \mu_g \) of all the mixture components (after performing MAP adaptation) could be concatenated together to provide a fixed dimensional representation of a given utterance (P. Kenny et al. 2003). It was later found that further modelling and estimating latent variables via factor analysis within this GMM-UBM supervector space improved speaker recognition performance. There were several works which employed factor analysis in the supervector space, notably

- the Eigenvoice and Eigenchannel formulation (P. Kenny et al. 2003),
- Joint Factor Analysis (JFA) (Patrick Kenny et al. 2007),
- \( i \)-vectors (Dehak et al. 2011).
Each had a slightly different formulation of the latent variables which contributed to the observed supervector, but only the \(i\)-vector method will be covered here. The interested reader can refer to the original publications, or the review by Hansen and Hasan (2015) for more detail.

### 2.1.4 \(i\)-vectors

In the \(i\)-vector factor analysis formulation, an utterance is represented by a supervector \(M\) that is broken into additive components. The additive formulation of \(M\) is as follows

\[
M = m + Tw
\]  

(2.3)

where \(m\) is the speaker- and channel-independent super-vector, taken as the (unadapted) UBM supervector, and \(T\) is a rectangular matrix of low rank and \(w\) a random vector having a standard normal distribution \(N(0, I)\). Thus, the observed utterance \(M\) is assumed to be normally distributed with mean vector \(m\) and covariance matrix \(TT^T\).

Unlike previous work on Joint Factor Analysis (JFA), the \(i\)-vector model considered both speaker and channel information jointly with \(T\), meaning that during training, all recordings and utterances were considered separately, and the total variability coming from speaker and channel contributed to the observed utterance \(M\). This model is essentially a simple factor analysis that enables an utterance to be projected onto the low-dimensional variability space coming from speaker and channel variability, like Principal Component Analysis (PCA) (Pearson 1901). This is particularly valuable since the dimensions of the supervector space for \(M\) and \(m\) can be very large (if we recall that \(m\) is the concatenated mean vectors of each Gaussian component in the UBM). Using a training set of utterances, \(T\) can be learned via the EM algorithm, and thus the hidden variable \(w\) can be estimated for new utterances by its posterior expectation. The estimates of \(w\), also referred to as the total factors, are known as the identity-vectors or \(i\)-vectors.

One advantage of the \(i\)-vector model compared to other factor analysis approaches, such as JFA (Patrick Kenny et al. 2007), which modelled channel and speaker variability separately, was that \(i\)-vector extractor parameters could be trained using unlabeled data, since the formulation treated channel and speaker variability as a whole, and thus the training utterances needed neither speaker or recording information (Hansen
and Hasan (2015). However, to account for this modelling of both speaker and channel when only speaker variability was needed, channel compensation techniques were often employed on top of \( i \)-vectors. Examples of such techniques were Linear Discriminant Analysis (LDA), and Probabilistic Linear Discriminant Analysis (PLDA) (Ioffe 2006; Prince and Elder 2007), first used for speaker recognition in combination with \( i \)-vectors by Patrick Kenny (2010). PLDA is a probabilistic version of LDA, which is a supervised method of identifying the linear features that maximise the between-class separation of data and minimise the within-class scatter (Ioffe 2006). The probabilistic version of LDA uses a continuous prior to model this variation, and thus can be employed for unseen classes (for more detail, see Ioffe (2006)).

The result of training a PLDA model is the ability to perform inference about the likelihood of data points coming from the same class (speaker), with the likelihood based on a model which decomposes the total variability of the \( i \)-vector space into within- and between-class variation. This likelihood is the basis of PLDA scoring.

### 2.2 Deep speaker embeddings

While \( i \)-vector-based methods showed state-of-the-art performance for both speaker verification (Torres-Carrasquillo et al. 2017) and diarization (Sell and Garcia-Romero 2014) in the past, in recent years the best performing single-system speaker embedding extractors have been based on deep neural networks (Villalba et al. 2020), with single-system meaning ensemble methods or system combinations are excluded from consideration.

Early works utilising deep neural networks to learn speaker discriminative features included Konig et al. (1998), who trained a multi layer perceptron (MLP), a feed-forward neural network, to predict speaker class for a fixed length of acoustic feature frames. After training, the classifier portion of the network was discarded, and a GMM was trained on top of the frame-level hidden representations. Another example of early work in this vein was from Heck et al. (2000), who also combined frame-level neural network extracted features with GMMs. Another philosophy for using neural networks for speaker recognition tasks employed Siamese style architectures, training neural networks to classify whether pairs of utterances have the same speaker (K. Chen and Salman 2011; Salman 2012). However, the methods presented in these works were not favoured in comparison to the \( i \)-vector method, as \( i \)-vectors at the time still provided
the best performance for speaker recognition tasks (Snyder et al. 2017).

One of the first works to show better performance than $i$-vectors for speaker recognition, specifically for text-dependent speaker verification, was that of Variani et al. (2014), who trained a DNN to classify speakers per acoustic frame for the phrase ‘Okay Google’, and then would average the penultimate layer hidden unit activations for each frame in the utterance to produce a speaker discriminative vector representation. Later, Heigold et al. (2016) would use a Siamese architecture on the same ‘Okay Google’ task, providing a verification result end-to-end, also outperforming the $i$-vector method.

However, one of the most popular works which managed to demonstrate the strength of deep speaker embeddings as a drop-in replacement for $i$-vectors was that of Snyder et al. (2017) and Snyder et al. (2018), who developed a deep neural network based architecture for speaker embedding extraction that could outperform traditional $i$-vectors for text-independent speaker verification. The resulting $x$-vectors, as they were named, were generated by using a neural network architecture composed of several stacked Time Delay Neural Networks (TDNNs) in a pyramid structure (to incorporate a greater
Table 2.1: The $x$-vector architecture from Snyder et al. (2018). The frame1-6 layers are TDNN layers and segment6 - softmax are fully connected layers. The $x$-vectors are extracted from segment6, before the nonlinearity. $N$ refers to the number of training speakers in the classification task. $T$ refers to the total number of acoustic feature frames in an utterance.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Layer Context</th>
<th>Total Context</th>
<th>Input $\times$ Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>frame1</td>
<td>$[t-2,t+2]$</td>
<td>5</td>
<td>$120 \times 512$</td>
</tr>
<tr>
<td>frame2</td>
<td>${t-2,t,t+2}$</td>
<td>9</td>
<td>$1536 \times 512$</td>
</tr>
<tr>
<td>frame3</td>
<td>${t-3,t,t+2}$</td>
<td>15</td>
<td>$1536 \times 512$</td>
</tr>
<tr>
<td>frame4</td>
<td>${t}$</td>
<td>15</td>
<td>$512 \times 512$</td>
</tr>
<tr>
<td>frame5</td>
<td>${t}$</td>
<td>15</td>
<td>$512 \times 1500$</td>
</tr>
<tr>
<td>stats pooling</td>
<td>$[0,T]$</td>
<td>$T$</td>
<td>$1500T \times 3000$</td>
</tr>
<tr>
<td>segment6</td>
<td>${0}$</td>
<td>$T$</td>
<td>$3000 \times 512$</td>
</tr>
<tr>
<td>segment7</td>
<td>${0}$</td>
<td>$T$</td>
<td>$512 \times 512$</td>
</tr>
<tr>
<td>softmax</td>
<td>${0}$</td>
<td>$T$</td>
<td>$512 \times N$</td>
</tr>
</tbody>
</table>

temporal context), followed by a statistics pooling layer, which took the mean and standard deviation of each of the hidden units in the final TDNN layer across the whole time dimension, and concatenated them together to produce a fixed length representation of an arbitrary length input. With two bottleneck dimension reduction layers in between, the network was trained on a speaker classification task, using cross-entropy loss. This was one of the first works that used speaker classification of the whole utterance as the training objective, as opposed to performing this at the frame level. Using a neural architecture that could pool over a variable length utterance in combination with using an utterance-level classification strategy has been adopted by numerous subsequent work on speaker embeddings (Villalba et al. 2020). The overall $x$-vector architecture can be seen in Figure 2.1[Left] and Table 2.1, where the $x$-vector is extracted from the segment6 bottleneck layer. Here, the Layer Context indicates which frames are concatenated together in the TDNN inputs - this can also be described by the kernel width and stride of a 1-dimensional convolution.

In Snyder et al. (2018), they showed $x$-vectors outperforming i-vectors in speaker verification, particularly in scenarios with larger amounts of training data. With the increasing size of speaker recognition datasets (in terms of the number of speakers and number of utterances), such as VoxCeleb (Nagrani et al. 2017; Chung et al. 2018)(see
Chapter 2. Speaker Recognition using Deep Speaker Embeddings

also Chapter 3.1, extracting features from deep discriminative models has become a particularly prominent approach. It should be noted that henceforth in this work, the term $x$-vectors will be used to describe any deep speaker embedding, and if there is greater similarity with the original $x$-vector formulation, this will be explicitly mentioned.

There are some advantages that $x$-vectors have over their shallower $i$-vector counterparts. One clear advantage is the incorporation of temporal context via the TDNNs, and this can be seen in the increasing temporal context that each subsequent layer possesses in the $x$-vector architecture (Table 2.1). As mentioned previously, the GMM-UBM method, and thus also the $i$-vector method, treats each acoustic frame independently, while the $x$-vector architecture allows the network to capture some temporal dependencies across up to 15 frames. There also is the impressive representational capacity possessed by neural networks (Hinton et al. 2012), which also gives them an advantage over the probabilistic generative models.

### 2.2.1 Generalised Architecture

While other works have presented variations on the $x$-vector technique and architecture, they all share some basic similarities, which we will outline. From input audio features of some length $T$, $X = [x_0, \ldots, x_T]$, the overall output of the network is $p(\text{Speaker}|X)$, used to predict the speaker of the utterance in a multi-class classification task with $S$ classes, where $S$ is the number of speakers seen in the training dataset.

The network architecture can be broken down into two main sections:

- Embedding extractor network $G$, parameterised by $\theta_G$, processes the frame-level features, pools this to a segment-level representation, and finally projects the input features $X$ into a fixed length vector $h = G(X)$.

- A classification portion of the overall network $C$, parameterized by $\theta_C$, predicts the speaker $p(\text{Speaker}|h)$.

A visualisation of the can be seen in Figure 2.1. Both $C$ and $G$ are trained as a whole, but embeddings for unknown speakers are extracted from $G$ alone, meaning that $C$ is often discarded after training time. The result of the discriminative training objective is that the embedding vector $h$ is a speaker-discriminative representation for any given input utterance. Comparing this general formulation with the $x$-vector formulation in Table 2.1, the frame-level processing is performed by stacked TDNNs
(frames1-6), and the pooling method is the statistics pooling method, concatenating
the average and standard deviation of the frame-level features. Since an $x$-vector is
extracted from the segment6 layer, everything from frame1 to segment6 is considered
part of $G$, and $[\text{segment6,softmax}]$ are $C$.

### 2.2.2 Loss Functions

The objective function that the original $x$-vector architecture was trained on was the
standard classification cross-entropy (softmax) loss. For a batch size $N$ with $S$ classes,
this loss is defined as:

$$
L_{\text{softmax}} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{W_j^T h_i + b_j}}{\sum_{j=1}^{S} e^{W_j^T h_i + b_j}} \quad (2.4)
$$

where $h_i \in \mathbb{R}^d$ represents the $d$-dimensional deep feature or embedding, such as the
input to the final projection layer of a feed-forward network, of the $i$-th sample. This
$h_i$ belongs to the class $y_i$. $W_j \in \mathbb{R}^d$ is the $j$-th column of the weight matrix $W \in \mathbb{R}^{d \times S}$
with $b_j \in \mathbb{R}^S$ the bias term. This loss encourages a high softmax probability for the
correct class, pushing that towards 1, whilst pushing all others towards 0.

However, this does not explicitly encourage the deep feature to be similar to other
members of its class, or increase the dissimilarity between it and other classes. As
such, this motivated work to modify the traditional softmax loss to decrease intra-class
spread and increase inter-class distance. The work of W. Liu et al. (2017), H. Wang et
al. (2018), and Jiankang Deng et al. (2018) introduce a formulation of the softmax loss
based on an interpretation of the hidden representation $h$ and the final weight matrix
$W$ as having an angular decision boundary for predicting the target class. This family
of losses are often referred as angular penalty or angular margin losses.

In the angular margin formulation, Equation [2.4] is modified such that the bias term is
removed ($b_j = 0$) and both the weight and deep features are $l_2$ normalized and scaled
such that $||W_j|| = s$. By rearranging the formula for cosine similarity, the following
equation is obtained:

$$
W_j^T x_i = ||W_j|| ||W_j|| \cos \phi_j \quad (2.5)
$$

where $\phi_j$ is the angle between $W_j$ and $x_i$. Replacing equation [2.5] into [2.4] along with
the normalized and scaled length \( s \) provides the following loss:

\[
L_{\text{sphere}} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{s \cos \phi_i}}{\sum_{j=1, j \neq y_i}^{S} e^{s \cos \phi_j}}
\]

(2.6)

which is the softmax loss but with all embeddings projected onto a hypersphere of length \( s \). Here an additive angular margin penalty \( m \) can be added such that the inter-class discrepancy is large, which also enhances the intra-class compactness:

\[
L_{\text{Arcface}} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{s \cos (\phi_i + m)}}{e^{s \cos (\phi_i + m)} + \sum_{j=1, j \neq y_i}^{S} e^{s \cos \phi_j}}
\]

(2.7)

One can see that in comparison to the ‘vanilla’ softmax (equation 2.4), the target ‘probability’ of the true class, indicated by the numerator, has an additional strictness imposed on it with the addition of \( m \). This loss is very closely related to the Additive Margin softmax (F. Wang et al. 2018) and SphereFace (W. Liu et al. 2017), which have similar properties:

\[
L_{\text{AMSoftmax, CosFace}} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{s (\cos (\phi_i) - m)}}{e^{s (\cos (\phi_i) - m)} + \sum_{j=1, j \neq y_i}^{S} e^{s \cos \phi_j}}
\]

(2.8)

\[
L_{\text{SphereFace}} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{s \cos (m \phi_i)}}{e^{s \cos (m \phi_i)} + \sum_{j=1, j \neq y_i}^{S} e^{s \cos \phi_j}}
\]

(2.9)

### 2.2.3 Notable Embedding Architectures

While the basics of the \( x \)-vector architecture have been detailed above, these are not the only methods and architectures that have been explored in literature for deep speaker embeddings. For example, as a result of its success, there are several papers which are conceptually similar to that of \( x \)-vectors, with some being direct and clear variations of the original architecture. An example of an \( x \)-vector architecture variation is in the work of Zhu et al. (2018) and Okabe et al. (2018), which attempt to improve upon the statistics pooling layer of the \( x \)-vector architecture by adding self-attention to the pooling. In Zhu et al. (2018), an attention vector is learned across the sample, based on the input to the pooling layer. With this attention vector, a weighted average of those features is taken, which can be considered to be selecting more discriminative frames of speech. This can be referred to as the attentively weighted average. Okabe et al.
have extended this idea further by employing the use of the attention vector to further calculate an attentively weighted standard deviation, which is also incorporated into the pooling layer, fully reconstructing an attentive version of the original statistics pooling method in (Snyder et al. 2018; Snyder et al. 2017). Both works found improvement in speaker verification using their methods over the original x-vector, with Zhu et al. (2018) finding particular gains when testing on longer utterances (>30s). The reasoning given for this improvement was the ability of the attention mechanism focus only on important frames, which may be more necessary with longer utterances.

Of course, the x-vector method (generally characterized by a pyramid of stacked TDNNs), is not the only proposed architecture available for obtaining a fixed dimensional representation from a variable length input. Wan et al. (2020) and Quan Wang et al. (2018) employ a 3-layer Long Short Term Memory (Hochreiter and Schmidhuber 1997) (LSTM) with projection of the context vector (Sak et al. 2014) to generate their embeddings.

Xie et al. (2019) adopts a computer vision inspired approach to speaker verification, by using a network architecture more commonly used in image recognition to a sliding window spectrogram of the input utterance. This network architecture begins with a modification of ResNet (He et al. 2016), essentially a number of stacked convolutional neural network blocks (with residual connections), followed by a pooling method known as Ghost/NetVLAD (Arandjelović et al. 2016) (Vector of Locally Aggregated Descriptors), which was first introduced for the task of place recognition (recognising a location from a query image). This pooling layer stores the sum of softly assigned residuals of each input feature to a set of learn-able cluster centres. The authors argue the pooling layer can automatically learn to aggregate discriminative information across an input.

The use of larger networks with residual connections has been increasingly common in recent work (Villalba et al. 2020) and speaker recognition competitions. While the slight variations to softmax (F. Wang et al. 2018; W. Liu et al. 2017; Jiankang Deng et al. 2018; H. Wang et al. 2018) have been mentioned above, some works propose methods that train on the embeddings themselves using contrastive losses such as triplet loss (Song et al. 2018), or a generalised version of triplet loss (Wan et al. 2020), but the general concept is the same, in that the network is trained to discriminate be-
tween all speakers in the training set.

2.3 Speaker Recognition

Now that we have outlined speaker embeddings and the means of training deep speaker embedding extractors, it is necessary to also outline the downstream speaker recognition tasks that these embeddings are used for, and why those tasks are useful. In this work, the tasks of speaker verification (SV) and speaker diarization (SD) are explored.

2.4 Speaker Verification

*Speaker Verification* (SV) is the task of determining whether a test utterance was spoken by a hypothesised speaker, given their pre-recorded utterance(s). This task has several practical uses in modern technology. One common example is that of biometric authentication, in which a person’s identity must be confirmed based on their distinctive physical characteristics (Hansen and Hasan 2015).

Most, if not all modern smartphones will have some method of biometric authentication, such as a fingerprint reader or a means of performing reliable facial recognition (Shabeer and Suganthi 2007). These examples of biometric authentication have become integral to phone usage, enabling greater security and privacy. A person’s voice is also an aspect which is distinctive and shaped by physical characteristics, and thus is also considered to be a candidate for performing biometric authentication (A. Jain et al. 2004). Voice as a biometric however does present more challenges in comparison to the aforementioned fingerprint or facial biometrics, as while the distinctive physiological aspects of the vocal apparatus may be relatively consistent, there are additional volatile factors that can affect speech, such as speaker emotion and effort, medical conditions (like a common cold), in addition to challenging background acoustic conditions (A. Jain et al. 2004 p.7). Nonetheless, it has been shown that multimodal biometric systems that combine evidence from multiple sources of information are more robust than unimodal systems, since they are less affected by noise in sensed data, in addition to being more resistant to spoofing attacks (Ross and A. K. Jain 2004). As a result, voice can contribute evidence to a multimodal biometric authenti-

\[\text{However, facial recognition from images must also deal with environmental factors such as variable pose and lighting conditions (A. Jain et al. 2004 p.7).}\]
cation system, even if authenticating based on voice alone may be more challenging and potentially less secure than other biometrics.

Furthermore, with the increased usage and capabilities of smart voice assistants, the necessity for voice authentication has also grown. For example, dictating and sending text messages, or purchasing goods through an online marketplace are both actions that can be performed via voice assistants, but also pose the potential for bad outcomes if the authorized user is not the one performing them. While identity verification could be supported by other biometrics in this situation, authenticating based on the utterance itself is valuable from a user experience and convenience perspective (Renz et al. 2022). As such, the need for robust and reliable speaker verification systems is clear.

The overall structure of a speaker verification system is shown in Figure 2.2. This is composed of several components, which we will define here.

- **Test utterance**: this is the utterance under investigation, for which we are evaluating the claim that it was uttered by the target speaker.

- **Enrolment utterance(s)**: The pre-recorded utterance(s) belonging to the target/enrolment speaker.

- **Verification model**: The verification model, which has already been trained. (Typically, the enrolment speaker should not have been seen during training).

- **Score**: Scalar output of the verification model that compares the test utterances to the enrolment speaker.

- **Scoring threshold**: A decision threshold by which to accept the test utterances as belonging to the enrolment speaker, or reject it as being a different speaker.

In speaker verification literature, the task is also often split into two cases:

- **Text-dependent SV**: This is speaker verification in which the test and enrolment utterances are a specific phrase or set of word(s). This case is useful in certain domains, such as the person-specific activation of voice assistants using a specific key word.

- **Text-independent SV**: This is the unrestricted case, in which the test and enrolment utterances can be any word or phrase.

In this work, we only explored the text-independent SV task. While the increased variability of the observed speech in this task does mean that lexical factors can play
Figure 2.2: The process of speaker verification.

a role in the recognition, the text-independent SV task typically has much more data available, and the models used for this task match up better with diarization, which is always text-independent.

2.4.1 Metrics

Speaker verification is a task with a binary decision, accept or reject. As such, it uses metrics which are common in other binary classification tasks. Here we will describe the following terms/metrics:

- Receiver Operating Characteristic (ROC) curve
- Area under [ROC] Curve (AUC)
- Equal Error Rate (EER)

2.4.1.1 Receiver Operating Characteristic (ROC) and AUC

The Receiver Operating Characteristic (ROC) curve shows the performance of a binary classifier as a decision threshold is varied. This is achieved by plotting the true positive rate (TPR) against the false positive rate (FPR) at a range of threshold values. The equations for TPR and FPR are as follows:

\[
TPR = \frac{TP}{TP + FN} \quad (2.10)
\]

\[
FPR = \frac{FP}{TN + FP} \quad (2.11)
\]
Figure 2.3: Demonstration of Equal Error Rate with respect to a ROC Curve. The EER point is when $FPR = 1 - TPR$. In this figure the $EER$ is equal to $\sim 29.3\%$.

where $TP$ is the number of True Positives identified by a classifier, $FN$ the number of False Negatives, $FP$ the number of False Positives and $TN$ the number of True Negatives. An example of a ROC curve can be seen in Figure 2.3. Binary classifiers are also often evaluated based on the Area Under the (ROC) Curve, or the AUC. Here, a larger AUC indicates a binary classifier with better performance.

2.4.1.2 Equal Error Rate (EER)

The Equal Error Rate is an important metric in verification tasks. The equal error rate is the value at which the false acceptance rate and false rejection rate are equal. The equal error rate occurs when $FPR$ is equal to $1 - TPR = FNR$. This corresponds to finding the intersection point between the ROC curve and the line $y = 1 - x$. This is also demonstrated in Figure 2.3.

2.4.2 Verification using embeddings

As indicated in Figure 2.4, verification with speaker embeddings is fairly straightforward, in that embeddings are extracted for test and enrollment utterances (after feature extraction and speech activity detection), and scoring is performed using these vectors. The method of scoring can vary from simply taking the cosine or Euclidean distance, or training a separate model to discriminatively score the embeddings. More detail will be given in sub-section 2.6.3, and this is also explored in Chapter 4.
It should be mentioned that not all verification systems use this pipeline, in that SAD is not always performed (Xie et al. 2019), and other architectures have been presented which also perform scoring, combining several modules in the above pipeline, most notably in terms of incorporating the scoring backend into the network architecture (Heigold et al. 2016; Ramoji et al. 2020; Ramoji et al. 2020).

2.5 Speaker Diarization

Speaker Diarization (SD) is the task of determining ‘who spoke when?’. What this means is to be able to segment speech within a recording of unknown speakers and group these segments according to the speaker responsible for each speech segment. An overview of the task can be seen in Figure 2.5. As we can see, the output of the diarization system has highlighted segments of the recording which are speech uttered by the same speaker. Notice also that the system has left blank regions in which it
has hypothesized that no speech is present. There are several sub-tasks that diarization systems must perform. For example, only the regions where speakers are active should be highlighted (speech activity detection). In addition, a diarization system is typically evaluated on recordings with an unknown number of speakers, and so the number of speakers must also be ascertained accurately (speaker counting).

Diarization has several practical applications in modern technology. An example would be to use diarization in conjunction with an Automatic Speech Recognition (ASR) system to attribute words spoken to distinct speakers. Examples of this application might be to automatically colour-code subtitles in broadcast media according to speaker, or to produce speaker-attributed transcripts of interviews, business meetings, law proceedings, or parliamentary discussion.

### 2.5.1 Metrics

The output of a diarization system is primarily evaluated by the Diarization Error Rate (DER). This is a sum of three terms:

$$\text{DER} = \frac{\text{Speaker Confusion} + \text{False Alarm} + \text{Missed}}{\text{Total Duration}}$$  \hspace{1cm} (2.12)

where

- **Speaker Confusion** refers to the duration assigned by the system to an incorrect speaker. This is also referred to in literature as the speaker error time.

- **Missed** refers to the duration of that speech is present, but has not labeled as speech by the diarization system’s hypothesis. In the traditional diarization pipeline, this error is caused by incorrect labelling in the speech segmentation (SAD) step.

- **False Alarm** refers to the duration that a speaker has been labeled by the system, but no speech is present. Like Missed Speaker Time, this step usually occurs due to incorrect speech activity detection.

Calculating the Speaker Confusion can be difficult, as it is not known which speakers hypothesized by a given diarization system correspond to the speakers in a reference. This is a problem when the number of speakers hypothesized is different to the number of speakers in the reference. Thus, an optimal one-to-one assignment of each hypothesis speaker to a reference speaker is needed before calculating the DER (Sinclair
This optimal mapping is usually calculated using the Hungarian algorithm, but in cases where there are a very large number of reference and hypothesis speakers and computational time may become an issue, a greedy mapping can be performed, which maps reference and hypothesis speakers iteratively based on decreasing value of the co-occurrence duration.

To further measure the performance of a diarization system, the **Speaker Counting Accuracy** can also be used:

\[
\text{Speaker Counting Accuracy} = \frac{\text{num. of recordings with correct num of speakers predicted}}{\text{num. of recordings}}
\]  

(2.13)

which gives an indication of the speaker counting performance of the system.

### 2.5.2 Diarization using embeddings

The modular speaker diarization pipeline using embeddings is displayed in Figure 2.6. Here, one can see how each system is fed sequentially into each other to produce a diarization hypothesis. It is also clear to see how similar this approach is to the verification pipeline, the main conceptual difference being that verification is effectively performed on all pairs of segments, using clustering to produce the final output.

While this modular clustering approach does produce very strong results, with the best performing system at the third Diarization is Hard (DIHARD) challenge (Ryant et al. 2021) using a clustering based system (Y. Wang et al. 2021), the approach does have some conceptual drawbacks. Firstly, the temporal nature of the recording, including any dynamics relating to speaker turns, is not considered when clustering. Furthermore, the lexical information that could inform things like speaker change is not considered. These are drawbacks which motivate end-to-end neural architectures for diarization and the closely related task of speaker attributed ASR (Y. C. Liu et al. 2021; Kanda et al. 2021; Horiguchi et al. 2020; Horiguchi et al. 2021), where ASR is performed jointly with speaker prediction, thus combining both lexical and speaker information when making predictions about both.
Figure 2.6: The process of speaker diarization using speaker embeddings.
2.6 Components in speaker recognition systems

This work primarily focuses on speaker embeddings, which have become a key component in many verification and diarization systems. By using speaker embeddings, verification and diarization systems take on a modular approach to tackling their respective problems, using speaker embeddings as a means to distinguish between segments of audio. While there are surrounding components (or modules) that go around the speaker embeddings, these modular systems rely heavily on having discriminative embeddings. Here, we will describe some of the surrounding components in modular verification and diarization system.

2.6.1 Acoustic Feature Frame Extraction

Common to most speech processing tasks is an acoustic feature extraction step, in which the raw waveform audio is converted into some other more compact and informative features. This processing step is often referred to as the feature extraction frontend. Examples of these features are filterbank energies or Mel Feature Cepstral Coefficients (MFCCs) (C.-h. Chen 1976).

For filterbank based features, the discrete Fourier transform (DFT) by means of the fast Fourier transform (FFT) is taken for overlapping windows of the audio, after which a series of triangular filters is applied. These filters are distributed along the frequency scale logarithmically, which is motivated by the characteristics of the human auditory system. One such scale, which is popularly used, is the Mel scale. Here, the energy from these filter-banks can be taken directly, or further processed into MFCCs. These features have the advantage of being inexpensive to compute, along with being highly compact, representing speech adequately for downstream tasks in far fewer parameters than the raw waveform.

Other feature extraction methods have also achieved some popularity within speaker recognition literature, such as modelling directly from the raw waveform using Sincnet convolutions (Ravanelli and Bengio 2019, Jung et al. 2019, Jung et al. 2020), which are windowed filterbank extractions, implemented via the convolution operation, wherein the breadth and position of the filter is learnable via back-propagation. This is almost equivalent to filterbank energies (and often the learnable parameters are initialised similarly to the Mel scale), with the added advantage being that the filterbank scale can be learned to best suit any downstream tasks. Compared to the filterbank methods how-
ever, the addition of more learnable parameters and computation steps results in longer
computation time along with higher memory costs.

2.6.2 Speech Activity Detection

*Speech Activity Detection* (SAD), also referred to as Voice Activity Detection (VAD),
is the task of segmenting a recording according to whether or not there was speech
present. This is an extremely important step in diarization, as it contributes directly to
missed speaker time and false alarm time. For verification, this step is also often used
in order to remove noise frames such that only speech is present for embedding extrac-
tion. For both tasks, SAD is the preparatory step before feature embedding extraction.

An extremely simple way of performing SAD is via energy-based methods, which rely
on measuring the spectral energy within a window of the audio data, and making a
decision based on some predefined threshold as to whether or not speech is present.
This relies on the assumption that regions with speech have higher spectral energy
than ordinary background noise.

While this method has advantages, being simple to implement in addition to being
computationally inexpensive, it may break down in more challenging scenarios. For
example, the previously stated assumption about the spectral energy of speech regions
may not be true for distant microphone recordings, or recordings with loud background
noise, such as the noise coming from an air conditioner. In addition, energy based
methods do not incorporate any longer term temporal information outside of the en-
ergy in the window they are considering, meaning they lack the ability to make more
sophisticated decisions based on context.

The current state of the art with regards to SAD, like many other fields, is also achieved
by using deep neural networks (Veysov 2022) which can make more complex decisions
using longer term context. However, in this work SAD was not a primary focus, and
so only simple energy based SAD was employed during experiments. Furthermore,
for diarization tasks, often the ground truth speech segmentation was used, in order to
focus only on the contribution of speaker embedding performance.

2.6.3 Scoring

If we assume the existence of speaker-discriminative embeddings from an arbitrary
segment of audio, the next step is to score the similarity between these embeddings.
This component is often referred to as a scoring backend.

The most simple and straightforward means of scoring is a non-parametric distance metric, such as the euclidean distance between two vectors \( h_a, h_b \) or the cosine distance, which is equivalent to one minus the cosine similarity:

\[
d(h_a, h_b) = 1 - \frac{h_a \cdot h_b}{||h_a|| ||h_b||}, \quad \text{Cosine distance} \quad (2.14)
\]

While there are many possible options for non-parametric distance metrics, cosine distance/similarity is seen very frequently in verification literature (Xie et al. 2019; Villalba et al. 2020; Qiongqiong Wang et al. 2022).

The most common parametric scoring backend used in speaker recognition is Probabilistic Linear Discriminant Analysis (Ioffe 2006; Prince and Elder 2007) (PLDA).

PLDA is a probabilistic version of Linear Discriminant Analysis (LDA), which is a supervised method of identifying the linear features that maximise the between-class separation of data and minimise the within-class scatter (Ioffe 2006). The probabilistic version of LDA uses a continuous prior to model this variation, and thus can be employed for unseen classes (for more detail, see Ioffe 2006). The PLDA formulation models the \( i \)-vector space, separating out class-dependent and session-dependent variabilities, with both lying in lower-dimensional subspaces. For an \( i \)-vector \( \mathbf{w}_{i,j} \) from a session \( j \) of the speaker \( i \):

\[
\mathbf{w}_{i,j} = \mathbf{w}_0 + \mathbf{V} \mathbf{\beta}_i + \mathbf{e}_{i,j} \quad (2.15)
\]

where \( \mathbf{w}_0 \) is the speaker-independent mean \( i \)-vector, \( \mathbf{V} \) the low-rank matrix representing the speaker-dependent variability, \( \mathbf{\beta}_i \) is the speaker factor vector, with \( \mathbf{e}_{i,j} \) representing the residual noise that accounts for the variability between different sessions of the same speaker. The speaker factor \( \mathbf{beta}_i \) containing the speaker information is assumed a priori to be standard normal distributed. The prior distribution of \( \mathbf{e}_{i,j} \) is modeled with a full covariance Gaussian:

\[
\mathbf{e}_{i,j} \sim \mathcal{N}(\mathbf{0}, S_c) \quad (2.16)
\]

where \( S_c \) is the within-class covariance. The between class covariance is computed as \( S_b = \mathbf{V} \mathbf{V}^T \). PLDA scoring is performed by calculating the ratio between the likelihood
of the trial $i$-vector, given the target hypothesis and the corresponding likelihood given the non-target hypothesis.

If the speaker of the test and enrollment utterances are the same (hypothesis $M_0$), they share the same speaker factor vector $\beta$, whereas if they are different speakers, then the speaker factor vectors are different for both (hypothesis $M_1$). Thus the likelihood ratio of $M_0$ and $M_1$ is:

$$R(w_1, w_2) = \frac{P(w_1, w_2 | M_1)}{P(w_1, w_2 | M_0)} = \frac{\int P(w_1, w_2 | \beta_1) P(\beta_1) d\beta_1}{\int P(w_1 | \beta_1) d\beta_1 \int P(w_2 | \beta_2) d\beta_2} \quad (2.17)$$

where the speaker factors are integrated out, meaning the likelihood ratio is computed taking into account the uncertainty about the value of $\beta$. The PLDA model parameters are trained via the EM algorithm (Ioffe 2006).

However, while PLDA and variants of PLDA are still used by some in conjunction with scoring deep speaker embeddings (Ramoji et al. 2020; Ramoji et al. 2020; Qiongqiong Wang et al. 2022), it has been noted that a gradual shift away from parametric backends like PLDA has occurred in the literature (Qiongqiong Wang et al. 2022). With this shift, it has been suggested that the strength of some deep learning based embeddings render the decomposition of within- and between-speaker variability unnecessary.

Score normalization is often performed in order to calibrate modern speaker verification systems (Matějka et al. 2017). Without normalization, different distributions for the target and impostor scores can be obtained for different enrolled speakers. This means that setting a global decision/detection threshold is very difficult. Score normalization attempts to fix this by shifting the distributions for individual enrolment speakers, such that a single decision threshold can be used for all trials. There is a wealth of literature showing that score normalization provides a significant improvement to verification systems (Matějka et al. 2017; Shum et al. n.d.). By and large, these normalisation methods work by utilising a cohort of utterances from speakers assumed to be different to the enrolment and test speakers (usually training set speakers and utterances). By calculating the scores of the enrolment (and/or test) utterances with the cohort, the distribution of scores can be normalised. Since score normalisation was not employed for any experiments in this thesis, this description has been kept brief, but the interested reader should refer to Matějka et al. (2017).
2.6.4 Clustering

For diarization, in order to go from being able to score pairs of embeddings to grouping these pairs into distinct speakers, clustering is required. Specifically, the score of every pair of segments in a recording is calculated to populate an affinity matrix, upon which a clustering algorithm can be employed.

Agglomerative Hierarchical Clustering (AHC) (McQuitty 1957) is a common clustering method used for diarization. This is a hierarchical clustering method that takes the ‘bottom-up’ approach. What is meant by this is that the clustering process is initialized with each point belonging to its own cluster. Clusters are then merged based on their similarity. If the number of clusters/speakers is not known, which in diarization they typically are not, a pre-defined threshold will determine when to stop merging points into clusters.

Another popular method used in diarization systems is Spectral clustering (Quan Wang et al. 2018; Raj et al. 2020; Park et al. 2020; Lin et al. 2019), which uses the largest eigenvalues of the affinity matrix to perform dimensionality reduction, before then clustering using k-means in these fewer dimensions. In the case of an unknown number of clusters, an eigenvalue threshold is chosen to select $k$ in k-means.

For both AHC and spectral clustering, hyper-parameter thresholds are learned by sweeping over a range of parameters to obtain the best fit to training or development data.

2.7 Conclusion

This chapter has provided an overview of the speaker recognition techniques used in subsequent chapters, also describing the relevant work that form the foundation that these chapters build upon.

Additional techniques will be outlined in future chapters closer to the relevant material, particularly adversarial training, covered in Chapters 4 and 6, and Multi-Task Learning (MTL) in Chapters 5 and 6.
Chapter 3

Datasets

This chapter will describe the datasets and corpora used as part of this thesis. As certain datasets are re-used across multiple chapters, this chapter will provide a singular source to refer to in order to avoid the duplication of information.

3.1 VoxCeleb

VoxCeleb, by Nagrani et al. (2017), and VoxCeleb 2, by Chung et al. (2018) are two large-scale audio-visual speaker recognition datasets collected via open-source media, specifically YouTube videos. Both employ a fully automated pipeline in order to collect videos from celebrity speakers, hence the term Celeb.

By searching for celebrity names on YouTube and downloading related videos, their automated pipeline combines face detection, face tracking, active speaker verification and face verification to obtain utterances for a given celebrity speaker from the videos. The thresholds for active speaker verification and face verification are all chosen conservatively as to ensure that the automatically obtained utterances belong to the person of interest.

Due to the fact that VoxCeleb was collected using an automated pipeline, it was able to provide much more data for speaker recognition tasks that previous publicly available datasets (Nagrani et al. [2017]). This was reflected in a large number of different speakers, in addition to the large number of utterances in both VoxCeleb 1 and 2 (see Table 3.1).
Table 3.1: (Taken from Chung et al. (2018)) Dataset statistics of VoxCeleb 1 and VoxCeleb 2. POI: Person of Interest

<table>
<thead>
<tr>
<th>Dataset</th>
<th>VoxCeleb1</th>
<th>VoxCeleb2</th>
</tr>
</thead>
<tbody>
<tr>
<td># of POIs</td>
<td>1,251</td>
<td>6,112</td>
</tr>
<tr>
<td># of male POIs</td>
<td>690</td>
<td>3,761</td>
</tr>
<tr>
<td># of videos</td>
<td>22,496</td>
<td>150,480</td>
</tr>
<tr>
<td># of hours</td>
<td>352</td>
<td>2,442</td>
</tr>
<tr>
<td># of utterances</td>
<td>153,516</td>
<td>1,128,246</td>
</tr>
<tr>
<td>Avg # of videos per POI</td>
<td>18</td>
<td>25</td>
</tr>
<tr>
<td>Avg # of utterances per POI</td>
<td>116</td>
<td>185</td>
</tr>
<tr>
<td>Avg length of utterances (s)</td>
<td>8.2</td>
<td>7.8</td>
</tr>
</tbody>
</table>

Table 3.2: (Taken from Nagrani et al. (2017) Chung et al. (2018)) The dev and test splits of VoxCeleb 1 and 2 (for speaker verification).
Furthermore, the multimedia nature of the source data (YouTube videos) meant that it also provided much more varied acoustic and recording conditions than previous datasets, which had typically been collected from clean speech, telephone conversations or meeting room recordings using manual human annotation. The varied nature of this kind of data has been referred to as being collected \textit{in the wild}.

The VoxCeleb 1 creators provide labels for both gender and nationality of the speaker, whereas VoxCeleb 2 only provides gender labels. Due to the fact that each speaker in VoxCeleb is a public figure or celebrity, the missing nationality labels for VoxCeleb 2 can be scraped from the web in a fairly rudimentary fashion, using Wikipedia summaries for example. This results in potentially noisy labels of a total of 125 nationalities, including 236 out of 5994 speakers being marked as having an ‘unknown’ nationality. The full distribution can be seen in Figure 3.1 with ‘Unk’ (unknown) being the 6th most common nationality.

\section*{3.2 SCOTUS}

The Supreme Court of the United States (SCOTUS) is the highest level court in the United States, with many historic cases being argued in its over 200 year history (established 1789). Since 1955, audio recordings have been made of the oral arguments.
Figure 3.2: The web-scraped source of the age labels, along with the gender distributions of the speakers in the SCOTUS.

Figure 3.3: The speaker age distribution across 10 bins of utterances in the SCOTUS corpus (October 2005 onwards), split into train and test sets.
for the cases brought before the Supreme Court, along with full transcriptions. These recordings and their transcriptions have been made available via the Oyez project \[1\]. From October 2005, these recordings switched to a digital recording system, as opposed to reel-to-reel taping system. Due to a number of issues that the tape recordings exhibited\[2\] only the digital recordings were considered for experiments in this chapter. At the time of writing, this consisted of 1022 recordings, with 913 unique speakers across this set of recordings. These recordings amount to 1032 hours of audio.

The SCOTUS corpus is somewhat unique in that it features certain speakers across many years. These speakers are the justices (judges) of the Supreme Court, who serve on the court until their retirement. The average length of a supreme court justice’s tenure at time of writing is approximately 17 years. This makes age a speaker attribute that is both possible and interesting to explore for this dataset, as it is uncommon to have the exact age of the speakers at the time of recordings in other datasets. However, of the digitally recorded oral arguments however, only 15 of the 913 speakers are the supreme court justices, and thus have well-known exact dates of birth. Many of the rest of the speakers are the advocates on either side of the case who present their arguments in front of the justices. Whilst some are high profile enough figures to have well known dates of birth (obtainable via Wikipedia for example), many do not. These are often lawyers or law professionals, and thus often will have their date of registration to the Bar association, a requirement to practice law, public. Using this year of registration, one can use this to approximate the age of a lawyer by subtracting 25, the usual time taken to complete the necessary qualifications. This graduation/Bar association registration information was obtained by scraping through two lawyer directory websites \[3\].

Another significant category of speakers is that of clerks to the supreme court justices. These clerkships are typically given to law students who have recently graduated, typically top of the class, and thus their graduation information is scrape-able from the public domain \[4\]. The breakdown of the sources for these web-scraped speaker ages is seen in Figure 3.2 (left). For all dates of birth that were obtained without specific month or day information, the middle day of the year (July 2nd) was taken to be their birthday, and this was used to calculate the age of the speaker in years based on the date of the recording.

\[1\] https://www.oyez.org/about
\[2\] see ‘sticky shed syndrome’
\[4\] https://w.wiki/62tM
For the training and evaluation on SCOTUS, utterances were split into train and test sets by recording, at an approximate 80% train proportion, and ensuring that the train and test distributions for age using 10 uniformly spaced bins were approximately similar. Splitting the recordings into utterances, one can see the distribution of ages in Figure 3.3 with an average age of around 60. In order to evaluate the SCOTUS data as a verification task, 15 positive and negative trials were selected for each speaker in the test recordings, excluding any speakers seen in the training set from these trials, leading to a total 3810 trials for the verification task.

### 3.3 CALLHOME

The CALLHOME dataset is an American English speech corpus consisting of 120 unscripted 30 minute telephone conversations between native English speakers. All calls originated in North America, with 90 of the 120 calls being placed to locations outside of North America. The majority of calls were between family or close friends (Cavanaugh et al. 1997). This corpus contains 500 unique speakers.

More information about this dataset can be found at [https://catalog.ldc.upenn.edu/LDC97S42](https://catalog.ldc.upenn.edu/LDC97S42).

### 3.4 Speakers In The Wild (SITW)

The Speakers In The Wild (SITW) dataset is a human-annotated corpus from open-source media (McLaren et al. 2016a). This corpus consists of 299 speakers, with an average of 8 recordings per speaker. They also provide standardised sets of verification trials. Various metadata was also collected, including speaker gender, microphone type, observed artifacts and recording environment.
Chapter 4

Channel Information

4.1 Introduction

Channel information can be an unwanted source of variability for representations used for speaker recognition tasks. For example, a speaker-discriminative representation should be robust to different acoustic and recording conditions, and variability due to channel information would contradict this goal. While there may be cases in which channel information is also speaker discriminative, such as distinguishing between recordings of a podcast host and a live on-location sports commentator (who both usually appear in those recording conditions), there are also many realistic scenarios in which this channel information cannot be leveraged, and may not be helpful for discriminating between speakers. For example, when diarizing a single microphone recording, the speech segments that are compared for speaker identity always belong to the same recording, thus sharing channel or session information. In this instance, a model trained to leverage channel information to discriminate between speakers may suffer in discriminative performance.

Despite the fact that deep speaker embeddings are often trained in an explicitly speaker-discriminative fashion (Snyder et al. [2018], it has been shown in Raj et al. [2019] that channel information is still present in $x$-vectors (deep speaker embeddings), where meta information about the recording conditions can be successfully extracted from $x$-vectors by a separate classifier.

Disentangling channel information from speaker representations has typically been performed using Probabilistic Linear Discriminant Analysis (PLDA) for $i$-vectors. For
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4.1 -vectors, the usage of PLDA is well motivated, as -vectors model both channel and speaker variability. However, in part due to the channel variability found in the deep representations, PLDA has also been used successfully in conjunction with x-vectors by Snyder et al. (2018) and Sell et al. (2018). With the motivation for PLDA usage with deep speaker embeddings being less clear than for -vectors, it raises the question of whether it is possible to reduce the effects of channel variability during the embedding training stage.

The goal of obtaining channel invariant features is closely related to the work of producing domain-invariant features, for which adversarial training has been shown to be a powerful approach in tackling it (Ganin et al. 2016; Shen et al. 2018). In previous work, domain adversarial training has been applied to speaker embeddings by Meng et al. (2019) and Tu et al. (2019). Both took the approach of encouraging domain and therefore channel invariance by having an adversary classify the dataset or labelled environment to which generated features belong. However, this is a coarse modelling of the domains over which generated features are encouraged to be invariant.

Here, we propose an adversarial training strategy that encourages invariance at the channel or recording level, without the need for labelled recording information, by training an adversary to predict whether pairs of same-speaker embeddings belong to the same recording. Since this recording-level adversarial penalty affects channel-related information, the approach encourages channel-invariant embeddings.

4.2 Related Work

Handling channel variability for speech applications has been an area of interest for many years, with ‘approaches [...] divided broadly into three classes: model adaptation, channel adaptation and robust features’ (Ponting 1999, p.1). The adversarial method taken in this work falls under the approach of producing robust features.

There have been several works which have utilised adversarial training to encourage channel (or domain) invariance for speaker recognition tasks, such as the aforementioned work of Meng et al. (2019) and Tu et al. (2019). Also notable is the approach of Z. Chen et al. (2020), who also added an adversary to penalise the inclusion of channel information in the embedding layer of an x-vector network. Here, they had the adversary predict either the device from which the recordings were collected, or used labels collected for the type of environment that the utterance was recorded in (quiet,
Figure 4.1: The domain adversarial training regime, in which the extracted features are penalised for containing domain information via the adversarial domain classification loss and gradient reversal layer.

They found that using either device or environment type labels as an adversarial task successfully improved speaker verification performance, suggesting that encouraging channel-invariance resulted in a more robust speaker embedding extractor.

However, both Meng et al. (2019) and Z. Chen et al. (2020) used proprietary datasets which contained either device identification information or the environment labels (or both), making their proposed methods unsuitable for many other public speaker recognition datasets, such as the widely used VoxCeleb (Section 3.1) dataset. Our proposed approach however can function with any dataset. Furthermore, our method targets channel invariance at a very fine-grained level, at the level of the recording, which is a more stringent requirement than a broad environmental label.

### 4.3 Domain Adversarial Training

Domain adversarial training describes the family of techniques that train an adversary with a domain discriminating objective on top of a feature extractor (Ganin et al. 2016). This process is more clearly shown through Figure 4.1, in which the adversary, labelled the discriminator, predicts the domain from the embeddings, while the classifier predicts the class as it would do without the adversary. Using a gradient reversal layer, which multiplies the back-propagated gradients by a negative scalar, the feature extractor is incentivised to maximize the loss of the discriminator. The addition of this layer means that the generated features are encouraged to be invariant under the
domain, which is the adversarial classification objective.

Extending the notation defined in section 2.2 where a speaker embedding extractor $G$, parameterised by $\theta_G$ and classifier $C$ parameterised by $\theta_C$ predict the probability of a training speaker given an input utterance, a discriminator $D$, parameterized by $\theta_D$, is trained to ascertain the domain of the generated features, and the classification loss is added as an adversarial penalty to the overall loss function of a domain adversarial neural network (DANN) (Ganin et al. 2016; Shinohara 2016):

$$L_{DANN}(\theta_g, \theta_c, \theta_d) = L_C(\theta_c, \theta_g) - \lambda L_D(\theta_d, \theta_g),$$  \hfill (4.1)

where $\lambda$ is a controllable parameter to determine the weighting of this loss term. Allowing the adversary to act against the classifier is implemented via a gradient reversal layer between the generator and the discriminator.

However, there still remains a choice of what the adversarial objective is. Utilising domain adversarial training for speaker recognition for example could be done as it was in the work of Tu et al. (2019), who had a discriminator predict the dataset to which generated features belong to ensure robustness across distinct domains. On the other hand, Meng et al. (2019) had training data with room condition labels which the discriminator was trained to predict.

For the dataset-adversarial approach (Tu et al. 2019), the difference in domains between the different datasets that make up training data is assumed to be meaningful enough that adversarial predicting this attribute will result in more robust and invariant speaker representations. While this assumption may be accurate, especially with distinct dataset choices, this criteria does not consider sources of channel-variability that are present within a dataset, meaning dataset-adversarial training may be too broad a criterion. Furthermore, the use of recording environment labels (Meng et al. 2019; Z. Chen et al. 2020) is uncommon in many datasets used for speaker recognition tasks, and thus is not a viable approach in many scenarios.

### 4.4 Channel-Adversarial Training

In this work, we propose a method that attempts to solve the issues in finding a suitable adversarial objective for encouraging channel invariance, with the objective needing to be specific enough to target the channel information, without the use of specific labels
for recording conditions. This is achieved in our method by having the adversary classify pairs of embeddings as being within-recording or not, thus penalising the inclusion of channel information in the embeddings. This is implemented by attaching a discriminator with a gradient reversal layer that takes concatenated pairs of embeddings as input. This discriminator outputs a binary prediction for being within-recording or not.

However, there must be some consideration as to what utterances are paired together to train the discriminator. Naively, one might select pairs randomly with a 1:1 within-recording out-of-recording ratio. However, this may lead to undesirable outcomes that suppress the wrong sources of variability. For example, for datasets which do not have any recording information, or contain only recordings where a single speaker is present, it is important that the discriminator only receives pairs of embeddings which belong to the same speaker. The reason for this is that if no different-speaker same-recording pairs exist, the discriminator would be able to ascertain the within-recording label based on the identities of the speakers. This in turn encourages the embeddings to suppress speaker information, which is the opposite of the overall training objective.

Thus, the pair selection strategy used in this work utilises only same-speaker pairs, to ensure that speaker information cannot be leveraged in the adversarial task. For some datasets, specifically ones with many recordings with multiple speakers, it may be possible to intelligently select different-speaker pairs in a way that makes sure that the speaker information cannot be used reliably by the discriminator to predict the channel information, but such an approach would not be applicable to many datasets, and thus only same-speaker pairs were considered.

The pair selection strategy is enacted as follows, with Figure 4.2 displaying this visually:

1. Given a speaker \( k \), randomly select two recordings that speaker \( k \) is present in. We will refer to these as recording \( foo \) and recording \( bar \).
2. From recording \( foo \), randomly sample two segments in which speaker \( k \) is active, ideally not overlapping.
3. From recording \( bar \), randomly sample one segment in which speaker \( k \) is active.
4. From one of the segments taken from \( foo \), pair this with both:
   - the other segment from \( foo \), forming a within-recording pair
the segment from bar, forming an out-of-recording pair

The result of this pair selection is that we now have a triplet of 3 segments, along with 2 pairs combined from these 3 segments. From these 3 segments, we can train the speaker embedding network as in Figure 4.3. The 3 segments pass through the embedding extractor and the speaker classifier portions of the network in the same way that they would do in the x-vector method, with the output of the speaker classifier predicting the training speaker class, for example using the standard cross entropy classification loss $L_{\text{Speaker Classification}}$. However, we also concatenate the speaker embeddings for the corresponding segments in accordance to the pair selection process we performed before, providing our within-recording and out-of-recording pairs. These pairs are passed through a gradient reversal layer before the Channel Pair Discriminator, where the discriminator predicts whether or not the pair was a same-recording pair or an out-of-recording pair. This loss $L_{\text{Channel Pair Classification}}^\text{adv}$ is a binary cross entropy loss. All components are trained jointly by summing the losses like so

$$
L_{\text{Total}} = L_{\text{Speaker Classification}} - \lambda L_{\text{Channel Pair Classification}}^\text{adv}
$$

where $\lambda$ is the weighting for the adversarial loss. In practice, we populate a mini-batch during training with multiple same-speaker triplets, sampling $N$ speakers per batch, resulting in a total batch size of $3N$ for the embedding extractor and speaker classifier, along with an input batch size of $2N$ for the discriminator.

Our approach encourages channel invariance at a fine-grained level without requiring any additional labels, and imposing few restrictions on the kind of dataset that can be used. The only notable requirement is that speakers in the dataset should ideally appear in multiple different recordings, such that channel information can be suppressed relative to the speaker. However, this is common for many speaker recognition datasets. Furthermore, we suggest two ways of circumventing this requirement for speakers that do not have multiple recordings:

- Choose segments that are temporally close together as being within-recording, and choose a segment further away from this pair as being the out-of-recording segment. This assumes that more channel information is shared between temporally adjacent segments.

- Use data augmentation to create different channel information for the same
Figure 4.2: The pair selection strategy behind the proposed method. For a Speaker $k$, 3 segments are sampled from 2 recordings. From those 3 recordings, 2 pairs are chosen, one within-recording pair and one out-of-recording pair.

Figure 4.3: The proposed architecture, using the pair selection strategy in Figure 4.2. The speaker classifier is trained to predict the training speaker class, and the discriminator is trained to classify whether or not a pair of utterances are from the same recording.

In addition, it is also possible to simply exclude the single-recording speakers from being used as input to the discriminator, while still being used for the classifier. This would be reasonable if only a minority of speakers were in only a single recording. However, the option involving data augmentation effectively allows this method to be used for any dataset.
4.5 Experimental Setup

4.5.1 Data

The VoxCeleb 1 (Nagrani et al. 2017) evaluation set and the CALLHOME corpus were used in the evaluation tasks. CALLHOME is typically used for speaker diarization, and therefore non-speaker-overlapping segments were extracted with minimum duration 0.5s according to the ground truth segmentation. From these sub-segments, trial pairs occurring within the same recording were selected for evaluating speaker verification performance.

The training data used was the same as in the Kaldi recipes for VoxCeleb and CALLHOME. For training the VoxCeleb system, the VoxCeleb 2 (Chung et al. 2018) corpus was augmented with additive background noise from the MUsic Speech And Noise (MUSAN) corpus (Snyder et al. 2015) and was also convolved using room impulse responses from the Room Impulse Response Noise Database (RIRs) (Ko et al. 2017).

Each RIR was used to create a convolved version of each training utterance, utilising only the ‘smallroom’ and ‘mediumroom’ categories of impulse responses. As for additive noise, the MUSAN corpus contains three different noise categories: noise, music, babble. Each of these categories had individual settings in order to produce augmented versions of every utterance with variation in noise augmentation:

- ‘noise’ SNR range: [0, 5, 10, 15]
- ‘music’ SNR range: [5, 8, 10, 15]
- ‘babble’ SNR range: [13, 15, 17, 20]
- ‘noise’ number of additive noises: 1
- ‘music’ number of additive noises: 1
- ‘babble’ number of additional noises: [3, 4, 5, 6]

VoxCeleb utterances of the same speaker originating from the same original video were considered to be from the same recording, unless augmentation was applied, in which case we deemed the channel information to be sufficiently different to label such segments as being different recordings.

1 https://catalog.ldc.upenn.edu/LDC97S42
2 http://kaldi-asr.org
For CALLHOME, the training data used was the same as the Kaldi recipe, using a combination of the NIST SRE 2004-2008 corpora, along with Switchboard 1, 2 and Cellular, all telephony data. These recordings were augmented with background noises and room impulse responses as above. Augmented versions were considered as different recordings.

\subsection*{4.5.2 Baselines}

The network architecture for the generator closely follows Snyder et al. (2018), the original \textit{x}-vector architecture, utilising the same widths of temporal context at each layer, along with the choices for the number of hidden units at each layer. Leaky ReLU and Batch Normalization were applied at each layer.

The reader can refer to Table 2.1 in Chapter 2 for a detailed description of the temporal context at each convolutional/TDNN layer.

Instead of using the stats pooling that the original architecture used, we used attentive stats pooling (Okabe et al. 2018), with 128 hidden units in the single attention head for the VoxCeleb system, and 64 for the CALLHOME system. After pooling, the VoxCeleb system was projected to an embedding of size 512, and CALLHOME to a size of 128.

The classifier network was a single hidden layer feed forward network with 512 hidden units for all models, projecting to the number of classes for each dataset. The classifier was trained using an additive margin softmax loss (H. Wang et al. 2018) using the recommended hyper-parameter of \( m = 0.35 \) (see equation 2.8 in Chapter 2). All layers had a dropout schedule applied that started at 0, rose to 0.2 in the middle and dropped off to 0 thereafter, similar to the Kaldi recipe.

Networks were trained on batches of utterances between 2 – 4s in duration with 400 speakers sampled per batch. Speakers were cycled in each batch to ensure a uniform distribution of speakers across training. The VoxCeleb system was trained for 100,000 batches and the CALLHOME for 25,000. SGD was used with learning rate 0.4 and momentum 0.5, with the learning rate halving at 60\% of the way through training, and halving for every 10\% thereafter.

For both VoxCeleb and CALLHOME there exist pre-trained models in Kaldi, which were also used for benchmarking. Note that the Kaldi VoxCeleb model is trained using...
the VoxCeleb 1 training portion in addition to VoxCeleb 2, meaning the Kaldi model is trained on around 20% more speakers, and 13% more utterances.

4.5.3 Acoustic features

For all experiments, 30-dimensional MFCCs were extracted, with the standard 25ms window and 10ms step. Cepstral mean and variance normalization was applied to each utterance before training and only voiced frames were selected, judged by a simple energy based VAD system.

4.5.4 Similarity scoring

For both verification and diarization, either a cosine similarity or PLDA backend was used, utilising length normalization for both. The PLDA model was trained on only the training data for that task, meaning either VoxCeleb 2 or the SRE-Switchboard combination. This differs particularly from some works using CALLHOME, which trained on some folds of the CALLHOME data, using the unseen folds for evaluation (Lin et al. 2019; A. Zhang et al. 2019). The CALLHOME dataset was completely held out for evaluation in this work.

4.5.5 Diarization

The diarization pipeline was as follows. From oracle speech activity marks, 1.5s sub-segments were extracted with a 0.75s overlap. Speaker embeddings were extracted from each sub-segment, normalised, and agglomerative hierarchical clustering was performed on the cosine similarity matrix. Cluster label overlaps were resolved by taking the mid-point of the overlap. Final diarization error rate was computed using \texttt{md-eval.pl}\footnote{https://github.com/nryant/dscore/blob/master/scorelib/md-eval-22.pl} with a forgiveness collar of 0.25s.

4.5.6 Adversarial Experiments

To establish a baseline for other domain adversarial techniques, the CALLHOME model was also trained with a dataset-predicting adversary. The training data was split into three domain labels according to the dataset: SRE, Switchboard Cellular, or Switchboard. This adversarial discriminator was trained on the 3-class classification task on all embeddings in a batch using a cross-entropy loss. This baseline was not
Table 4.1: EER values for the VoxCeleb 1 test set using cosine similarity or PLDA backend.

<table>
<thead>
<tr>
<th>Model</th>
<th>EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>BL (Kaldi)</td>
<td>9.77%</td>
</tr>
<tr>
<td>Baseline (ours)</td>
<td>5.94%</td>
</tr>
<tr>
<td>Matched-Epoch</td>
<td>5.83%</td>
</tr>
<tr>
<td>Channel-Adversarial</td>
<td>4.21%</td>
</tr>
</tbody>
</table>

Table 4.2: EER values for utterances from the CALLHOME dataset using cosine similarity or PLDA backend.

<table>
<thead>
<tr>
<th>Model</th>
<th>All pairs</th>
<th>Within-rec</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cosine</td>
<td>PLDA</td>
</tr>
<tr>
<td>BL (Kaldi)</td>
<td>29.29%</td>
<td>19.06%</td>
</tr>
<tr>
<td>BL (ours)</td>
<td>19.09%</td>
<td>16.19%</td>
</tr>
<tr>
<td>Matched-Epoch</td>
<td>20.32%</td>
<td>17.75%</td>
</tr>
<tr>
<td>Dataset-Adv</td>
<td>19.45%</td>
<td>16.30%</td>
</tr>
<tr>
<td>Channel-Adv</td>
<td>21.11%</td>
<td>15.65%</td>
</tr>
</tbody>
</table>

possible with VoxCeleb due to the lack of domain label candidates, as only one dataset was used for training.

The discriminator in all experiments was a simple feed-forward network which had one hidden layer with 512 units, outputting a single value for the within-recording prediction. For the channel-adversarial model, the size of the input was twice that of an embedding, so 1024 for the VoxCeleb system and 256 for the CALLHOME system. The gradient reversal layer $\lambda$ value was set to 1.

### 4.6 Results and Discussion

Table 4.1 shows speaker verification results on VoxCeleb for each model. When all components were trained from a random initialization, the channel-adversarial model did not converge. However, when the discriminator was added as an additional head
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<table>
<thead>
<tr>
<th></th>
<th>DER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (Kaldi)</td>
<td>11.69%</td>
</tr>
<tr>
<td>Baseline (ours)</td>
<td>11.21%</td>
</tr>
<tr>
<td>Dataset-Adv</td>
<td>10.97%</td>
</tr>
<tr>
<td>Channel-Adv</td>
<td><strong>10.01%</strong></td>
</tr>
</tbody>
</table>

Table 4.3: Diarization error rate on CALLHOME using a cosine similarity back-end.

to an already trained speaker embedding network (trained in the standard fashion with only a speaker classification objective), the technique showed a marked improvement in performance, listed as Channel-Adversarial in the table. For clarity, during finetuning, both speaker classification and the adversarial training were performed, summing losses as in equation 4.2.

Since the Channel-Adversarial model was trained for additional steps compared to the baseline, we also show results for a Matched-Epoch model, a control model that was trained (only on speaker classification) for the same additional number of training steps that the Channel-Adversarial required – this model never improves on the performance of the baseline.

The improvement of our baseline over the Kaldi baseline for cosine similarity is likely due to the use of attentive statistics pooling and the angular penalty softmax. The most comparable network architecture in the literature is that of Okabe et al. (2018), which achieves an EER of 3.8% on VoxCeleb. In the more recent VoxSRC competition, much lower values for EER on VoxCeleb 1 were achieved (< 2%), generally using much deeper and larger models with higher dimensional inputs. However, our results outperform others using small variations on the original x-vector architecture, in addition to outperforming some deeper models with more parameters e.g. Xie et al. (2019) and Jung et al. (2019).

Table 4.2 shows the verification performance of utterances from CALLHOME, for both within-recording pairs and all pairs of utterances. ‘Within-recording’ pairs are pairs of utterances where both utterances come from the same recording. The intention of this subset of pairs was to evaluate the effect of suppressing channel information.

Here, the channel-adversarial model with a PLDA backend produces the best EER in both scenarios. The adversarial models appear to perform better for within-recording
pairs, with the channel-adversarial model performing the best once again, outperforming the dataset-adversarial model. Interestingly, the cosine similarity of the channel-adversarial model appears to degrade on the all pairs scenario, which may be an indicator that the channel-adversarial method is effective in suppressing the channel information which is additionally helpful in the all pairs evaluation.

Across all models, PLDA improves performance on verification, but the effectiveness of this improvement is somewhat unpredictable. The usage of PLDA in conjunction with deep speaker embeddings, and particularly with angular penalty losses is an active field of research (Qiongqiong Wang et al. 2022), and this should be explored further in future work.

Table 4.3 displays the diarization performance on CALLHOME using a cosine similarity backend, with the channel-adversarial model once again performing the best. This improvement correlates with the verification performance in the ‘within recording’ scenario, where suppressing the channel information leads to improved performance. This supports the hypothesis that channel variability is a nuisance/noise factor when performing diarization.

4.7 Summary

In this chapter, we proposed a method for training speaker embeddings to be channel-invariant, targeting channel variability at the recording level. Our method performs this by adding an adversarial discriminator that takes in as input pairs of same-speaker utterances, classifying whether this pair belong to the same recording or not. Compared to previous work utilising adversarial training for encouraging robust features, our method does not require any additional labels relating to the acoustic conditions or environment.

We found that our method successfully suppressed channel information, evidenced by a slightly decreased performance on verification between out-of-recording segment pairs on the CALLHOME dataset. However, this suppression of channel information led to increased robustness, which was reflected on the improved performance of verification on within-recording pairs, and also on diarization. Furthermore, we improved performance on VoxCeleb verification with our method, suggesting that the induced channel-invariance conveyed robustness in this domain also.
The recording-invariant adversarial approach was also tackled by later work by Chung et al. (2020), who implemented a very similar method of encouraging channel-invariance by using triplets of a within-recording pair of utterances and an out-of-recording utterance with VoxCeleb. This was later extended in the same research group by Huh et al. (2020), who cited the work of this Chapter, specifically targeting data augmentation invariance to encourage invariance to the artificial channel variability introduced by augmentation, finding this improved robustness.

For future work, it may have been interesting to explore and probe further into the sources of variability that were affected by our approach. For example, linguistic information may have also been suppressed also by this method, since segments belonging to the same recording may have more linguistic similarity than ones taken from another recording, where potentially different topics were spoken about. This is related to the findings of Raj et al. (2019), who found that keyword information could be successfully probed from x-vectors.

Clearly however, if this was indeed the case, this did not harm performance. Arguably, it would be preferable to have linguistically-invariant speaker embeddings (especially in the text-independent speaker verification paradigm), although work by Y. Liu et al. (2019) found that incorporating phonetic information to deep speaker embeddings improved performance, so this likely warrants further investigation.

While this Chapter explored variability relating to channel information, inspecting the sources of variability related to speaker identity is something that is explored in Chapters 5 and 6.
Chapter 5

Speaker Attributes

5.1 Introduction

It may be useful to take a step back in examining the task of speaker identification, in that it is a task which has existed and been performed by humans before the prevalence of machine learning and particularly the emergence of deep learning. One such example is in the field of forensic phonetics and acoustics (Jessen 2007, Hansen and Hasan 2015), in which speaker classification is a common goal in identifying suspects in criminal cases. This is typically employed in the practical tasks called voice analysis/profiling and voice comparison, of which the latter is equivalent to speaker verification. For both of these tasks, forensic speaker classification experts typically profile speakers according to a number of attributes or characteristics that allow their voices and speech to be categorised and qualitatively compared. For example, these attributes could be gender, age, dialect, accent, medical conditions and sociolect (education-level - which affects things like lexicon, syntax and stylistics)(Jessen 2007). These attributes are all elements which contribute to the concept of speaker identity, at least in practical terms for some who work in the field of forensic speaker identification.

It is exploring these attributes in the context of deep speaker embeddings that this chapter wishes to explore. When training a speaker embedding extractor, the goal is to encode speech in the embedding space in such a way as to have different speakers be far apart and similar/same speakers closer together. When viewed through the lens of speaker attributes, one might imagine female speakers occupying a separable neighbourhood in the embedding space compared to male speakers. This intuition carries
over for other attributes such as accent or age, although it should be mentioned that this may occur naturally, which is noticeable particularly with the successes of deep learning with capturing surprisingly complex relationships in the data despite having only been given simple learning objectives (Mikolov et al. 2013).

However, these attributes play a significant role for some forensic speaker identification experts, and it can be argued that there may be benefit in somehow leveraging these attributes to aid in training a speaker embedding extractor. For example, it may be the case that encouraging embeddings to additionally adhere to an attribute classification task may result in a more robust embedding space, since this reflects our understanding of what the explanatory factors are behind speaker identity. Furthermore, encouraging the embedding space to be richer and more descriptive of the nuances that make up speaker identity may be useful for other downstream tasks. The concept which these ideas draw upon is that of Multi-Task Learning (Caruana 1998), which posits that machine learning models applied to different but related tasks can benefit from using the same underlying representations. In this chapter, we propose using multi-task learning to encourage deep speaker embeddings to capture speaker related attributes.

5.2 Related Work

The concept of multi-task learning (MTL) (Caruana 1998) revolves around the idea that machine learning models that may be used to solve different problems using the same data can benefit from sharing a common representation. In the work of Parveen and Green (2003), they found improvement in increasing the robustness of hybrid RNN/HMM ASR system by performing speech enhancement as an additional task to classification, with both tasks relying on the same hidden representation. Similarly, relating to ASR, the work of Bell et al. (2017) found that simultaneously training on additional tasks to predict both context-dependent and context-independent targets regularly improved performance in an ASR setting.

For speaker recognition related tasks, MTL was implemented by Dey et al. (2018), where the content of the utterance (the word spoken) was used as an additional task to train a deep speaker embedding extractor. This additional task was shown to improve overall speaker verification performance. Likewise, Y. Liu et al. (2019) found that learning to classify the phonetic information in a speaker embedding also improved performance. However, both Dey et al. (2018) and Y. Liu et al. (2019) used
linguistically related additional tasks, and these are not necessarily related to discerning speaker identity. Furthermore, You et al. (2019) incorporated an additional task of predicting the first and higher order statistical information about the input utterance during the speaker embedding training process. The higher order statistics of an input utterance have been used in estimating signal quality for speaker verification (Richiardi and Drygajlo 2008), and potentially the speaker embedding space benefits from encoding information about this.

There may be several explanations for why multi-task learning may improve performance for speaker recognition. Ideally, the embedding space provided by the extractor should be able to describe multiple properties of the data, such as the speaker attributes mentioned above (gender, age, accent etc.). By additionally and explicitly training towards an embedding space that can describe these attributes, it follows that this may lead to a more robust, more descriptive and discriminative embedding space. Encouraging encoding these speaker attributes is preferable for example to encoding channel information, which may be a nuisance factor in many scenarios (see Chapter 4).

5.3 Attributes

If we are to explicitly encourage the speaker embedding space to capture certain attributes, it raises the question as to which ones would be preferable to use. While some forensic phonetics and acoustic literature have listed attributes such as gender, accent and age as being useful when distinguishing speakers (Jessen 2007), forensic speaker identification can be ‘a very complex procedure, [varying] among practitioners’, with there being ‘no standard set of procedures every practitioner agrees upon’ (Hansen and Hasan 2015, p.7). As such, we will discuss the viability of potential attributes to explore within the MTL framework.

5.3.1 Gender

Gender may be an obvious and simple factor when discriminating between voices due to the large discrepancy in the average fundamental frequency between male and female voices (Pernet and Belin 2012; Jessen 2007; Kovacić and Balaban 2009). However, with such a broad categorisation of speakers, it is unclear how much this will add in a multi-task learning setting.
5.3.2 Accent

Accent and dialect (which are separate but will be considered as equivalent in this work), are crucial aspects which forensic speaker identification experts may examine when distinguishing between speakers (Jessen 2007). Region-specific pronunciations of phones and words are clearly discriminative if the speakers to be compared do not share the same pronunciation. Although the concept of phones is not necessary as it is for many automatic speech recognition systems, this information may be useful in highlighting differences in accents.

In the work of Viñals et al. (2019), they utilised networks which were trained to classify phones in order to extract a phone embedding. These were then provided as additional inputs at an intermediate layer to the speaker embedding network. Specifically, this was inserted before the attention mechanism in their network to pool the relevant information into the final speaker embedding. They found improved performance through incorporating this phonetic information as opposed to leaving it out, suggesting this additional task was helpful in highlighting speaker discriminative aspects of the data.

In combination with an attention mechanism, the intuition may be that the phonetic information can inform the network which segments of the utterance are particularly discriminative, and this is particularly relevant in the case of accent.

5.3.3 Age

The phenomenon of how a human voice can change due to the effects of ages is fairly well known (Mueller 1997), with degradation in the material making up the vocal folds sometimes leading to changes in the fundamental frequency of the voice, and other qualities in vocal delivery, such as jitter, shimmer, volume and overall quality. In severe cases this can lead to severe changes in the intelligibility of the voice and may lead to diagnoses of vocal disorders such as dysphonia (Rapoport et al. 2018). The term presbyphonia has been used to describe the changes in the voice due to age. As such, this attribute may be an interesting task to explore with regards to what makes up speaker identity.

Age is a particularly interesting attribute in that the age of a speaker is not strictly attached to the speaker in the manner that accent and gender are. More concretely, accent and gender do not provide additional information compared to the speaker labels, and are instead broader groupings of the speaker labelling. Age on the other hand captures
a parallel task which is not necessarily constant within speaker, yet still related to the aspects that make up speaker identity and one’s ‘voice’. The ability of the data to produce a different age label for the same speaker may encourage the speaker embeddings to capture more subtle aspects of what makes up speaker identity.

### 5.3.4 Linguistic Content

The role of linguistic content to indicate speaker is intuitively clear in speaker recognition tasks with very clearly defined roles, such as diarizing doctor-patient conversations (Shafey et al. 2019). However, this notion of linguistic content informing the speaker identity can extend beyond such a restricted example. In certain cases, the usage of certain words may indicate a certain level of education, described as sociolect in (Jessen 2007). In addition to the lexicon, the education level may also affect the syntax and stylistics, which falls under the general topic of sociolinguistics. While this may not be relevant in all scenarios, such as diarizing performative recordings, such as plays, movies or audiobooks, linguistic content is certainly an aspect which informs speaker identity.

For example, in the work of Raj et al. (2019), they found they were able to accurately predict certain keywords based on x-vector speaker embeddings, suggesting even that even with only a training with the objective of classifying speakers, some linguistic information remains in this task, presumably because it is also informative of speaker.

In the work of Shafey et al. (2019) a fairly novel method of diarization is employed, by jointly performing ASR along with diarization. This is performed by modifying an end-to-end ASR model which uses a recurrent neural network transducer (RNN-T). This sequence to sequence model, which for ASR is usually trained to output a sequence of morphemes, is trained to also output speaker change tokens within the sequence, indicating a different speaker is responsible for the proceeding morpheme tokens. Although this method in its exact implementation is only applicable to a two-speaker, two-role scenario, this is a particularly novel way of performing diarization, compared to the more standard practice of clustering based on the embedding similarity matrix. Instead of producing any explicit speaker representations at all, only the speaker turns are modeled in context of the words transcribed. In addition, the authors argue the joint optimization of ASR and speaker turn detection may allow this method to leverage both linguistic and acoustic cues in inferring speakers.
Park and Georgiou (2018) attempted to learn from lexical information as well as acoustic by attempting to predict speaker turn points from a concatenation of MFCCs with one-hot word vectors, put through an encoder-decoder style architecture. Like the work of Shafey et al. (2019) however, this method is restricted to two person datasets.

5.3.5 Other

Outside of the mentioned speaker attributes, there are additional factors which result in identifying markers in a person’s speech. One such example is any voice or speech related medical impairments. Using simple rule based algorithms based on the fundamental frequency, jitter, shimmer, and harmonic to noise ratio, the work of Cesari et al. (2018) demonstrated success in predicting if a person had speech impairments. It follows that this too is an identifying factor, as this is also an attribute used in forensic speaker identification, with certain impairments such as stutters or lisps being particularly insightful traits (Jessen 2007).

5.3.6 Non-speaker Attributes

Although the benefits of multi-task learning has been framed thus far as a means of categorising that directly contribute to a speaker’s voice or the content of their speech, there may also be value in exploring certain aspects which are not so obviously related to speaker identity. In Chapter 4, we discussed that channel information can in certain cases be helpfully speaker discriminative, and that the inclusion of this information is a consequence of the training process. With some datasets including additional metadata around speakers or even the recordings, it may be worth exploring what effect adding classifying these has on performance. On example might be for instance classifying the genre of a broadcast media corpus, as this is a broad task parallel to speaker classification that has numerous influences from many different sources, such as linguistic cues and channel information.

5.4 Multi-task Learning

The MTL framework we propose builds upon on the standard formulation for training a deep speaker embedding extractor, detailed in Chapter 2 section 2.2, where the
Chapter 5. Speaker Attributes

Figure 5.1: Diagram showing the generalised architecture for a speaker embedding extractor with multiple additional tasks. While the additional task heads in this diagram perform classification, they could be used to perform any task with a loss function, such as regression.

embeddings are trained primarily on classification between training set speakers, using a speaker classification head $C_{\text{speaker}}$, parameterized by $\theta_{C_{\text{speaker}}}$. In our framework, this speaker classification task can be supplemented with any number of additional tasks, by simply introducing more classification heads that take in as input the speaker embeddings. These classification heads can be feed forward networks, just like the speaker classifier, except they predict a chosen attribute about the speaker, such as accent, or gender. These additional classification heads are be parameterized by $\theta_{C_{\text{Task}}}$, where the task can be specified. This formulation is described visually in Figure 5.1.

The losses $L$ for each task are combined in the following manner,

$$L_{\text{multi-task}} = L_{\text{speaker}} + \sum_{i=1}^{M} \lambda_{m} L_{m}$$  \hspace{1cm} (5.1)
where $M$ is the number of additional tasks supplementing speaker classification and $\lambda_m$ is the weighting of the loss $L_m$ from task $m$. In the instance with just additional age and gender tasks supplementing the speaker task, the loss would be as follows:

$$L_{\text{multi-task}} = L_{\text{speaker}} + \lambda_{\text{age}} L_{\text{age}} + \lambda_{\text{gender}} L_{\text{gender}}$$  \hspace{1cm} (5.2)

### 5.5 Experimental Setup

#### 5.5.1 Data

Exploring how leveraging specific speaker attributes can enhance speaker embeddings first requires data with appropriate labelling. This kind of speaker metadata is not always available in certain datasets, and thus specific datasets must be used.

##### 5.5.1.1 VoxCeleb

As with previous chapters, the VoxCeleb 1 and 2 datasets were used for test and training data respectively. However, we additionally leveraged the nationality labels that we web-scraped for VoxCeleb 2. From the web-scraping, 125 nationalities were found, but to avoid any speakers being the only ones with their nationality class, any of these speakers were grouped into the ‘unknown’ class, leaving 102 nationality classes. The full distribution of nationalities can be seen in Chapter 3, Figure 3.1.

##### 5.5.1.2 SCOTUS (Oyez)

The Supreme Court of the United States (SCOTUS) corpus, detailed in Chapter 3, Section 3.2 was used here, utilising the approximate age labels acquired for speakers in this corpus.

A diarization task on the SCOTUS test set recordings was also performed using the models trained and selected based on the verification task. The diarization data preparation differed slightly in that embeddings were extracted for 1.5 second long segments with a 0.75s shift for each recording. Due to the long duration of many of the recordings (>50 minutes), clustering was performed only for approximately 25 minute segments (this splitting up of recordings had some leeway as to not cut off a single uninterrupted speech segment). This process resulted in 2408 training sub-recordings and 595 test sub-recordings.
5.5.2 Model details

The speaker embedding extractors for both VoxCeleb and SCOTUS followed the original x-vector architecture, up until the embedding layer which had 256 hidden units. For classification heads that utilized the standard cross-entropy loss, these had a similar architecture to the x-vector network, having two hidden layers also of dimension 256 before being projected to the number of classes. The non-linearity used throughout was Leaky ReLU. For classification heads that used an angular penalty loss, these were simply a single affine matrix on top of the embedding layer that projected into the number of classes, using the CosFace (H. Wang et al. 2018) loss. Embedding extractors were trained with different configurations of classification heads, and verification and diarization performance was evaluated.

We also performed contrastive experiments with randomly shuffling the labels of the additional tasks – such as age – to eliminate the possibility any kind of positive regularization effect that the additional task may have irrespective of the information in the labels.

For all embedding extractor training setups for SCOTUS, regardless of the number of classification heads, networks were trained for 50,000 iterations on 350 frames of 30-dimensional MFCCs, with batch size 500, using a small held out set of training utterances for validation. Stochastic gradient descent was used with learning rate 0.2 and momentum 0.5.

For diarization of the SCOTUS corpus, embeddings were extracted for every 1.5s with 0.75s overlap using reference speaker activity detection segmentation, using cosine similarity for scoring and using agglomerative hierarchical clustering to the oracle number of speakers. Due to the supreme court justices appearing in both train and test recordings, the diarization error rate was evaluated for two scenarios: The first evaluation scenario was standard in that all the speech segments were scored, including the speakers which appeared in the training set. The second evaluation scenario was to only score portions of the speech in which unseen speakers were talking.

Speaker embedding extractors for VoxCeleb were trained on the VoxCeleb 2 training set, with 5994 speakers, augmented in the standard Kaldi fashion with babble, music and background noises along with reverberation as in (Snyder et al. 2018). Speakers who were the only members of their nationality in the training set were grouped into the same class as the speakers who could not have their nationality scraped, yielding
Table 5.1: Speaker verification performance on VoxCeleb using additional tasks

<table>
<thead>
<tr>
<th>Model</th>
<th>VoxCeleb EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only Speaker (Baseline)</td>
<td>3.04%</td>
</tr>
<tr>
<td>Speaker + Random</td>
<td>4.32%</td>
</tr>
<tr>
<td>Speaker + Nationality</td>
<td>2.95%</td>
</tr>
<tr>
<td>Only Nationality</td>
<td>13.38%</td>
</tr>
</tbody>
</table>

102 nationality classes. Networks were trained for 100,000 iterations with the same batch size and optimization settings as the SCOTUS models.

When evaluating models trained on VoxCeleb on SCOTUS, the VoxCeleb models were fine-tuned for 5000 iterations on the SCOTUS training set, varying whether or not the full network or only the last linear layer of the extractor was fine-tuned, along with whether or not age in addition to speaker labels were trained on during the fine-tuning. For the first 1000 iterations of fine-tuning, all embedding extractor parameters were frozen to allow the freshly initialized classification head(s) to fit to the new data.

5.6 Results and Discussion

All results are shown in Table 5.2. Results for adding a 10-class age classification task to speaker embedding extractors for the SCOTUS corpus can be seen in the first portion of the table, separated into the models trained with cross-entropy loss on the speaker classification head, and the models trained with CosFace loss on the speaker classification head. The Diarization Error Rate (DER) results are split into two scoring scenarios, ‘All’ indicates that all speech was scored and ‘Unseen’ indicates that only speech segments from unseen speakers was scored. Adding gender classification was not found to have any positive effect, and thus these results have been omitted for brevity.

For the standard cross-entropy loss, for configurations of the age loss with $\lambda_{\text{age}}=0.5$, the verification and diarization performance was improved over the baseline. The results of the parameter search for $\lambda_{\text{age}}$ can be seen separately in Table 5.4.

In contrast, both the control experiment of randomly shuffled labels and the control experiment featuring completely random speaker labels yielded no improvement.

The SCOTUS trained models also feature an experiment in which the only classifica-
Table 5.2: Verification and diarization performance on SCOTUS for various models with multi-task learning objectives.

As seen in Table 5.3, the age accuracy of the non-CosFace networks trained with both speaker and age outperformed that of training on age alone, suggesting that performing tasks in combination was able to improve both tasks. This is supported by previous MTL literature, which indicates training on multiple tasks may be helpful to each individually.

It was also interesting to note from Table 5.3 that the age accuracy performance with
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<table>
<thead>
<tr>
<th>Model</th>
<th>Age Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only Age</td>
<td>77.0%</td>
</tr>
<tr>
<td>Speaker + Age (Softmax)</td>
<td>78.1%</td>
</tr>
<tr>
<td>Speaker + Age (CosFace)</td>
<td>75.4%</td>
</tr>
</tbody>
</table>

Table 5.3: Age accuracy of different models on the SCOTUS test set. Always picking the most probable class was \(\sim\) 60\% accurate.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>EER (VoxCeleb)</th>
<th>EER (SCOTUS)</th>
<th>DER (all) (SCOTUS)</th>
<th>DER (unseen) (SCOTUS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only Speaker</td>
<td>3.04%</td>
<td>2.71%</td>
<td>26.51%</td>
<td>19.75%</td>
</tr>
<tr>
<td>+Attribute ((\lambda = 0.1))</td>
<td>2.99%</td>
<td><strong>2.47%</strong></td>
<td>25.34%</td>
<td>15.88%</td>
</tr>
<tr>
<td>+Attribute ((\lambda = 0.05))</td>
<td><strong>2.95%</strong></td>
<td>2.52%</td>
<td>23.10%</td>
<td>15.94%</td>
</tr>
<tr>
<td>+Attribute ((\lambda = 0.01))</td>
<td>3.00%</td>
<td>2.62%</td>
<td><strong>21.80%</strong></td>
<td><strong>14.08%</strong></td>
</tr>
</tbody>
</table>

Table 5.4: Verification and diarization performance for different settings of \(\lambda\) for additional Nationality and Age tasks. Performance listed here is for models trained from scratch. Attribute for SCOTUS was age and the attribute for VoxCeleb was nationality.

The CosFace speaker classification loss degraded compared to the models trained with the standard cross-entropy loss. This may suggest the effect of the angular penalty loss encouraging a tighter within-class speaker distribution negatively affects the age task, potentially making the embedding space less descriptive for these auxiliary attributes.

The addition of gender classification not improving results is unsurprising, considering male and female voices can largely be distinguished based on their fundamental frequency (F0) \(\text{(Jessen 2007; Pernet and Belin 2012)}\), and thus this does not add much discriminatory power to the primary goal of speaker recognition.

For SCOTUS trained models, it is clear from Table 5.2 that CosFace improves the speaker verification and diarization performance over the standard cross-entropy loss, with \(\lambda_{\text{age}}\) being changed to 0.01 to account for the change in the relative scale of \(L_{\text{speaker}}\). The addition of the age classification head similarly improves over only using speaker labels, producing the best results for verification and diarization for all the configurations shown, making a relative improvement of 17.8\% in DER and 3.3\% in EER over the ‘Only Speaker’ CosFace baseline.

While it may be surprising that using age improves performance, since the data is
recorded over a long time-span, and one might expect that ignoring age may actually be beneficial, we hypothesize that learning the related task of age classification encourages the embedding space to capture speaker identity in a richer way, which generalizes better. It is possible for instance that age would be a nuisance factor if performance was assessed on a closed set of speakers (speaker identification), since age would indeed be irrelevant, but in this case, evaluation speakers are unseen, and thus we think the network is able to use knowledge of age to create a more robust representation of unseen speakers and what constitutes a voice identity.

The performance of VoxCeleb trained models can also be seen in Tables 5.1 and 5.2. Note all speaker classification heads for VoxCeleb models utilized the CosFace loss. The verification performance of these models on VoxCeleb alone can be seen in Table 5.1 with the addition of the nationality task ($\lambda_{nat}=0.05$) yielding a 3% relative performance improvement.

As for Table 5.2, when evaluated on SCOTUS, the fine-tuning of the VoxCeleb models was performed on either the Last Linear (LL) layer of the embedding network, or the whole (Full) network. Either Speaker (Sp.) labels alone were used, or Age was added as an auxiliary fine-tuning task, with $\lambda_{age}=0.05$. Models which only use speaker labels at all stages of training (marked as ‘Baseline’ in the Table) are improved upon in both verification and diarization by utilising either Nationality or Age tasks during the primary training stage or the fine-tuning stage respectively. Indeed, the best performance for verification and diarization is found when auxiliary tasks are employed at both stages.

For the best baseline verification model with no additional tasks, a 6.7% relative improvement in EER is found by using nationality and age (1.63% → 1.52%), and similarly for diarization, using auxiliary tasks at both stages yields a 26.2% relative improvement in DER scoring all regions (20.09% → 14.82%).

While using both additional tasks yields the best performance, improvements are still found when using a single auxiliary task at either stage of training, suggesting that this technique is still valuable for scenarios in which speaker attribute information is limited or missing from the desired domain.

Despite this, the gains that can be found on VoxCeleb models with adding nationality as a task may suggest that providing the network with additional prior information about the underlying structure of the data can still improve performance. The reason
for this improvement may be down to the nationality task being easier than the speaker task. This is closely related to the reasoning behind curriculum learning (Bengio et al. 2009), in which performance gains can be achieved by training models on progressively more complex tasks. In this instance, the simultaneous training of the easier task may provide a more reliable pathway to convergence than the harder labels alone. As with curriculum learning, adding this easier task may lead to better generalization and overall performance.

5.7 Summary

Overall, these experiments demonstrated that training on auxiliary speaker attribute tasks in addition to speaker classification can yield more robust representations for verification and diarization. We argue that this improved performance is achieved by encouraging the speaker embedding space to be structured along known explanatory factors for speaker identity, thus generalising better to unseen data.

The metadata and data preparation collected as part of this work (VoxCeleb 2 nationality labels, SCOTUS and SCOTUS age labels) also present an opportunity to explore these attributes within speaker embeddings. For example, achieving disentangled representations in a supervised fashion is possible, and this is what Chapter 6 explores.
Chapter 6

Attribute Contributions to Separability

6.1 Introduction

Speaker embeddings are a crucial component in many speaker recognition pipelines, with extracting speaker discriminative features being a key step in speaker verification and diarization. In recent years, obtaining speaker embeddings from the intermediate layer of a neural network (x-vectors) has become the leading method for both tasks (Snyder et al. 2018; Sell et al. 2018), outperforming the traditionally successful i-vector technique (Dehak et al. 2011).

There are many properties of speech that convey a speaker’s identity, including factors related to the physical properties of the vocal apparatus producing the speech (influenced by factors such as gender, age or medical conditions), in addition to properties relating to accent, dialect, native language and sociolect (social or professional group, which can determine lexicon, syntax, stylistics). Humans, upon hearing a new voice, can intuitively infer many of these properties. It is these properties that are sometimes used to distinguish between speakers when speaker classification is performed by human experts for criminal cases, a field of practice known as forensic phonetics and acoustics (Jessen 2007; Hansen and Hasan 2015).

What this work aims to explore is whether these speaker attributes can be disentangled in the embedding space, and if so, also to determine the contribution that each attribute has on speaker separability. The definition of disentangled representations can be somewhat unclear, but generally speaking, disentangled representation learning aims to learn representations that axis aligns with the underlying generative factors.
of the data (Higgins et al. 2018a; Bengio et al. 2014; DiCarlo and Cox 2007). The exact criteria that determine what constitutes ‘generative factors of the data’ is under debate (Locatello et al. 2019), but in the context of speaker representations and the human voice, we suggest the factors supported by forensic phonetics literature, like gender, age and accent, are excellent candidates for generative factors that constitute speaker identity. To be explicit, this would mean specific dimensions of the speaker embedding would describe these generative factors in their entirety.

In order to achieve disentangled speaker embeddings in a supervised fashion, this work proposes an architecture that adds pairs of attribute specific task heads alongside the standard speaker classification objective to the standard speaker embedding network. Each pair consists of a predictor and an adversary, which act on complementary dimensions of the embedding, simultaneously encoding attribute information in the chosen dimensions while also removing it from the remaining dimensions.

Using these disentangled embeddings, this work also seeks to understand how information about the gender, age or nationality of a speaker contributes towards the discriminative performance of embeddings in verification and diarization applications. This is explored by evaluating on the VoxCeleb (Nagrani et al. 2017; Chung et al. 2018) dataset, along with US Supreme Court recordings.

### 6.2 Related Work

In the work of Williams and King (2019), speaker representations were disentangled into style and speaker factors using a dual pathway auto-encoder architecture, which used multi-task learning to encourage two auto-encoder latent spaces to separate out these two factors. This work looks at speaker embeddings with a similar approach, but focuses on speaker-specific sources of variation, in addition to incorporating adversarial training techniques to ensure disentanglement.

Both deep speaker embeddings and i-vectors have already been shown to encode a wide variety of information and meta-information about speakers and utterances, such as speaking style and emotion (Williams and King 2019; Pappagari et al. 2020), accent and language (Maiti et al. 2020) or speaker gender, channel and transcription information (Raj et al. 2019). Furthermore, in Chapter 5, we showed that explicitly encouraging the speaker embedding space to capture nationality and age using multi-task learning could lead to more robust performance on unseen speakers. While we looked
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Figure 6.1: The architecture for training a speaker-attribute disentangled speaker embeddings (SplitDim-Adv).

at improving embedding performance by adding auxiliary speaker-attribute tasks, this Chapter looks to disentangle and probe these attributes by using similar techniques.

The topic of disentangled speaker representations is also closely linked with the field of voice privacy (Aloufi et al. 2020; Nautsch et al. 2020; Williams et al. 2021), wherein certain attributes are desirable to obscure in speaker embeddings to protect against malicious attackers. Notably, the work of Noé et al. (2021) used adversarial training to control the gender element of an auto-encoder architecture, seeking to be able to control that element and therefore provide gender-invariant representations. A follow up paper (Noé et al. 2022) utilised normalising flows to again obscure the gender information in speaker embeddings, finding this to be an improvement over the adversarial method.

6.3 Methodology

Building upon the techniques of previous chapters, this chapter combines MTL and adversarial techniques to achieve disentanglement of speaker attributes in the embedding space. The reader can refer to Chapters 5 and 6 for information on MTL and
6.3.1 Disentanglement

This work proposes a means of utilising both MTL and adversarial techniques to encourage the speaker embedding space to factorize out specific sources of speaker variation. This is achieved by having auxiliary task heads act on subsets of the full speaker embedding dimensions, supplemental to the standard speaker classification head which takes in the full embedding as input. In this system, each factorized speaker attribute would have a pair of task heads, a predictor and an adversary with a gradient reversal layer.

For example for gender, if we would like to factorize out this attribute into the first dimension of the speaker embedding, the first dimension would be used as input to the predictor, a standard classification head that predicts the gender of the speaker. Simultaneously, the remaining dimensions of the embedding would be input into the adversary that is also predicting gender. By doing so, the first dimension is encouraged to be predictive of gender, while the rest of the speaker embedding is penalized for containing this information - thereby factorising out this speaker attribute.

Importantly, all dimensions are still used as input to the speaker classification head, meaning all sources of variation can be used in performing speaker classification. Figure 6.1 displays how the proposed system could be trained to factor out Gender and Age into the first and second dimensions of a speaker embedding respectively.

6.4 Experimental Setup

The two datasets used in this work were VoxCeleb (Nagrani et al. 2017; Chung et al. 2018) and the Supreme Court of the United States (SCOTUS) oral arguments corpus (Transcripts and Recordings of Oral Arguments - Supreme Court of the United States 2022), which have web-scrapable speaker attribute information about nationality and age respectively (and both having gender labeling). More information on both datasets can be found in Chapter 3.

The architecture chosen for the speaker embedding extractor was the x-vector architecture, which was trained on VoxCeleb 2 for 200,000 iterations. The number of em-

[https://www.github.com/cvqluu/splitdim_disentangle]
bedding dimensions was chosen at 64. For all experiments in which the embedding dimension was split up (referred to as SplitDim), the first embedding dimension was always used to capture the Gender. For VoxCeleb SplitDim experiments, dimensions 2-12 were used as input for the nationality classification task, and for SCOTUS SplitDim experiments, dims 2-12 were re-purposed for a 10-bin age classification task.

SplitDim experiments were also performed without the addition of the adversaries, denoted by Adv or No-Adv. A baseline was also trained which only had a speaker classification head (Figure 6.1a). Models evaluated on SCOTUS were fine-tuned on SCOTUS from the VoxCeleb model for 20,000 iterations. The following values were chosen for each loss weighting: $\lambda_{\text{Gender}} = 0.05$, $\lambda_{\text{adv Gender}} = -20.0$, $\lambda_{\text{Nationality, Age}} = 0.05$, $\lambda_{\text{adv Nationality, Age}} = -10.0$.

The adversarial loss weightings were set much higher than the other learning objectives, since lower settings failed to discourage the representations from encoding the target attributes.

To establish the effectiveness of the proposed method of disentangling speaker attributes, both qualitative and quantitative approaches were taken. Firstly, the embedding spaces were examined using t-SNE (van der Maaten and Hinton 2008), varying which dimensions to include in this visualization, and labeling points based on supposedly disentangled attributes. Furthermore, the embeddings were probed for information by training a separate feed forward neural network on 50,000 embeddings (as fixed inputs) from the training set, and then evaluating on the test set. If for example a separate classifier was able to perform gender classification successfully on the non-gender dimensions of the embedding, it would imply that the disentanglement had not been successful, as this information remained in the other dimensions. Similarly, the opposite observation would demonstrate that gender information was successfully removed and factored out into the desired dimension.

After showing a suitable level of disentanglement, the verification and diarization performance of these models were evaluated in terms of Equal Error Rate (EER) and Diarization Error Rate (DER). This was evaluated while removing certain attributes (dimensions) from the embeddings, and thus demonstrating what each attribute might contribute to the overall speaker separability. To account for the performance change from removing dimensions of the embedding alone, dimensions were removed from the baseline model to find the average new performance with a reduced number of di-
Figure 6.2: Gender color-coded t-SNE projections of the embeddings produced by: (a) baseline model, (b) SplitDim-no-Adv model, (c) SplitDim-Adv model

dimensions, sampling at maximum 1000 permutations of the dropped dimensions. All embeddings were normalized and scored using cosine similarity. Diarization was performed using agglomerative hierarchical clustering with linkage threshold tuned on train-set recordings, extracting embeddings for 1.5s windows with 0.75s stride from oracle speaker activity boundaries.

6.5 Results and Discussion

The t-SNE plots of the embeddings produced by various models can be seen in Figure 6.2. Here, one can see that in almost all embedding spaces, the separation of embeddings by gender is clearly visible, and this includes Figure 6.2b, showing that the SplitDim without adversaries still encodes gender in the remaining embedding dimensions. SplitDim-Adv however (Figure 6.2c), improves in this regard, as when removing the gender dimension, shows much less clear separation between embeddings from each gender. This indicates the necessity of including the adversary to ensure such an at-
Figure 6.3 shows the average absolute Pearson correlation coefficient of each speaker embedding with the speaker Gender for the VoxCeleb test set for the SplitDim-Adv model. Here, we can see that the $0^{th}$ dimension is highly correlated, as we would expect, since the model was trained to encode gender into this dimension. As for the other dimensions, the mean correlation (excluding dimension 0) is shown in the blue dotted line, and this has decreased compared to the mean of the baseline model, which is indicated by the black dashed line. This is also an indicator that the gender information is successfully being removed from the remaining dimensions.

This idea is confirmed further with Table 6.1, in which a separate classifier was used to probe the embeddings for gender and nationality information. Here, the probing classifier was unable to achieve high accuracy on gender classification when the gender dimension was removed from the SplitDim-Adv embeddings, reducing the probed gender accuracy from 99.47% to 67.08%, which is less accurate than always predict-
Table 6.1: The gender and nationality accuracies on VoxCeleb when training a separate probe classifier on embedding features, removing dimensions.

<table>
<thead>
<tr>
<th></th>
<th>Probed Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gender</td>
</tr>
<tr>
<td>Baseline</td>
<td>99.47%</td>
</tr>
<tr>
<td>Pick most probable class</td>
<td>70.77%</td>
</tr>
<tr>
<td><strong>No-Adv</strong></td>
<td></td>
</tr>
<tr>
<td>All dims</td>
<td>99.36%</td>
</tr>
<tr>
<td>-Gender dim</td>
<td>98.27%</td>
</tr>
<tr>
<td>-Nationality dims</td>
<td>98.35%</td>
</tr>
<tr>
<td>-Nationality, Gender dims</td>
<td>98.48%</td>
</tr>
<tr>
<td><strong>Adv</strong></td>
<td></td>
</tr>
<tr>
<td>All dims</td>
<td>99.49%</td>
</tr>
<tr>
<td>-Gender dim</td>
<td>67.08%</td>
</tr>
<tr>
<td>-Nationality dims</td>
<td>97.31%</td>
</tr>
<tr>
<td>-Nationality, Gender dims</td>
<td>64.18%</td>
</tr>
</tbody>
</table>

Table 6.1: The gender and nationality accuracies on VoxCeleb when training a separate probe classifier on embedding features, removing dimensions.

...
the space has incurred a reduction in performance (4.22% to 6.68% EER), which is likely due to the addition of the four extra tasks of the SplitDim-Adv model (Gender, Gender-Adversary, Nationality, Nationality-Adversary). With extra tasks, especially adversarial ones, reaching the optimal embedding space for speaker recognition may be difficult if tasks can conflict with each other (as they are designed to do in adversarial training).

This conflicting performance may also raise questions as to what degree it is possible to fully disentangle certain attributes. For example with age and gender, male and female voices may age in significantly different ways, and thus in order to capture that effectively, the dimensions reserved for predicting age may benefit from containing information about the gender also. This kind of query is very much an open question in disentangled representation learning literature (Locatello et al. 2019), and out of the scope of this paper. However, considering that conceptually these attributes are very much interlinked, it is perhaps unsurprising that we observe a performance degradation.

Table 6.2 also shows the verification performance when removing these attribute specific dimensions. As mentioned in section 6.4, there is a general performance impact to be expected from removing dimensions in general, and thus the same number of dimensions was also removed from the baseline for a fairer comparison with the removal of attribute specific dimensions. When comparing like for like, the removal of the single gender dimension is significant in comparison to removing a single dimension (1.8% versus 14.2% relative increase in EER), suggesting gender is a powerful contributor to speaker separability, at least in this test set. Likewise, removing Nationality and Nationality with Gender dimensions results in performance degradation beyond that of the baseline model, further supporting that these attributes are significant sources of speaker variation in the speaker embedding space.

For SCOTUS in Table 6.3 verification performance follows a similar trend to VoxCeleb, with gender once again being a significant factor in affecting separability, whereas the affect that removing age had on performance was more than the baseline expectation from removing 10 dims, but not as significant as nationality. However, for diarization, results are somewhat unexpected, with the SplitDim-Adv model outperforming the baseline in all cases. Also unexpectedly, removing gender with diarization produces a very similar performance decrease compared with removing a single dimension from the baseline. The most likely reason for this is the nature of the SCOTUS
Table 6.2: Verification performance on VoxCeleb, using the SplitDim-Adv embeddings and the subset of dimensions. Also shown is the relative percentage increase in EER compared to using all dimensions. -Gender removes 1 dim and -Age removes 10 dims.

corpus, which is particularly male dominated. Although the verification trials were selected to be speaker balanced (77% male), this is not the case with diarizing the raw test set recordings, which in terms duration are >90% male. Thus when scoring all pairs of segments, the overwhelming majority of pairs cannot benefit from distinguishing by gender.

6.6 Summary

In this work, we showed that utilising multi-task learning alongside adversarial training can effectively disentangle and factorize speaker attributes in the speaker embedding space, with the use of the adversaries essential in separating out sources of variation. Using these disentangled representations, we looked at how gender, age and speaker nationality contribute toward speaker separability, finding that gender information was a significant source of information when discerning between speakers in the embedding space for verification, compared to that of nationality or age. However, this

However, general speaker embedding performance suffered in recognition tasks, and it remains an open question as to whether disengagement in the representation space can be achieved without losing some expressibility. When it comes to vision tasks, disentangled representations (from variational auto-encoders and generative adversarial networks (GANs)) typically ‘have significantly worse performance on downstream tasks such as retrieval and transfer learning’ (Burns et al. [2021] p.1).
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<table>
<thead>
<tr>
<th></th>
<th>EER</th>
<th>Δ%</th>
<th>DER</th>
<th>Δ%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>2.10%</td>
<td>-</td>
<td>32.19%</td>
<td>-</td>
</tr>
<tr>
<td>Baseline (excl. 1-d)</td>
<td>2.13%</td>
<td>1.4%</td>
<td>32.76%</td>
<td>1.77%</td>
</tr>
<tr>
<td>Baseline (excl. 10-d)</td>
<td>2.40%</td>
<td>14.1%</td>
<td>36.69%</td>
<td>14.0%</td>
</tr>
<tr>
<td>Baseline (excl. 11-d)</td>
<td>2.44%</td>
<td>16.2%</td>
<td>37.48%</td>
<td>16.4%</td>
</tr>
<tr>
<td>All dims</td>
<td>3.52%</td>
<td>-</td>
<td>29.74%</td>
<td>-</td>
</tr>
<tr>
<td>-Gender dim</td>
<td>3.67%</td>
<td>4.26%</td>
<td>30.26%</td>
<td>1.75%</td>
</tr>
<tr>
<td>-Age dims</td>
<td>4.41%</td>
<td>25.3%</td>
<td>35.07%</td>
<td>17.9%</td>
</tr>
<tr>
<td>-Age, Gender dims</td>
<td>4.62%</td>
<td>35.1%</td>
<td>35.69%</td>
<td>20.0%</td>
</tr>
</tbody>
</table>

Table 6.3: Verification and diarization performance on SCOTUS, using the SplitDim-Adv embeddings. -Gender removes 1 dim and -Age removes 10 dims.

It is also possible that architecturally, better avenues exist for extracting certain pieces of information. For example, speaker gender can be discerned reasonably well from only the fundamental frequency (F0) (Kovacić and Balaban 2009), and thus this information may be extracted fairly early on in the neural network, closer to the acoustic frame-level features, and thus it may be desirable to attempt to disentangle this earlier on in the network.

It may also be interesting to explore tasks which can make use of disentangled representations. For example, some speech synthesis applications, such as voice identity conversion may benefit from disentangled speaker representations (Benaroya et al. 2021), where certain speaker attributes can be manipulated. Utilising age- or nationality-disentangled representations may be an interesting application, with controllable aging or accent conversion being particularly intriguing.

Furthermore, this method required supervised labels in order to disentangle attributes. There is a wealth of literature on unsupervised disentanglement (Kim and Mnih 2019, Burns et al. 2021), utilising VAEs and GANs to find these factors in an unsupervised fashion. With the labels we have already collected for these datasets, it would be valuable to review some of these techniques to see if they align with the explanatory factors we have for a speaker’s voice. In particular Higgins et al. (2018b) provide a metric for disentanglement based on known latent factors, and this should be explored in the context of this work.
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Speaker Distribution

7.1 Introduction

The ideal speaker embedding extractor should generalise well to unseen speakers, ideally remaining as discriminative on test speakers as it is on training speakers. This generally falls under the topic of machine learning model generalisation, which is an active field of research (C. Zhang et al. [2017]; Neyshabur et al. [2017]).

There are several obstacles which may lead to poor generalisation performance in the case of obtaining speaker discriminative embeddings. In Chapter 4 we highlighted a mismatch between training and test conditions regarding the leveraging of channel information as a factor for the degradation of performance in verification and particularly diarization. We also highlighted the idea of domain shift, for example the difference between identifying speakers in telephone conversations compared to broadcast speech.

Another potential obstacle to generalizing well, and the focus of this chapter, is a shift in the speaker distribution. What is meant by the term speaker distribution? We can use this term to describe the combination factors that contribute to the identifying attributes of a speaker. Examples for these factors may be gender, accent, age and other physical attributes, such as vocal tract length (these topics and the specific factors are discussed more in detail in Chapter 5).

An issue arises when the speaker distribution in a given held out evaluation set does not match the distribution seen during training. That is, the expected distribution of known
Figure 7.1: Comparison of the 5994 ranked training class probability predictions from a training set (VoxCeleb 2) and test set (VoxCeleb 1), both provided with 40 unique speakers with 42 examples each. The training set probability has uncertainty bounds for 300 bootstrap sampled variations of speakers and examples.

speakers is often not replicated in the evaluation set. A clearer explanation for this can be seen if we examine what classes are predicted by the full speaker classification network when we give as input the utterances in the test set.

Starting from a trained model, for a given dataset $\mathcal{D}$ of $N$ examples, the average probability assigned to each class can be calculated as follows,

$$p_{\text{average}} = \frac{1}{N} \sum_{i=1}^{N} \text{softmax}(h_iW^T)$$ (7.1)

where $h_i$ is the embedding extracted from the $i$th utterance, and $W$ is the final affine weight matrix. The resulting $M$-dimensional vector $p_{\text{average}}$ is a representation of the mean probability that the model predicts for the presence of each speaker across the $N$ utterances.

Given a distribution of training set speakers, one would hope that the same distribution is seen at evaluation time. However, this is often not the case, and this mismatch can be displayed using $p_{\text{average}}$. 

\[\]
This effect can be seen in Figure 7.1, where a model trained on VoxCeleb 2 predicts close to the uniform distribution of classes when provided a uniform class distribution of training examples, but predicts a much more skewed $p_{\text{average}}$ on the VoxCeleb 1 test set, with some training classes predicted to be much more likely than others. This is perhaps not a surprising result, as in the hypothetical situation of a test set with entirely one gender, a skewed $p_{\text{average}}$ would be expected. However, this skew is often not as clearly explainable as the hypothetical one-gender test set, and may have multiple contributing factors, as described above. For context, the VoxCeleb 1 test set was selected to have a ‘good balance of male and female speakers’ (Nagrani et al. 2017), and the speakers in it were chosen because their names began with the letter ‘E’. It should also be noted that there may be other non-speaker specific effects that contribute to this class imbalance, such as channel information (see Chapter 4). It is possible for example that a contributor to the class imbalance shown in Figure 7.1 is some matched channel information similarity for the held out speakers and their utterances. However, due to this effect being seen with 40 speakers with 42 utterances each, it seems unlikely that channel information is the sole contributor to this mismatch. We instead argue this is a result of a speaker distribution mismatch.

For example, $\sim$70% of VoxCeleb 1 test set speakers are American, whereas the VoxCeleb 2 training set is composed of only $\sim$30%. This is a large mismatch, and one of the probable sources of the speaker distribution mismatch observed. Indeed, the top 5 training set speakers by $p_{\text{average}}$ predicted on the test set are American. While the concept of distribution shift may be more abstract for other machine learning model applications, for learning representations of voice identity, speaker attributes such as nationality (as a proxy for accent) offer explanations for such a distribution shift.

While Chapters 5 and 6 looked explicitly at speaker attributes and how the speaker embedding space can be manipulated to capture these sources of speaker variation, this chapter explores the concept of speaker distributions as a whole, and methods in which to tackle a shift or mismatch from train to test in an automatic fashion. One strategy explored is to be preventative in approach, encouraging trained models to be robust to different speaker distributions during training. This approach is covered in section 7.2. The other approach explored is to adapt the model itself to a target distribution, thus mitigating the speaker distribution shift. This adaptation, covered in section 7.3 is performed in an unsupervised fashion by considering the mismatch between the expected distribution of train and test speakers. Both of these approaches
were presented in Luu et al. (2020b), and revolve around the central idea that this distribution shift can be mitigated by dropping training classes.

### 7.2 Distribution Robustness: DropClass

If we recall the general framework of a speaker classification network from which a speaker embedding is extracted (Chapter 2, section 2.2), an embedding extractor $G$ and a classifier network $C$ are trained together to predict the speaker of an input utterance $X$. The classifier $C$ produces a prediction $y$ given the $d$-dimensional embedding $h$ it takes in as input.

$$y = C(h; \theta_C)$$  \hspace{1cm} (7.2)

Both $C$ and $G$ are trained as a whole, usually via the standard cross-entropy loss against a target one-hot vector $\hat{y}$ which indicates which class out the set of $S$ training classes, $S : \{i, \ldots, S\}$, $x$ belongs to.

For simplicity, the classification network $C$ may be as rudimentary as an affine transform that projects the input embedding $h$ into the correct number of dimensions, $S$. In this simplified case, the entirety of $\theta_C$ is a weight matrix $W$ with the dimensions $(S, d)$. Without a bias term, this changes Equation 7.2 to the following:

$$y = hW^T$$  \hspace{1cm} (7.3)
Result: Model trained with DropClass

Given: Feature extractor $G(x; \theta_G)$, Classification affine matrix $W$

Set of all training classes $S : \{i, \ldots, S\}$

$D$ classes to drop per $P$ iterations

Training dataset $D_{\text{train}}$

while not done do
    Randomly sample proper subset of size $(S - D)$ from $S$,
    $\mathcal{R} : \{j, \ldots, S - D\} \subset S$
    $W^* \leftarrow W[\text{Class rows in } \mathcal{R}]$
    $D_{\text{temp}} \leftarrow D_{\text{train}}[\text{Examples from classes in } \mathcal{R}]$

    for $P$ iterations do
        Train $G(x; \theta_G)$ and $W^*$ using $D_{\text{temp}}$
    end

end

Algorithm 1: DropClass approach to training a deep feature extractor.

where $y$ contains the logits of the class prediction.

The proposed technique, referred to as DropClass, is detailed in Algorithm 1. When training with DropClass, every $P$ iterations, a random subset of $S$ is chosen: $\mathcal{R} \subset S$ with size $S - D$ where $D$ is a variable that determines how many classes should be dropped. $P$ and $D$ are configurable hyper-parameters. The set $\mathcal{R}$ defines the permitted classes in the next $P$ iterations. The rows of the weight matrix $W$ which correspond to the subset of classes in $\mathcal{R}$ are selected to make a new matrix, $W^*$, which has the dimensions $(S - D, d)$, and the output of the resulting modification of Equation 7.3 $y^*$ has dimension $(S - D)$:

$$y^* = hW^*T$$  \hspace{1cm} (7.4)

After $P$ iterations, the process is repeated and a new proper subset is randomly selected, with the process continually repeated until training is completed (Figure 7.2).

This proposed method can be compared with a number of existing techniques in literature, in particular Dropout (Srivastava et al. 2014). DropClass essentially drops units in the output classification layer and synchronizes this with the data provided to the model, ensuring that no dropped classes are provided while the corresponding classification units are dropped.
The effectiveness of Dropout has been justified by the technique performing a continuous sampling of an exponential number of thinned networks throughout training and then taking an average of these at test time (Baldi and Sadowski 2014; Warde-Farley et al. 2014). As a result of this model averaging, Dropout has been shown to reduce over-fitting and generally improve performance (Srivastava et al. 2014), and has seen widespread adoption in many different applications of neural networks (Dahl et al. 2013; Variani et al. 2014; Y. Wang et al. 2017). Similar in its justification, DropClass is continuously sampling from a large number of different classification tasks on which the embedding generator $G$ must perform well, in theory making it agnostic to any one specific task or speaker distribution.

This technique also has some similarity to some techniques in the field of meta-learning for few-shot learning, specifically Model-Agnostic Meta Learning (MAML) (Finn et al. 2017) and the related technique Almost No Inner Loop (ANIL) (Raghu et al. 2020). MAML is a method for tackling few-shot learning problems by utilising two nested optimisation loops. The outer loop finds an initialisation for a network which can adapt to new tasks quickly, whilst the inner loop uses the initialisation from the outer loop and learns from a small number of examples from each desired task (referred to as the ‘support set’), performing a few gradient updates.

Raghu et al. (2020) found the strength of MAML lay in the quality of the initialisation found by the outer loop, with each task specific adaptation in the inner loop mostly reusing features already learned in the outer loop step. They proposed ANIL, which reduces the inner task-specific optimisation loop to only optimize the classification layer, or ‘head’, of a MAML-trained network. Similar to DropClass, ANIL makes a distinction between the part of the overall classification network which generates discriminative features (referred to as the ‘body’), and the classification head, which is more task specific. Raghu et al. (2020) also proposed the No Inner Loop (NIL) method, which uses the cosine similarity between the generated features of an unseen example to the generated features of a small number of known examples to weight the classification prediction. This use of cosine similarity to compare embeddings is extremely commonplace in speaker recognition (Hansen and Hasan 2015) and in practice, the inference step of the NIL technique is identical to a 1 to $N$ speaker identification set up, if one considers the utterances from the $N$ enrolment speakers to be the small number of labeled examples, the ‘support set’.

This similarity of the problems of the few-shot learning and speaker recognition tasks...
has influenced the proposal of DropClass, both of which aim to produce a ‘body’ that generates features applicable to a distribution of tasks (sub-set classification) rather than to a single task. However, DropClass does not perform the outer and inner loops found in MAML/ANIL which explicitly optimizes the network to be robust to additional gradient steps per sub-task. Instead, DropClass encourages performance on all tasks by continually randomizing the training objective, implicitly encouraging the generated features to perform well across subtasks. Despite this, exploring ANIL and MAML for speaker representation learning would be a natural extension to this work. This extension would be particularly interesting considering the experiments on the NIL method (cosine similarity scoring) from Raghu et al. (2020), specifically Table 5. They found that MAML and ANIL trained models significantly outperformed multi-class training models, where all possible classes were trained simultaneously. Considering the multi-class training paradigm is the most common approach to training deep speaker embedding extractors, there could well be gains to be found in adopting a meta-learning approach to training speaker embedding extractors.

### 7.3 Distribution Matching: DropAdapt

Returning to Figure 7.1, which displays the average class probability predicted for test set utterances compared to train, it can be seen that the test set predicted class distribution is significantly more imbalanced than the training set distribution. This observation can be interpreted in a number of ways. For example, it is well known that class imbalance is a significant impedance to performance in classification tasks (Buda et al. 2018), especially in cases in which training and inference have significantly different distributions. It is a natural extension to this that the performance of an embedding extracted from a classification network would degrade in performance in the same manner, which has been seen in the work of Huang et al. (2019) and Khan et al. (2017). In these works, they found cost sensitive training and oversampling methods to increase the performance of learned representations.

The second closely related interpretation and hypothesis is that the ‘low probability’ classes predicted by the model are in some way less important to the performance of the embeddings on the test set. These ‘low probability’ classes are suggested by the model’s predictions to be less likely to be present in the test set. This might imply that distinguishing between these specific classes is not as crucial to the end task as the
other classes are. Following from these interpretations, this technique, referred to as DropAdapt, works via dropping these low probability classes permanently to fine-tune a fully trained model, adapting the model to a test set and hopefully increasing performance. This is described in Algorithm 2. This method should be applied only to a fully or near fully trained model, as an accurate estimation of the training class occupation must be obtained first.

To ensure an accurate probability estimation of the test set throughout the fine-tuning, this ranking (and dropping) of the least probable classes can be performed periodically, meaning this technique is functionally similar to the DropClass method above, except that classes are removed permanently, and the dropping of classes is determined by the probability criterion $p_{\text{average}}$ instead of randomly.

A slight variation of this method explored in this work is referred to DropAdapt-Combine, in which instead of permanently removing these classes, all the low probability classes are combined into a single new class such that the examples belonging to the removed classes are not completely discarded.

This method can be compared to techniques in the fields of active learning and learning from small amounts of data, such as the Facility-Location and Disparity-Min models (Kaushal et al. 2019), which put heavy emphasis on selecting the right subset of examples in order to learn efficiently. These methods are typically used to capture the whole distribution of the desired dataset in as few examples as possible, encouraging a diverse and representative subset of examples. However, it is implied by Figure 7.1 that in this speaker embedding task, even if the whole training dataset were used, this may not be representative of the distribution found at test time. DropAdapt can be seen as a means of correcting this mismatch through subset selection for fine-tuning.

Buda et al. (2018) and Huang et al. (2019) found oversampling minority classes to be an effective strategy in improving performance for neural networks on imbalanced datasets. Viewing this problem as a dataset imbalance problem, DropAdapt could also be interpreted as a corrective oversampling strategy, training additionally on those classes which are retained to better match the target distribution.

This train-test distribution mismatch is also closely linked to the field of domain adaptation and the domain-shift problem (Patel et al. 2015). However, DropAdapt is primarily proposed as a means of adapting to a class/speaker distribution mismatch, as it
Result: Model tuned with DropAdapt

Given: Trained feature extractor $G(\mathbf{x}; \theta_G)$, trained $W$

Training set $D_{\text{train}}$

Unlabeled Test/enrolment utterances $D_{\text{enrol}}$

while not done do

Calculate all $p_{\text{average}}$ from $D_{\text{enrol}}$ (see Equation 7.1)

Rank classes by $p_{\text{average}}$

Select set of higher probability classes from $S$, dropping lowest probability $D$ classes → $R$

if Combine then

Assign all examples not in $R$ same class label in $D_{\text{train}}$

$W^* \leftarrow W[\text{Class rows in } R]$

else

$D_{\text{train}} \leftarrow D_{\text{train}}[\text{Examples from classes in } R]$

$W^* \leftarrow W[\text{Class rows in } R]$

end

$W \leftarrow W^*$

$S \leftarrow R$

for $P$ iterations do

Train $G(\mathbf{x}; \theta_G)$ and $W$ using $D_{\text{train}}$

end

Algorithm 2: DropAdapt method for adapting a deep feature extractor to a chosen dataset

is likely that $p_{\text{average}}$ is less informative the greater the domain mismatch. Combining domain adaptation techniques with DropAdapt could be an interesting extension to this work.

7.4 Experimental Setup

The following section details the experimental setup and the experiments performed utilising the proposed methods. All experimental code can be found online [1].

The primary task that these experiments attempted to improve performance on was that of speaker verification, specifically that on VoxCeleb 1 (Nagrani et al. 2017) and

[1] https://github.com/cvqluu/dropclass_speaker
Speakers In The Wild (SITW) core-core task (McLaren et al. 2016b). Although there exist several metrics to evaluate verification performance, which are typically chosen depending on the desired behaviour of a system, the primary metric explored here was the equal error rate (EER), as that is the primary metric for evaluation on VoxCeleb 1.

The training data used for all experiments was the VoxCeleb 2 development set (Chung et al. 2018), which features 5994 unique speakers. This was augmented in the standard Kaldi fashion with noise, music, babble and reverberation. The original x-vector architecture was used with very little modification, using Leaky ReLU instead of ReLU, with 30-dimensional MFCC features as inputs, and 512-dimensional embeddings. The main difference between this implementation and that of Snyder et al. (2018) was the use of the CosFace (H. Wang et al. 2018) angular penalty loss function instead of a traditional cross entropy loss. This classification transform also was applied directly to the embedding layer, unlike the original, which has an additional hidden layer between the embedding layer and the classification layer. This means that the simplified notation for the classifier $C$ following from equation 7.3 is an accurate representation of our model. All pairs of embeddings were $L2$ normalized and scored using cosine distance.

A batch size of 500 was used, with each example having 350 frames. Each batch had the same number of unique speakers as examples. Models were trained for 120,000 iterations, using SGD with a learning rate of 0.2 and momentum 0.5. The learning rate was halved at 60,000, 80,000, 90,000, and 110,000 steps. For DropAdapt fine-tuning, the learning rate was chosen to be the same as it was at the end of training the original model, and all the enrolment utterances were used to calculate $p_{\text{average}}$.

### 7.5 Results and Discussion

#### 7.5.1 DropClass Experiments

Our initial experiments investigated favourable settings of $P$ and $D$ for DropClass, and the results are shown in Figure 7.3, where the number of classes to drop was fixed at $D = 5000$ and the number of iterations $P$ was varied between 50 and 4,000, the latter being slightly over 1 epoch’s worth of data with the chosen batch size. It can be seen that improvements over the baseline are to be found more reliably at lower values of

---

2https://kaldi-asr.org/
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Figure 7.3: Comparison on the effect on EER of varying the number of iterations to run before re-selecting the class subset, fixed at dropping 5000/5994 training classes each period.

Figure 7.4: Comparison on the effect on EER of varying the number of classes to cycle out every 250 iterations.

$P$, with consistent performance improvements when $P < 1000$ for both VoxCeleb and SITW (dev). This is perhaps unsurprising, as a motivating factor for this technique was to train a network on many different permutations for robustness on a variety of tasks, and thus with a training budget for each model of 120,000 iterations, this is not a large number of permutations throughout training. As the value for $P$ increases, this may also increase the risk of incurring the phenomenon of catastrophic forgetting (Ganin et al. 2016; Goodfellow et al. 2015), an issue in which networks trained on a new task begin to degrade on the task that they previously were trained on.

From the previous experiment, choosing the best performing value of $P = 250$ across each dataset, the number of classes to drop $D$ was then varied from 1000 to 5000, shown in Figure 7.4. From this, we can see that for nearly all configurations of $D$, performance was improved on all datasets using DropClass over the baseline. Dropping approximately half the classes at $D=3000$ appeared to produce the best performance, although a more thorough exploration with different training data is likely required to ascertain if any heuristic exists for the selection of this value. However, from the previous experiments, it can be seen that for a suitably low value of $P$, DropClass can convey improvements over the baseline.
It may be surprising that rotating classes in this way of the output layer produces improved performance, but this performance benefit is more explainable when viewing DropClass as an extension of Dropout on the output layer, as mentioned above.

It is however important to note that a crucial component of this method is the use of the CosFace (H. Wang et al. 2018) angular penalty loss, with Table 7.1 showing a comparison of the effect that changing the loss function had on the improvement that DropClass produced on VoxCeleb. A more in-depth analysis on how each loss function changes with the permutations of each subset of classes is required.

### 7.5.2 DropAdapt Experiments

Table 7.2 displays the relative improvement in EER from utilising the DropAdapt and DropAdapt-Combine method, using either the enrolment speakers from VoxCeleb 1 or SITW (dev) to choose which speakers to drop. The starting point was a standard classification trained baseline. Models were trained on a budget of 30,000 iterations, and one configuration for $D$ and $P$ was tested. Also compared were the following control experiments: The baseline but trained additionally for the same number of iterations as DropAdapt, Drop-Random, which drops random classes permanently, ignoring the $p_{\text{average}}$ score, and Drop Only Data, which removes the low probability classes from the training data, but does not remove the relevant rows in the final weight matrix, bypassing the use of $W^*$ in Equation 7.4.

Compared to the baseline and control experiments, both DropAdapt and DropAdapt-Combine show strong performance gains on VoxCeleb. The 2.63% EER on VoxCeleb is particularly impressive when compared to other works which use similar or larger network architectures and more training data and achieve > 3% EER (Okabe et al. 2018; Xie et al. 2019). The improvements over the baseline on SITW however are more modest, with DropClass trained models and ‘Drop Only Data’ outperforming the DropAdapt models.

An interesting observation is the fact that dropping only the data improved performance on VoxCeleb, but not as much as the DropAdapt methods. As discussed in section 7.3, DropAdapt can be viewed as a form of corrective oversampling of targeted classes, with oversampling techniques having been shown to improve performance in imbalanced data scenarios (Huang et al. 2019; Khan et al. 2017). From this, we can see that for the within-domain data, some of the benefit of DropClass is gained from only
fine-tuning via oversampling, but this benefit is increased further by also dropping the classes from the output layer. Conversely, for the out-of-domain SITW dataset, dropping only the classes from the data performed the best. We hypothesize that the reduced effectiveness of DropAdapt in this case may be due to the technique having to adapt to not only a new speaker distribution, but also a new domain. Further exploration combining DropAdapt with traditional domain adaptation techniques is left for future work.

In addition, more experimentation on the configurations of $P$ and $D$ could be explored, as it may be possible for example that the iterative dropping of classes is not necessary, and that the initial probability estimation is suitable. Furthermore, the most obvious extension left for future work is to use both DropClass and DropAdapt in conjunction, as both have been shown to provide performance increases in parallel.

Following up on the hypothesis presented in section 7.3 that the imbalanced distribution of $p_{\text{average}}$ on the test set may be an indicator of train-test mismatch and thus incurring performance loss, Figure 7.5 shows the EER and the KL divergence ($D_{KL}(p||U)$) from the VoxCeleb test set $p_{\text{average}}$ to the uniform distribution as the DropAdapt-Combine model is trained. As we can see from the figure, while the EER decreases, the distribution of $p_{\text{average}}$ also gets closer to the uniform distribution. Whilst there appears to be a correlation, this is likely not a strongly linked pair of observations, in that we can easily break this relationship by training only the final affine matrix $W$ and freezing the embedding extractor to provide more favourable class weightings for $p_{\text{average}}$. However, in the case of DropAdapt, the decreasing $D_{KL}(p||U)$ may indicate that a favourable change in the extracted representations is occurring. This could be useful as a stopping criterion for cases in which adaptation data has no labels at all.

### 7.6 Summary

In this chapter we presented the DropClass and DropAdapt methods for training and fine-tuning deep speaker embeddings. Both methods are based around the notion of dropping classes from the final classification output layer while also withholding examples belonging to those same classes. Drawing inspiration from Dropout and meta-learning, DropClass is a method that drops classes randomly and periodically throughout training such that a model is trained on a large number of different classification objectives for subsets of the training classes as opposed to classifying on the full set of
Table 7.1: EER values on VoxCeleb 1 for using DropClass ($P=250$, $D=3000$) or not with different angular penalty loss functions, all with the paper recommended settings of hyper-parameters.

<table>
<thead>
<tr>
<th>Loss Function</th>
<th>Baseline (VoxCeleb)</th>
<th>DropClass (VoxCeleb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Softmax</td>
<td>5.89%</td>
<td>6.25%</td>
</tr>
<tr>
<td>CosFace [2018]</td>
<td><strong>3.04%</strong></td>
<td><strong>2.80%</strong></td>
</tr>
<tr>
<td>SphereFace [2017]</td>
<td>3.92%</td>
<td>4.76%</td>
</tr>
<tr>
<td>ArcFace [2018]</td>
<td>3.19%</td>
<td>3.08%</td>
</tr>
<tr>
<td>AdaCos [2019]</td>
<td>3.24%</td>
<td>3.81%</td>
</tr>
</tbody>
</table>

| Table 7.2: Relative improvement in EER from using DropAdapt and DropAdapt-Combine (DropAdapt-C) on the VoxCeleb 1 and SITW datasets on a budget of 30,000 iterations. |

<table>
<thead>
<tr>
<th>Method</th>
<th>EER</th>
<th>Rel Impr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (VoxCeleb)</td>
<td>3.04%</td>
<td>-</td>
</tr>
<tr>
<td>Baseline (More iterations)</td>
<td>3.06%</td>
<td>-0.7%</td>
</tr>
<tr>
<td>Drop Random ($D=500$, $P=5000$)</td>
<td>3.08%</td>
<td>-1.3%</td>
</tr>
<tr>
<td>Drop Only Data ($D=500$, $P=5000$)</td>
<td>2.86%</td>
<td>5.9%</td>
</tr>
<tr>
<td>DropAdapt ($D=500$, $P=5000$)</td>
<td>2.68%</td>
<td>11.8%</td>
</tr>
<tr>
<td>DropAdapt-C ($D=500$, $P=5000$)</td>
<td><strong>2.64%</strong></td>
<td><strong>13.2%</strong></td>
</tr>
<tr>
<td>Baseline (SITW)</td>
<td>3.55%</td>
<td>-</td>
</tr>
<tr>
<td>Baseline (More iterations)</td>
<td>3.61%</td>
<td>-1.7%</td>
</tr>
<tr>
<td>Drop-Random ($D=500$, $P=5000$)</td>
<td>3.73%</td>
<td>-5.1%</td>
</tr>
<tr>
<td>Drop Only Data ($D=500$, $P=5000$)</td>
<td><strong>3.31%</strong></td>
<td><strong>6.7%</strong></td>
</tr>
<tr>
<td>DropAdapt ($D=500$, $P=5000$)</td>
<td>3.47%</td>
<td>2.3%</td>
</tr>
<tr>
<td>DropAdapt-C ($D=500$, $P=5000$)</td>
<td>3.39%</td>
<td>4.5%</td>
</tr>
</tbody>
</table>

We argue that this can lead to an embedding space that is more robust to different speaker distributions, although further testing with different sampled train and test portions would verify this more concretely. We also show that in conjunction with the CosFace [2018] loss function, DropClass can improve verification performance on the VoxCeleb and SITW core-core tasks.

We present the mismatch in speaker distribution between train and test as a potential...
reason for reduced performance in verification, and propose DropAdapt as a means of alleviating this. DropAdapt is a method which can adapt a trained model to a target dataset with unknown speakers in an unsupervised manner. This is achieved by calculating the average predicted probability of each training class with the adaptation data as input. From these predictions, the model is fine-tuned by dropping the low probability classes and training for more iterations, focusing on the classes which the model has predicted to be presented in the adaptation dataset. This is not unlike traditional oversampling techniques. Applying DropAdapt to VoxCeleb leads to a large improvement over the baseline, with DropAdapt also outperforming simply oversampling the same classes, suggesting it may be an effective strategy in adapting to a different class distribution than what was seen during training. We also show empirically that as the class distribution mismatch is corrected during DropAdapt, so too does the verification performance increase.
The main downside of this method is the computational cost of training the whole network for more steps in order to adapt to data, so it may be interesting to explore if a simpler and more computationally inexpensive transformation could be learned to apply to the feature space. This would not be dissimilar to other feature space domain adaptation techniques, such as in the work of Swietojanski and Renals (2014), which, for the purpose of ASR, learns to re-weight hidden activations based on speaker-dependent parameters. It may be possible to extend this idea to re-weight activations in the embedding network based on an observed speaker distribution, as opposed to a specific speaker.
Chapter 8

Conclusions and Future Work

8.1 Summary

In this thesis, we explored how different sources of variability in deep speaker embeddings can be influenced for speaker verification and diarization.

In Chapter 4 we proposed a method for encouraging channel invariance at the recording level, utilising adversarial training. In comparison to previous work utilising adversarial techniques for robust deep speaker embeddings, our method does not require environment labels or annotations about the channel information, while also providing a finer-grained adversarial objective than approaches which use environment labels or dataset labels. Our method instead compares pairs of same-speaker utterances using the adversarial discriminator, classifying whether or not the pair belong to the same recording, thus suppressing channel information via the adversarial loss term. We showed via experiments on the VoxCeleb and CALLHOME datasets that our proposed method yielded improved performance over both a standard baseline along with a dataset-adversarial approach. This performance increase was particularly notable in scenarios in which channel information was a nuisance factor - namely diarization, and verification of pairs within a recording.

Furthermore, in Chapter 5 we used multi-task learning to explicitly encourage the deep speaker embedding extractors to encode speaker attribute-related information. Here, we supplemented the standard speaker classification task with speaker attribute classification tasks, performing nationality and age classification simultaneously with speaker classification. The motivation for doing so was to have the speaker embedding space
encode sources of variability that we know to be speaker identity related, and thus should generalise to unseen data. This is in contrast to a speaker embedding factor like channel information, which we showed before to not generalise in certain scenarios. On the VoxCeleb and SCOTUS datasets, we improved verification and diarization performance by adding the nationality and age classification tasks, with larger relative gains found when fine-tuning to new domains.

We also explored how, for the purposes of obtaining disentangled representations, speaker embedding factors can be manipulated by utilising the adversarial and multi-task learning techniques. In this Chapter (6), we showed how pairs of classifiers and discriminators acting on complementary dimensions of the speaker embedding could be used to isolate specific aspects of speaker identity in chosen dimensions of the speaker embedding. In order to validate the disentanglement, we visualised the embedding space and found that for gender, our method greatly reduced the separability of these classes when removing the appropriate dimension. We further validated disentanglement for gender and nationality information by training external classifiers on the embeddings, finding that the probe classifiers were unable to outperform always picking a specific class, thus implying that our disentanglement was successful. These disentangled embeddings were also used to explore how much gender, age and nationality contribute to speaker embedding separability. In this exploration, we found that gender was a significant attribute in embedding separability for the VoxCeleb test set, while nationality also contributed to a lesser degree. We concluded that the choice of test set affects attribute contributions to separability greatly, as the male dominated SCOTUS corpus did not degrade in performance as much as VoxCeleb when removing gender information.

Chapter 7 looked at how to mitigate potential mismatches in the speaker distribution seen at train versus at evaluation time. Here, we proposed two methods relying on dropping classes from the output layer in order to induce distribution robustness or to provide a means of adapting to a different speaker distribution in an unsupervised manner. Here, we argued that our adaptation method works by emphasising the important aspects of variability. Both methods showed improvements for verification and diarization, with the adaptation method showing large relative gains.

Overall, several areas relating to the sources of variability in deep speaker embeddings were explored, finding that manipulating these factors for a desired task was often a productive approach.
While each approach explored in each chapter has its merits, they may have particular circumstances where they should or shouldn’t be applied. One interesting use of speaker embeddings is for text-to-speech (TTS) synthesis (Jia et al. 2019), where speaker embeddings are used to encapsulate speaker identity for later synthesis, potentially synthesising a new speaker from only a single utterance (and a single embedding). With this usage of speaker embeddings, it is possible to envisage use-cases where different sources of variability may indeed be desirable. For example, a user may want a TTS system to produce the same recording characteristics of a reference utterance, and thus adversarially suppressing this information would be counterproductive. On the other hand, the disentanglement of speaker attributes may be very desirable with TTS or voice conversion (Ding and Gutierrez-Osuna 2019), since transferring or modifying particular speaker attributes may enable extra functionality. Here, the decreased verification and recognition performance incurred from adversarial disentanglement may be offset by the benefits of controllable of attributes.

Even without disentanglement, it is possible that the embeddings trained with speaker attribute tasks also provide some benefit by having the embedding space explicitly able to describe age and nationality, and this is an area which warrants further investigation.

## 8.2 Future work

In the previous chapters, we outlined how speaker embedding factors can be manipulated in order to better serve downstream tasks. This section will outline ideas and areas which could improve our understanding of representation learning for the human voice, or lead to further improvements for recognition tasks.

### 8.2.1 Speaker distribution adaptation

In the case of speaker distribution adaptation (Chapter 7), we think that it would be worth exploring whether it is possible to perform a computationally cheaper form of speaker distribution adaptation, avoiding using gradient descent to adapt the model. We would look to do so by incorporating ideas from the fields of speaker adaptation for ASR (Li and Sim 2010, Klejch 2020). For example, some ASR acoustic models use additional features, such as $i$-vectors (Saon et al. 2013) or $x$-vectors (Rownicka et al. 2019) in order to inform the acoustic models about target speaker and channel characteristics (these acoustic models are trying to predict phonetic information). By
informing the models of the speaker characteristics, they are better able to contextualise phonetic information. We believe a similar approach may be possible when adapting speaker embedding extractors to different speaker distributions. As we were able to show that fine-tuning on training set speakers (which did not involve any test set labels) improved performance on the test set, perhaps it is possible to learn how to adapt our embedding extractor without the need for more gradient descent steps.

For example, if we can train a model to encode information about the target speaker distribution, perhaps this can be used to transform the embedding space, such that target speaker distribution is more discriminative in this representation. There are a number of ways we could approach this, but to start with, it may be interesting to see if we could train a separate neural network to adapt to new speaker distributions by learning a non-linear transformation of the speaker embedding space. We could do this by randomly sampling a subset of speakers, and then optimizing the adaptation network to learn a transformation that increases separability in context of that subset. This would be a meta-learner that learns to adapt the learned representation (Klejch 2020).

Another idea is to borrow from the work of Swietojanski and Renals (2014), which learns to re-weight hidden units based on speaker-dependent parameters for ASR (LHUC). Instead of using a separate adaptation model, we would instead train our model to always be appropriate for a given speaker distribution, re-weighting based on the current distribution.

8.2.2 Disentanglement

8.2.2.1 Unsupervised Disentanglement

In Chapter 6, we looked at the disentanglement of speaker attributes using a combination of multi-task learning and adversarial training. However, our method relies on the web-scraped attribute labels we acquired. In the literature for disentangled representations, a common goal is to be able to obtain disentanglement in an unsupervised manner, meaning without additional labels (Higgins et al. 2018b; Kim and Mnih 2019; Burns et al. 2021).

While we were able to show disentanglement for our method, which has the benefit of being controllable with regards to dimension and attribute, it would be interesting to pursue an unsupervised approach, instead leveraging the labels we have collected in
order to measure the disentanglement of different unsupervised approaches. Notably, Higgins et al. (2018b) proposed a disentanglement metric based on ground truth latent factors for vision and human faces. To our knowledge, the same exploration has not been performed for speaker embeddings, most likely due to the lack of labels for such attributes.

### 8.2.2.2 Downstream applications for disentangled representations

As mentioned previously, disentangled representations have clear advantages and applications in cases like protecting privacy of sensitive attributes. However, disentanglement, as a property, has also shown to be beneficial for transfer learning tasks in visual embeddings, such as in the work of van Steenkiste et al. (2020), where they found that disentangled visual representations do indeed improve downstream abstract visual reasoning tasks. The downstream usage for disentangled speaker representations may be less clear, but there are indeed several applications that this could be tested on.

As mentioned above, some speaker adaptive acoustic model architectures rely on using speaker embeddings as auxiliary factors to enable them to better inform predicting phonetic information (Klejch 2020). Exploring how disentangled speaker representations and speaker adaptive ASR interact is certainly worth pursuing.

Furthermore, the task of voice conversion, changing the identity of input speech and synthesising that into a new voice, often also makes use of speaker embeddings (Dod-dipatla et al. 2017; Williams et al. 2020). Having controllable disentangled features, such as accent, age, or gender would be a useful application of the disentangled speaker embeddings.


Huang, Chen, Yining Li, Chen Change Loy, and Xiaou Tang (Apr. 29, 2019). Deep Imbalanced Learning for Face Recognition and Attribute Prediction. DOI: 10.485


URL: [https://doi.org/10.1177/001316445701700204](https://doi.org/10.1177/001316445701700204).


