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Abstract

In modern artificial intelligence research, frequently there is little emphasis on mathematical certainty; results are often shown by experimentation, and understanding precisely why a particular method works, or the guarantees that they will be effective, is often constrained to speculation and discussion.

Formal mathematics via theorem proving brings a precision of explanation and certainty that can be missing in this field. We present work that applies the benefits of formal mathematics to two different fields of artificial intelligence, in two different ways.

Using the Isabelle theorem prover, we formalise Markov Decision Processes (MDPs) with rewards, fundamental to reinforcement learning, and use this as the basis for a formalisation of Q learning, a significant reinforcement learning algorithm. Q learning attempts to learn the reward function of an unknown MDP by estimation, correcting its estimates as it navigates the MDP repeatedly. We also formalise the Dvoretzky Stochastic Approximation theorem, a result fundamental to many stochastic processes. It is especially relevant to our work as it is necessary to prove that (given certain assumptions) the estimates of the Q learning algorithm converge to the true values of the reward function.

Secondly, we use theorem proving to integrate a formalised logical system with deep learning, into a neurosymbolic process. We formalise Linear Temporal Logic over finite paths (LTL$_f$), and develop a loss function (and its derivative) over it that returns a real value corresponding to the satisfaction of a given LTL$_f$ constraint over a given path. We prove that this is sound with respect to the semantics of LTL$_f$. We use the code generation capabilities of Isabelle to then integrate this into a PyTorch deep learning process designed to learn trajectories. Lastly, we demonstrate experimentally that we can use the resulting neurosymbolic process to learn using LTL$_f$ constraints on the trajectories as well as by imitation of a demonstrator.
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Chapter 1

Introduction

In modern artificial intelligence research, frequently there is little emphasis on mathematical certainty in engineering new approaches. Experimentation is typically how a successful algorithm is demonstrated, with little effort in rigorously proving its effectiveness. Understanding precisely why a particular method works, or the certainty that they will be effective, is often constrained to speculation and discussion [87]. Indeed, it has been argued that artificial intelligence is best viewed as an empirical science, where experiment rather than deduction is key to verification of results [142]. This leads to the potential for doubt over results, especially if high stochasticity is part of an algorithm or the source code is unavailable, leading to an inability to reproduce the results and a lack of verifiability [60, 97, 54].

This mathematical understanding was present in the early days of the development of artificial intelligence: for example, the development of the artificial neuron in 1943 was accompanied by ample mathematical background [104]. It is understandable, though, that the empirically verifiable effectiveness of modern approaches may have led to a reduced priority on the mathematical understanding of that effectiveness.

Formal mathematics and theorem proving brings with it a certainty in their correctness that can be missing in this field, even from pen-and-paper mathematical proofs. One of the primary purposes of formalising mathematics in the early 19th and 20th centuries was to bring an increased certainty [55, 58]. Informal – a word we use here merely to mean “not expressed using formal language and methods” – pen-and-paper proofs are arguments intended to persuade experts that their theorems must be true. But even now experts disagree on the validity of certain proofs, sometimes due to increasingly specialised mathematics, and sometimes due to a lack of trust in certain methods (i.e. geometric proofs) [159]. This occurs even on important mathematical
issues, where experts in the field can disagree (for example, Mochizuki’s proof of the \textit{abc} conjecture) [1].

Formal mathematics tries to increase the certainty in results by formalising both the language those results are expressed in, and the methods by which inferences can be made. By “formalising” here, we mean using a symbolic language with very strict syntactic rules for inference, each reflecting logical arguments that are nearly universally acceptable. By allowing inferences to proceed only by these means, any theorem proved in this way carries significantly greater certainty than an informal proof, as we discuss in Section 1.1.

Additionally, results proven this way can reliably be re-used to develop further proofs. Thus, the development of mathematics can follow the same path, building a chain of results none of whose certainty is in doubt.

1.1 Formal mathematics and logic

Logical reasoning is the process of finding conclusions, from a set of given premises, in such a way that the truth of those conclusions cannot be in doubt without doubting the premises. This distinguishes it from other kinds of reasoning, based on experiences or beliefs, where there is room for doubt in one’s conclusions.

Valid logical reasoning preserves the truth of its premises, and in this way underlies mathematics. A mathematical proof is an argument – a social task to convince the reader that its conclusion cannot be in doubt – and a successful proof persuades using the tools of logic. Informal mathematical proofs, though, can be flawed, and mathematical history has examples of proofs that were persuasive but ultimately invalid. For example, there are several claimed proofs of the four colour theorem that turned out to be false [44].

The aim of using formal logic to arrive at a proof is to eliminate the risk of flaws by expressing statements in a formal language and restricting reasoning to a limited number of formal logical steps. For example, instead of saying “it will either rain or be sunny tomorrow, but not both; it will be sunny tomorrow; therefore it will not rain tomorrow”, one might say something like:
Here, $P$ means “it will rain tomorrow”, $Q$ means “it will be sunny tomorrow”, $P \oplus Q$ means “either $P$ or $Q$, but not both”, $\therefore$ means “therefore” and $\neg$ means “not”. It should be apparent that if we replace the meaning of $P$ and $Q$ with anything else, and the premises remain true, that the conclusions also remain true. This represents a valid argument, then, that preserves the truth of its premises.

Each rule of inference used in formal logic represents a valid argument, and if we keep the set of such rules small, anyone should be able to go over them all and trust that any argument constructed with such rules must be valid. These rules are defined by their syntax, whereby simply having a collection of symbols in a particular form is sufficient to allow the rule to be carried out. While they are syntactical, though, each rule represents a real, semantic argument that can be accepted by the reader through an understanding of the meaning assigned to each symbol used.

By presenting an argument in such a form, it becomes very difficult to deny its truth, unless one can assert the falsehood of one of the premises. The argument is more certain than an informal proof, that often leaves things unsaid in context, relying on prior knowledge, and not being explicit about assumptions that may actually be necessary.

We can prove the soundness of formal mathematical systems against known sets of axioms in mathematics: for example, we can show that if the system used by the theorem prover HOL Light [57] (HOL here means higher order logic, a system of formal logic used by the theorem prover that we will discuss shortly below) is inconsistent (meaning that it can produce a logical contradiction), then Zermelo–Fraenkel set theory with the axiom of choice (ZFC) must be also [55]. This means that anyone who can accept the axioms of ZFC – widely accepted in the mathematical community – should logically accept a proof written in HOL Light.

Two mathematicians might both accept the ZFC axioms but disagree over an informal written proof, due to differing levels of expertise on the subject matter, or differing acceptance of some unstated axiom used within it. However, they cannot reasonably doubt the same proof presented in a formal fashion, provably sound with respect to ZFC, without doubting the explicit premises. This is what we mean when we talk
about increasing certainty.

Using a very small kernel of logical rules to write formal proofs can both be laborious and lead to proofs of thousands of lines that are nearly unreadable. In fact, one of the earliest attempts to formalise mathematics in the *Principia Mathematica* suffered from exactly this problem [165].

Computers can interpret lengthy formal proofs rather easily, by simply checking that the rules of inference – remember, these are rules of syntax, ideally suited for computerised checking – are being followed properly. Even the lengthiest formal proof can be confirmed by computer (if it has sufficient storage and memory), such as the formal sections of the original complete proof of the four colour theorem (while large portions were necessarily and laboriously formalised, it retained some pen-and-paper elements), but it may remain opaque to human mathematicians [5].

To make the process both easier and also more likely to result in readable proofs, we use computer software in the form of interactive theorem provers. These can collect proofs in lemmas, to make them easier to refer to later, and simplify the writing of a proof without compromising the strict adherence to the formal logical system being used, by aggregating the logical steps involved and thus, simplifying the presentation of the proof. Proofs become easier to write, more interpretable by humans and can bring insight in the same way as an informal proof. Such systems allowed Gonthier to finish a fully formal version of the four colour theorem that is more readable than the formal portions of the original proof [49].

There are several theorem proving systems in use today – we have mentioned HOL Light above, for example. Common contemporary theorem provers are Coq[19] and Isabelle[114]. Each has differences in its approach to logic, its syntax, and how proof structures are written within it.

Throughout our work, we use the Isabelle theorem prover, because of its extensive libraries and readable, natural proof-style. We go over the syntax of Isabelle at length in Section 2.2, but here we present our reasons for selecting it over the most likely alternative, Coq, before discussing its logical and historical foundations.

Coq is comparable to Isabelle, in many ways, with large libraries representing different areas of mathematics. The chief differences are the lack of support for a backward proof method (where one can state explicit goals as one proceeds through a proof, resulting in increased readability and a more natural approach to proof for those from a mathematical background) and that Coq uses intuitionist logic rather than propositional logic at its core, preventing the use of the axiom of excluded middle. Addi-
1.1. Formal mathematics and logic

Coq’s limited support for mathematical notation makes its proofs slightly less readable [169]. These properties made Isabelle our choice of theorem prover for this work.

Isabelle was developed from the Logic for Computable Functions (LCF) theorem prover developed in Stanford and Edinburgh by Milner [106]. It has as its core, a weak type theory (a system of classifying terms into types with operations associated with each) used as a meta-logic to implement other logical systems. The LCF approach has theorems as terms of a particular abstract type with operations corresponding to the rules of inference. Once proven, a proof (which may be lengthy and complicated) does not need to be retained in memory for the associated theorem to be trusted for later use. This makes working with lengthy proofs that build upon each other much more practical.

For our work in Isabelle, we used higher order logic (HOL) as our logical system, which underpins the majority of Isabelle projects. Higher order logic is a type-theory based system of logic, which is more fully described in Paulson’s overview of it for Isabelle [116]. First order logic allows us to express quantifiers over individuals – for example, “∀\(n. P n\)” means “\(P n\) is true for all \(n\)”.

Second order logic extends those quantifiers over sets – for example, “∀\(n \in A\)” means “for all \(n\) in set \(A\)”. Higher order logics extends that scope arbitrarily to sets of sets, and so on.

An important notion in HOL is that we do only make conservative extensions to existing material by adding new definitions rather than new axioms. In this way, inconsistency cannot be introduced. In Isabelle, there is a concept called “locales” (discussed in more detail in Section 2.2), by which new axioms can be introduced, but these axioms are restricted to the locale: thus, any potential inconsistency is likewise restricted.

There are extensive libraries for Isabelle/HOL covering a wide variety of mathematical fields, which was our primary reason for picking this tool. Secondarily, Isabelle’s declarative style of proof leads to much more readable proofs: it builds forwards towards the proof’s goal rather than backward from it. This style is much more natural to read and more typical of the informal mathematical process.

Additionally, Isabelle has a proven track record in formal verification of software and mathematical theorems. For example, the operating system kernel for seL4 was formally verified using Isabelle, and a number of bugs uncovered via this process [78]. This demonstrates that theorem proving techniques (using Isabelle) can find problems even in complicated systems and verify when they have been fixed.
**1.2 Reinforcement learning and deep learning – a brief overview**

Reinforcement learning and deep learning are two approaches to artificial intelligence that have enjoyed substantial success in recent times as public awareness of artificial intelligence has grown [40]. Deep learning, especially, is a technique at the heart of much of what the public recognises as artificial intelligence. However, reinforcement learning, too, is increasingly at the forefront of public awareness of artificial intelligence with technologies like AlphaGo, the system that famously was able to outplay the world’s best Go player [140, 141]. AlphaGo combines deep learning and reinforcement learning techniques (along with symbolic learning techniques), as most reinforcement learning systems that deal with large state spaces do, but reinforcement learning is key to its performance. As these two methods are key to this work, and as both are so critical in the modern world, a brief overview of both is needed.

Deep learning began with the development of the artificial neuron in 1943 by McCulloch and Pitts [104]. The artificial neuron was later implemented as the perceptron by Rosenblatt[129], and the artificial neuron, with modifications, is at the core of deep learning and artificial neural networks today.

The perceptron is an algorithm that takes in numerical inputs, weighting each in a sum, then outputs the total through an “activation function” (originally, the Heaviside step function which returns “1” for positive inputs and “0” for all others). This final output is taken as the result of the algorithm. For example, if a perceptron is attempting to classify toddlers versus dogs, an output of “0” might represent a toddler, and of “1”, a dog.

For the toddlers versus dogs example, the perceptron might have inputs of an entity’s size, speed, volume of body hair, and the number of words it speaks per day. Each input is weighted by some value – from a human perspective, we know that if any words at all are spoken, chances are fairly good one is dealing with a toddler instead of a dog, so the weight associated with that input, given our prior knowledge, might be a large negative value, forcing the output to be negative. However, a perceptron has no knowledge, in the human sense, that dogs don’t speak: it has no information about the world, except as represented by the weights it associates with each input.

So how does the perceptron learn and improve its ability to classify toddlers versus dogs? It is supplied with training data; a set of inputs, each associated with the correct output. For each piece of training data, it carries out its calculation. If the result is
incorrect, the weights for each piece of input data are slightly adjusted to correct for the error. Repeat this process many times, with many pieces of training data, and its ability to use its inputs to classify toddlers versus dogs will improve, assuming the training data is sufficiently general to represent the underlying problem.

There are many statistical means of attempting classification of data, and deep learning can be seen simply as one of these. However, its ability to “learn” and improve its own performance, and its ability to succeed with general types of data with no prior estimates of distributions, means that it has stood out.

In fact, the perceptron convergence theorem mathematically proves that if a set of data is linearly separable (in our example, if all toddlers spoke and no dogs did), a perceptron is guaranteed to learn how to correctly classify them in some finite time given sufficient training data [110].

However, most classification problems are substantially more complicated than linearly separable pieces of data. The perceptron cannot help with these; at least not by itself. Once combined with other artificial neurons, though, each taking in inputs, weighting and summing them, producing an output, then passing that on to some other neuron in a new layer, we have an artificial neural network. If that network has layers sandwiched between the input layer and output layer then we have deep learning.

We know that such a network can in theory accurately approximate many more complicated functions thanks to the universal approximation theorem [68]. But there is no general mathematical proof that a neural network is guaranteed to converge to an approximation for a given function through its learning process. Experimentation shows that under a wide variety of circumstances, neural networks can learn to approximate a wide variety of arbitrary functions. The mathematics of deep learning are not well-understood in the sense that we cannot generally mathematically verify the behaviour of a deep learning process except by running it. From the outside, they are commonly thought of as black boxes: inputs are passed in one end, and outputs come out of the other, but the interior is difficult to mathematically grasp.

There are issues with the learning process carried out by deep learning networks. In particular, they can take a substantial length of time to learn, especially when dealing with a complicated process. This can require very large volumes of training data, something that is not always practical to collect. Whilst learning, errors are likely, and if we are dealing with some safety-critical process, that can be dangerous. Deciding when such a system has learned enough to be safe is not a trivial task. The training data used to train a deep learning network might not be a good representation of the
underlying problem and this can be difficult to detect. This can lead to unanticipated problems with fairness of outcomes that rely upon the network [105].

Coupled with this are issues of reproducibility in deep learning research: as discussed above, results are typically shown by experiment rather than being proven, and these experiments may not be easily reproduced. Missing or incomplete source code, training data (which may not be shareable for privacy or financial reasons), unreported hyperparameter tuning and the randomness of what can be a random process all contribute to difficulties in reproducing results [97]. If an experiment cannot be reproduced, trust in the veracity of the reported results is inevitably weakened. This lack of trust can delay life-saving development in critical areas, such as medicine [54].

Part of the solution here, of course, is transparency in publishing results: making training data, source code, and hyperparameters available. But another component to the solution could be to introduce mathematical proof of new developments, ideally formally verified.

Moving on to reinforcement learning, this is a set of related approaches to problem solving whereby a reward is provided when negotiating a particular environment, and the goal is to maximise this reward by learning the best choice of action to take in each state – the optimal policy [147].

In reinforcement learning, an agent takes actions in an environment that it may be able to perceive only partially. These actions cause the agent to transition into new states within the environment, and to receive numerically valued rewards, as illustrated in Figure 1.1. The goal of the agent is to maximise the reward received over the total time the agent runs – not just at its current state. Many problems can be framed in this way, from game-playing [140, 141, 139, 90], through finance [9, 81, 94], to robot control systems [144, 79, 27].

The roots of the reinforcement learning approach were laid by approaches to optimal control theory and dynamic programming from the 1950s, in particular by Bellman[17], as discussed in Chapter 2. Here, though, there was no concept of learning the best policy for negotiating an environment, but simply proving that an optimal policy existed and computing it.

The idea of learning such an optimal policy by interacting with the environment via a process of trial and error originates from psychology and animal psychology. The notion first found expression in Edward Thorndike’s “Law of Effect” [151], a means of stating that discomfort discouraged associated animal behaviours, while rewards reinforced them. This notion is a precursor to the idea of reinforcement learning as a
1.2. Reinforcement learning and deep learning – a brief overview
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Figure 1.1: A simple illustration of the reinforcement learning process. Here, $a_t$ is the action taken, $r_t$ is the reward earned, and $s_t$ is the state of the environment at time $t$.

An important difference between reinforcement learning and deep learning is that normally reinforcement learning requires no training data. The agent learns solely by exploring the environment and seeking to maximise its reward. Thus, it is suited for particular kinds of learning, where outcomes can be quantified and more positive outcomes associated with larger quantities.

Another important distinction, is that for simpler reinforcement learning systems, the mathematics are well-understood and informally proven. There is ample mathematical literature on the fundamentals of reinforcement learning, as we will discuss in Chapter 2 and 3. However, the mathematical background again is often ignored in reinforcement learning research in favour of experimentation to verify results.

The reinforcement learning process is fundamentally stochastic in several ways. Firstly, the agent’s exploration of the environment is typically done with an element of random choice. Secondly, an action transitions the agent into a state determined probabilistically. These two factors contribute to a difficulty in reproducing experiments with similar challenges as for deep learning – lack of source code and hyperparameter information [60].

By formalising the mathematics underlying reinforcement learning, modelling reinforcement learning systems could be made easier, and thus the mathematical underpinnings of some modification or algorithm more easily evaluated and used to build trust in the results. Ideally, this would lead to a greater confidence in novel research backed (in whole or in part) by mathematical proof.

It’s important to recognise that the two approaches to learning can be combined. One such common approach recently is deep reinforcement learning, where a deep
learning network estimates the rewards, typically where the state space is very large [149]. The deep learning process can introduce more uncertainty given its black box nature, but the power of such systems to learn how to maximise reward in more complicated environments has been established.

1.3 Formal verification of modern AI

In this section, we will discuss work carried out in recent years on formal verification of deep and reinforcement learning. Little of this work has been done using formal theorem proving: we will discuss existing work in this specific area that is directly related to our own work in Chapters 2, and 3 and work that is unrelated to our own directly below in section 1.3.3.

We will discuss formal methods applied to deep learning and reinforcement learning separately. While reinforcement learning methods involving a large state-space often use deep learning methods to assist their understanding of similarities within the state-space, the fundamental learning process remains quite distinct from that of a deep learning process. In both cases, formal verification is very rarely general, typically being intended to work with a subset of methods or domains.

Moving to deep learning first, it is important first to clarify what is being formally verified. Typically, a deep learning process learns using a large volume of training data, and is used after this training is complete. Most formal verification methods focus on verifying a trained neural network and its behaviour.

Beginning with those methods that verify trained neural networks, we must ask ourselves what verification of a neural network means. Work by Kurd and Kelly put forward a large set of goals for verification [85] of neural networks. The majority of verification work on neural networks focuses on goal G4: establishing that the neural network can robustly handle faulty input. This can be interpreted as input that is not designed to be handled by the neural network, or input that is in some ways distorted from the input that the neural network is designed to handle. Some work also focuses on goal G5: ensuring that the output of the neural network is not hazardous. This might be interpreted as ensuring output falls within a guaranteed safe or correct range.
1.3.1 Adversarial inputs and robustness

The idea of faulty input from Kurd and Kelly was shown to be important in the work of Szegedy et al [148]. They were able to formally show that adversarial examples exist near successfully handled inputs for a neural network. This laid the groundwork for many of the attempts to use these adversarial examples to train a neural network to avoid input problems and thus verify property G4 from Kurd and Kelly’s work.

This discovery was re-examined by Goodfellow, Shlens and Szegedy [50], who concluded that the existence of adversarial inputs near to properly classified inputs was inherent to the linear nature of neural networks. They also discussed the generalisation of these adversarial inputs, showing that the same adversarial input could be misclassified even by neural networks of quite different architectures and processes.

A lot of other formal verification work focuses on finding adversarial examples of input. The network can then be trained using these examples until it can handle them correctly. Bastani shows a method for finding the nearest adversarial example [14] to a successfully handled input. However, in common with many formal verification methods applied to neural networks, this is limited to neural networks with particular characteristics: in this case, it must use the rectified linear unit (ReLU) activation function.

In contrast, Huang et al. [70] focuses on proving that no adversarial example exists within a certain neighbourhood of a given input. This method is flexible with respect to the activation method used, using the SMT solver z3 [35] to evaluate the network. Unfortunately, the approach can have issues with complicated inputs.

Wang et al. [156] likewise provides work that focuses on checking no adversarial example inputs exist within a certain L norm of a given correctly handled input. This improved on existing work in this area using interval analysis and linear relaxation. This combination of the two approaches is claimed to correct for over-estimation of both lower and upper bounds of the predicted intervals. While more efficient, this method is again limited to neural networks with ReLU activation functions.

Translating a neural network safety query to a mixed integer linear program (MILP) [95] is suggested by Tjeng et al. [152]. This method then uses MILP verification to find adversarial examples to a given input. This is limited to a ReLU activation neural network.

Cheng et al. [29] again use MILP programming to establish the resilience of a neural network to adversarial inputs. They use a different approach for ReLU acti-
viation functions and approximate $\tan^{-1}$ activation functions using signal processing techniques. The scalability of the approach seems to be an issue, with experiments demonstrating results only on small networks.

Another method to find adversarial examples was proposed by Weng et al. [160]. They claim that their method finds an approximate lower bound to the closest adversary to a given input much more quickly – the paper claims 33-14,000 times faster – than many previous attempts, with the caveat that the lower bound is inexact. They also establish the theoretical best complexity of any algorithm that can achieve this, assuming $P \neq NP$.

Bunel et al. [26] re-frame the problem of formal verification using adversarial examples as a special case of branch and bound optimisation methods [24]. By honing these methods, they claim to improve on the speed of existing methods by two orders of magnitude. Their method is reasonably robust to changes in the neural network itself, and so can handle large, more realistic, networks more easily than some other methods.

Gher et al. [46] present a method of evaluating the robustness of neural networks that circumvents scalability issues at the cost that it finds false positives when verifying. The method, called AI² does this by making domain-dependent approximations of the neural network’s computations. These approximations are carried forward through further approximations of the network’s layers to the output layer. Performance is good on even relatively large neural networks, at the cost of incompleteness.

Balunovic and Vechev’s work [12] finds the nearest adversarial example to an input, and uses that to train a neural network to establish a convex space around the input in which no further adversary can be found. Once more, this method is restricted to those that use ReLU activation functions. Experiments using the CIFAR-10 image classification dataset [83] show promising results.

### 1.3.2 Safe outputs

A different approach is taken by those looking to verify that the output of a neural network is non-hazardous. Pullina and Tuchella [123] produced an early work in this area using SMT solvers (in the experiments, the HySAT solver [43]) with neural networks. A multi-layer perceptron (MLP) network [121] – a common variety of neural network – is abstracted to a combination of linear arithmetic constraints. If the abstraction returns safe results, the neural network is guaranteed to do so; if not, the counter-example
can be used to correct the network automatically. This work is challenged by problems of scaleability, being rather restricted in the size of neural network it can verify in a practical timescale.

They followed up this work by experimenting with different SMT solvers to see which can most efficiently check an MLP [124]. SMT solvers were evaluated primarily by the time taken to verify if a given MLP satisfied a set of constraints. Differences both in time taken and in the satisfiability of MLPs were noted.

Katz et al. [74] produced a specialised SMT solver called Reluplex. This abstracts a feedforward neural network, restricted to those with ReLU activation functions, as the name implies. The simplex algorithm [107] is the basis for the method, which rewrites the verification test as a set of SMT constraints. The method is applied to some rather small, but realistic, networks with positive results. The method can be slow, with some tests taking up to two days on larger networks.

The scaleability problem was addressed in Katz et al.’s follow up work [75]. Building on Reluplex [74], this presents a new framework, Marabou, for checking neural networks safety properties, again by evaluating them via constraint satisfaction. It expands on the variety of neural networks that can be verified, beyond the relatively simple ReLU activations that Reluplex can verify. The performance is also optimised, reducing the lengthy time taken to verify large networks somewhat.

Ehlers’ work [39] attempts to provide scale that previous work using SMT solvers could not achieve. It uses approximation of the deep learning process to achieve this, which leaves open the possibility that such an approximation may inaccurately reflect the true system, but demonstrates good results with more practical deep learning processes than the work it builds upon.

Dutta et al. [37] produced work that, like Reluplex, works by establishing the range that the output of a ReLU activated neural network can fall into. Instead of taking an SMT based approach, the Sherlock tool evaluates the problem as a Mixed Integer Linear Program, or MILP [95]. Local search techniques are used to optimise performance. The resultant tool, Sherlock, is shown to outperform both Reluplex [74] and a more naïve MILP approach.

Other work on formal verification of deep learning systems provide verifiability in limited areas, such as a robot equipped with LIDAR or computer vision networks. The LIDAR work here again proceeds by abstracting the deep learning network, leaving open the same potential issues as Ehlers’s work [145]. The computer vision work has performance issues, and even on a relatively simple dataset (the MNIST dataset
used to train neural networks to recognise numbers), the process could timeout before completing [80]. However, it was able to verify that the network tested was not robust to transformations of the images it attempted to classify.

Singh et al. [143] argue for analysing the neurons of neural networks with ReLU activations jointly by later, rather than separately, using a method they call k-ReLU. This method can be applied in combination with other verification methods, and the argument is that by considering a layer at a time, there is less redundancy in the process.

Corsi et al. [31] produced work that somewhat crosses over between verification of deep learning and reinforcement learning, by focusing the neural networks used in deep reinforcement learning. They introduce a measure for safety-critical neural network systems, the violation rate. This measures the proportion of the input domain that for a given neural network function results in a breach of some safety property. This is calculated using the ProVe algorithm, which iteratively divides the input area and uses these divisions to over-estimate the violation rate. If ProVe results in a violation rate of 0, then the neural network is formally verified with respect to the safety property.

1.3.3 Theorem proving based formal verification

Bentkamp et al. [18] present a formalisation of the expressiveness of neural networks. They formalise a theory of tensors and explain the greater expressive capacity of deep learning networks compared to shallow, single layer networks.

There has also been work by Brucker and Stell [25] on directly verifying feed-forward neural networks in Isabelle/HOL. Their paper discusses a process to embed a neural network into a formalisation that can then have properties proved against it. Their method is adapted to permit imports of neural networks written using Tensorflow [111], a development framework widely used with neural network models. The work is illustrated with a small example network analysing pixelated numerical digits.

Aleksandrov and Völlinger [4] work in the theorem prover Coq to formalise affine activation functions for neural networks. The formalisation implements a ReLU function using the formalisation and proving properties against it.

1.3.4 Formal verification of reinforcement learning

Works discussing formal verification of reinforcement learning tend to focus on specific domains to a greater extent than works on formal verification of neural networks. For example, Pore et al. [122] present work focusing specifically on deep reinforce-
ment learning applied to surgical robots performing tissue retraction. It uses reward shaping in combination with a formally verified estimate of the likelihood of safety properties being violated after a given amount of training.

Also in a specific domain, Corsi et al. in a 2020 paper [32] use formal verification over a specific type of deep reinforcement learning network used in generating trajectories, specifically those for the Franka Emika “Panda” robotic arm. The primary innovation is the use of adaptive discounting factor in the reinforcement learning process, using earlier work by Wang et al. [156] to formally prove the safety of the process.

Work by Fulton provides verification of agent behaviour for reinforcement learning in cyber physical systems [45]. It does this primarily by run-time monitoring of a system, fitting its current state to a differential dynamic logic formula and verifying that the formula explains it. It also formally verifies a policy to ensure it cannot breach a given safety condition. However, this requires the environment be modelled accurately via differential dynamic logic, and this may be a complicated and difficult task as well as running counter to the notion that a reinforcement learning agent may be exploring an unknown environment. For simple environments, though, this work can guarantee a safe policy and monitor a learning process to revert its agent to the safe policy when conditions are breached.

1.4 Goal and contributions of the work

The primary goal of this work is to demonstrate that formal mathematics, using mechanical theorem proving tools, can be of benefit, in terms of building confidence in results, to reinforcement learning and deep learning research. We present work that builds to this goal in two main ways:

1. Formal verification of the mathematics underlying some artificial intelligence method has two main benefits. Firstly, it increases the certainty of the theorems on which it is founded, and secondly, it develops a formal framework for those theorems that can be built upon by later work. The main problem with this approach is that with artificial intelligence methods whose mathematical foundations remain undeveloped, even informally, this verification requires new mathematics as well as new formalisation. It is more achievable to focus on an approach with a well-understood mathematics – in our case, reinforcement
learning.
To this end, we formalise and verify the fundamental mathematics of discrete
reinforcement learning, and present a formal model of Q learning, a significant
reinforcement learning algorithm. We focus specifically on extending an existing
formalisation of Markov decision processes, a mathematical model of discrete
processes, and a formalisation of Dvoretzky’s stochastic approximation theorem,
a result in probability theory that is important to proving that discrete reinforce-
ment learning is able to find the optimal policy for a Markov decision process.
We demonstrate the potential to build on this work by formalising a simple game
and showing that it can be interpreted as a MDP and thus inherit the properties
we have proven against them.

2. We implement a loss function that trains a neural network to avoid breaching
arbitrary linear temporal logic constraints, using code generation from formal
specifications after formally proving their correctness. This enables a neural
network to learn not only from imitation of training data but via explicit rules as
well. With our method, the code generated matches the formal specification and
thus carries the certainty of its proofs into the implementation [52]. This greatly
reduces the risk of human error in code, as well as providing mathematical cer-
tainty in the loss function’s behaviour, modulo practical issues such as floating
point approximations of real numbers.

In the process of carrying out this work, we contributed novel research in several
areas underpinning our two main objectives. Further details and discussion on these
contributions are detailed in the conclusions of Chapters 2, 3 and 4. All our contribu-
tions are summarised in our final conclusion in Chapter 5.

The foundation laid down can be built upon by later work, and provides tools for
researchers to extend the formalisation to new methods.

The theory files associated with the work described in this thesis can be down-
loaded from the AI Modelling Lab website.¹

1.5 Organisation

The two main methods of demonstrating our goal in this work are:

¹https://aiml.inf.ed.ac.uk/wp-content/uploads/2023/02/PhD_isabelle_theories.zip
1. Formalising the fundamental mathematics of reinforcement learning.

2. Formalising a logic constraint based loss function for deep learning and using code generation to implement it.

For the first method, we focus our work on formal verification of the mathematics of discrete reinforcement learning in Chapters 2 and 3. Our reasons for choosing this particular set of artificial intelligence methods is that the mathematics underpinning them and demonstrating their properties is well-understood: we can formalise existing pen-and-paper proofs [126, 7, 36]. Our focus here is on establishing certainty in the idea that a reinforcement learning agent is guaranteed to find the best set of actions to successfully complete some task.

To this end, we begin by formalising a set of mathematical models known as Markov Decision Processes with rewards in Chapter 2. These are the environments that discrete reinforcement learning agents typically act in. Our primary focus here is in showing that a “best choice of action” (an optimal policy) exists, and that it is possible to algorithmically find it with perfect knowledge of the environment.

In Chapter 3, we focus on the reinforcement learning agent itself, beginning by modelling the algorithm it uses to try to find the optimal policy, and then proving results in probability theory that are necessary to show that this algorithm works – in particular, the Dvoretzky stochastic approximation theorem.

We present our work on the second method in Chapter 4. We formalise an adapted loss function for a particular, path-learning, network and prove that its mathematical underpinning is correct, before implementing its formal specification faithfully via code generation and demonstrating via experimentation that the code successfully produces the expected results.

As each chapter represents a distinct body of work, we will discuss existing work related to each within the chapter itself, ending with a final conclusion in Chapter 5.
Chapter 2

Markov Decision Processes

2.1 Introduction

Mathematical models of real-life problems are frequently useful in providing insights into developing strategies to deal with those problems. Markov Decision Processes (MDPs) are a mathematical model of environments in which an agent can act over a discrete set of states (each representing a different set of conditions in the environment) by taking particular actions in discrete time [164]. An agent taking an action $a$ in a state $s$ probabilistically transitions into a subsequent state $s'$. The distribution of subsequent states depends only on the initial state and the action taken.

Importantly, an MDP has the following Markov property: the result of moving between time steps $t$ and $t + 1$ depends only on the state and actions taken at time step $t$; the history of the agent and the MDP before that is irrelevant. Thus, the MDP is memoryless.

Taking a particular action and obtaining a result from it gives a reward to the agent. In general, the aim of modelling an environment in this way is to suppose that by optimising the reward gained, we optimise an agent’s behaviour to some preferred end. An agent negotiating the MDP model behaves optimally if it acts in such a way as to maximise its reward over time.

MDPs were developed from optimisation theory [17] and have applications in many fields, including medical, financial and logistical [3, 15, 150, 163]. In more recent years, they have frequently been used as environments over which a reinforcement learning agent or other autonomous agent can act [138, 158]. Many reinforcement learning approaches over discrete states and times use MDPs (such as Q learning or TD-$\lambda$ learning which we will discuss in Chapter 3), and having a formal model with
rigorously proven properties is the first step to any formalisation of these methods.

Our longer-term intention, as discussed in Chapter 1, is for our framework to be usable by others to formalise work in this area. If researchers can readily relate to our models and formalise their ideas, they should be able to rigorously verify properties of their algorithms, more easily finding greater certainty in their results. In order to achieve this, we keep our formalisation rooted in mathematics that will be familiar to those exposed to MDPs and reinforcement learning from a machine learning perspective.

We begin in Section 2.2 by going over the theorem proving tool, Isabelle, using higher order logic. We discuss syntax and structure of proofs and definitions, and this material may be useful to refer to whilst reading the rest of this thesis.

In Isabelle, there is an existing mechanisation of MDPs [64] and their precursors, Markov chains. A Markov chain is a simpler process where no choice of action is permitted and instead agents simply transition from one state to another probabilistically [109]). This existing mechanisation is anchored in a monadic, category-theoretic approach. In the current work though, in order to achieve the accessibility mentioned above, we provide an alternative formalisation based on linear algebraic concepts that is more typical of mathematical writings about them. We will discuss this further in Section 2.3, where we briefly examine the mathematical background to MDPs and review the existing formalisation and why it is not suitable for our goals.

In Section 2.4, we introduce the specifics of our model and our preliminary proofs based on it. Our aim here is to demonstrate that this model meets the mathematical characteristics of an MDP, and we do so by deriving the Bellman equation [13].

In Section 2.5, we discuss a pen-and-paper proof of the existence of an optimal choice of actions for an agent (a policy) on any MDP and its mechanisation. We discuss some specific issues we had finding appropriate type representation in Isabelle and how we resolved these difficulties. Finally, we explain how we built our formal proof of the existence of an optimal policy on our model of MDPs. In doing so, we discovered an error in the pen-and-paper proof we were using as our basis and we disclose how we addressed this in the context of our finite MDPs.

In Section 2.6, we look at value and policy iterations. These are algorithms intended to provide a means to compute the optimal policy (or an arbitrarily close approximation) in finite time. We examine the steps for each of the algorithms and then formally prove that both work as intended.

We conclude with a summary of the work done and a discussion of some of the
2.2. Isabelle/HOL

We now briefly review some aspects of Isabelle/HOL, a higher-order-logic proof assistant, [108], which we use throughout this work to formalise our models and prove their properties. Mathematical theories written in Isabelle are a collection of formal definitions of various kinds (algebraic objects, types, functions, etc.), and theorems that prove properties against them. We say “formal” here because formal statements made using the language can have their truth value determined (when possible) via deterministic, formal rules of higher order logic, as discussed in Section 1.1.

We write our proofs in the structured proof language Isar, which depicts proofs in human-readable form and where steps in a proof typically follow those that would be used in a naturally written mathematical proof [161].

```
lemma policies_not_empty :
shows "policies ≠ {}"
proof -
  have "∀s. ∃a. a ∈ K s"
      using K_f
      by blast
  then have "(λs'. (SOME a. a ∈ K s')) ∈ policies"*
      by (auto intro: someI_ex simp add: policies_def)
  then show ?thesis
      by auto
qed
```

Listing 2.1: An example of a proof written in Isar

An example of an Isar proof may be found in Listing 2.1, wherein we prove that the set of policies on a valid Markov Decision Process is not empty. The details of the proof are not important and the example is simply meant to illustrate some of the basic keywords and structure of Isar; more on the meaning can be found in Chapter 2. We first state the goal that we are trying to prove after the `lemma` keyword, labeling the lemma as `policies_not_empty`. Our statement here is to show that `policies` (a set we have defined earlier) does not equal the empty set `{}`.

We begin a `proof` block, first establishing the fact (via the keyword `have`) that all states have at least one choice of valid action. `∀s. s` may be taken to understand “for a fixed and arbitrary element s”. `s`, in the context of the statement that follows, is
understood to belong to the type of states: the $k$ function found in the same statement returns the set of valid actions from a state-typed parameter. So this first statement can be understood as “for a fixed and arbitrary state, there always exists an action in the set of valid actions for that state”. We prove this using an existing assumption named $K_f$ and finishing the proof of this statement by means of one of Isabelle’s automatic methods called blast [115] – the using keyword introduces the facts we will need to prove the statement, and the by keyword tells Isabelle what method to follow to establish the proof.

The next statement begins then, meaning it inherits the immediately prior proven statement as a fact to be used. We assert in this statement that a function we define using Isabelle/HOL’s Hilbert choice operator SOME (which selects (using $K$) an arbitrary valid action for each state), will be a valid policy. Instead of the using statement from the previous line, we introduce our needed facts someI_ex and policies_def with the method that we are asking Isabelle to use, auto.

The automatic provers that Isabelle uses to complete a proof goal, of which blast and auto are examples, use a variety of methods to try to complete the proof given the facts present. Each method results in a proof that follows the syntactic rules of the formal logic system being used (higher order logic in this instance) and can make use of previously proven facts. In this way, one can be sure that anything proved by one of them is as certain as anything proved via formal logic.

Lastly, we show that the fact that this function is in the set of policies means that this set must therefore be non-empty. The keyword then, as before, means that this statement inherits the fact just established, but instead of using have we use show to indicate that we believe this statement finishes the proof we are working on. The keyword $\textit{thesis}$ is used by Isabelle to refer back to the lemma’s original proof goal. The auto method finishes the proof.

Isabelle/HOL is a typed logic that supports type classes [162]. A type class has assertions of properties applied against type variables to constrain and interpret them as abstract algebraic concepts: for example, as a vector or metric space. These are then known as sort constraints. In addition, you may define functions that must be present for a given type class. If we assert that a type variable fulfils a sort constraint as part of the definition of a theorem, then that theorem is true for any concrete type that meets this constraint.

A type can be shown to be an instance of a type class, by defining all required functions and proving that all asserted properties are met. This means, for instance,
that one can assert that \texttt{int}, the type of the integers, forms a group under a given
definition for the group operator by proving that it is an instance of the \texttt{group} type
class. Then theorems which are true for all groups become available for the integers
under this interpretation.

When defining a constant or function, it must be assigned a type ("\texttt{t::\tau}" states
that \texttt{t} is of type \texttt{\tau}). Function types are written using "\texttt{\Rightarrow}", from the type on the left-
hand of the arrow to the type on the right-hand. Type variables are written with a
prefixed apostrophe, like "\texttt{'s}". Sort constraints can be specified against types using
suffixed "\texttt{::}" notation, followed by the required constraints. We provide some quick
illustrative examples:

1. \texttt{test_sequence :: "nat \Rightarrow real"} tells us that \texttt{test_sequence} is a func-
tion from the \texttt{nat} type, the natural numbers including zero, to the real numbers
– a sequence of reals, in other words.

2. \texttt{location :: "real \Rightarrow real \Rightarrow 'l"} tells us that \texttt{location} is a function of
two real numbers which produces a result of type variable \texttt{'l}.

3. \texttt{state_space :: "'s::{finite} set"} tells us that \texttt{state_space} is a set of
values of type \texttt{'s}, which we assert is finite using the Isabelle sort constraint
\texttt{finite}.

Within Isabelle, one can create a context within whose scope certain assumptions
are held and certain constants have a declared type and fixed value. This is called a
\textit{locale} [73]. All theorems proven within the locale depend upon and have access to its
assumptions and declared constants. As with any set of axioms, care must be taken to
ensure consistency in the locale’s assumptions; however, the encapsulation provided
by a locale ensures that an inconsistency can never propagate to Isabelle’s top level:
as discussed in Section 1.1, the axioms of the locale are restricted to that locale, so
if there are axioms which lead to an absurdity, it is also restricted to that locale. An
example locale definition is as follows:

\begin{verbatim}
locale Sample_Locale = 
  fixes sequence :: "nat \Rightarrow real"
  and \(\phi\) :: real
  assumes sample_assumption : "sequence 0 = \(\phi\)"
\end{verbatim}

\textbf{Listing 2.2: An example locale}
This locale fixes two parameters: sequence is a function from the natural numbers to the reals and $\phi$ is a real number. It then specifies an assumption that the value of the sequence at index 0 is $\phi$ by asserting \texttt{sequence 0 = phi}.

We rely throughout this work on Isabelle’s extensive libraries of existing work. In particular, our formalisation of Markov Decision Processes in this chapter makes use of several existing theories from the Isabelle standard library extended by the Archive of Formal Proof (AFP) [99], on probability, linear algebra and analysis, which we introduce and discuss as they arise in the rest of that chapter. Our work on Dvoretzky’s stochastic approximation theorem in Chapter 3 likewise uses many results in measure theory, probability theory, and functional analysis.

It is possible to generate computable code from the formal specification of functions in Isabelle into Standard ML (PolyML), OCaml, Haskell and Scala [52]. This mechanism provides a rigorous link between Isabelle concepts and their automatically-generated counterparts, whose computational behaviour (modulo implementational details such as translating reals to floats) can then be expected to respect the properties that were formally proven as theorems in Isabelle. This is a vital component of our work in Chapter 4 and will be discussed further in Section 4.4.

2.3 Background

We introduce Markov decision processes by their mathematical description and then go on to give a brief discussion of the existing formalisation of MDPs within Isabelle.

2.3.1 Markov decision processes

A finite Markov decision process is a tuple

\[(S, A, P, R)\]

where:

- $S$ is a finite set of states representing differing conditions in the environment. States are “terminal” if no actions are possible from them.

- $A(s)$ is a function on the states that returns a finite set of possible actions that can be taken from state $s$. 
• \(P(s, a, s')\) is a function that gives the probability of an agent transitioning from state \(s\) into state \(s'\) if it performs action \(a\). Each choice of action gives a probability distribution over the states, so we have:

\[
\forall s, a. \left( \sum_{s' \in S} P(s, a, s') \right) = 1
\]

\[
\forall s, a, s'. P(s, a, s') \geq 0
\]

• \(R(s, s', a)\) is a function that gives the reward for transitioning from state \(s\) to state \(s'\) by performing action \(a\). Rewards are real valued.

The goal for an agent navigating an MDP is to maximise the total reward it earns. For a general MDP, there is no restriction on \(R(s, s', a)\), so we cannot guarantee that the sum of rewards received over time will converge. If there is no cap on the number of actions an agent may perform, this is a sum of an infinite sequence of rewards and could be divergent. Throughout this chapter it is our assumption that there is no such finite cap, and this assumption is commonly called an infinite horizon [126].

Consequently, it is common to introduce a discounting factor \(\gamma\), where \(0 \leq \gamma \leq 1\) (note that if \(\gamma = 1\) this is the same as having no discounting factor) [126]. Its effect is that at time step \(n\), any rewards earned from time step \(n + 1\) onwards are multiplied by \(\gamma\) before evaluation, and this discounting is compounded for future time steps. Its purpose is to enable us to estimate total future rewards by introducing a mechanism by which we can guarantee that the sum of rewards will converge for any MDP that offers bounded rewards. We can interpret it as meaning that we value distant future rewards as being worth less to us than immediate rewards.

If we index the state of an agent at time step \(t\) as \(s_t\), and its actions at \(t\) as \(a_t\), the total discounted value of the agent performing a choice of actions from an initial state \(s_0\) would therefore be:

\[
R(s_0, s_1, a_0) + \gamma R(s_1, s_2, a_1) + \\
... + \gamma^t R(s_t, s_{t+1}, a_t) + ...
\]

Normally when we consider an agent navigating an MDP, we view it as following a particular policy \(\pi\) that chooses the action for the agent to perform in each state. Thus, \(\pi(s)\) is a function on the states where \(\forall s. \pi(s) \in A(s)\).
When we want to evaluate potential policies to estimate the rewards an agent might earn from pursuing them, we use the concept of value, which is the expected rewards accounting for the discount. Thus, \( V(s, \pi) \) is a function of states and policies that gives us the total expected discounted future reward for an agent pursuing policy \( \pi \) from state \( s \) – we call this the \( V \)-value function.

Similarly, \( Q(s, a, \pi) \) is the total discounted expected future reward for an agent choosing action \( a \) from state \( s \) and subsequently pursuing policy \( \pi \) – the \( Q \)-value is distinct from the \( V \)-value by its allowance that the initial action taken may differ from \( \pi(s) \). Thus, the \( V \)-value is a special case of the \( Q \)-value.

Obviously, these can only be evaluated when we can be sure that the sum of rewards will converge, so this condition is typically met by having \( \gamma < 1 \). It is possible as well to ensure convergence by having a finite horizon limiting the number of steps an agent can perform, or by designing an MDP that inevitably ends in some terminating state.

The value function is typically depicted in MDP literature using the Bellman equation [13], which evaluates it recursively (recall that \( V \) is a special case of \( Q \) where the action is chosen by the policy):

\[
Q(s, a, \pi) = \sum_{s'} P(s, a, s') \left[ R(s, a, s') + \gamma V(s', \pi) \right]
\] (2.1)

To summarise the equation, recall that \( Q(s, a, \pi) \) is the total expected future reward, with discounting, for taking action \( a \) in state \( s \) and \textit{subsequently} pursuing policy \( \pi \). \( P(s, a, s') \) is the probability of transitioning to state \( s' \) by taking action \( a \) from state \( s \). \( R(s, s', a) \) is the reward earned for transitioning from state \( s \) to \( s' \) by performing action \( a \). The discount factor is given by \( \gamma \) and, finally, \( V(s, \pi) \) is the total expected future discounted reward for pursuing policy \( \pi \) from state \( s \), and is equal to \( Q(s, \pi(s), \pi) \).

### 2.3.2 Hölzl’s formalisation of MDPs

As previously mentioned, we are indebted to the work by Hölzl on Markov Decision Processes [64], which informed the current formalisation.

Hölzl’s work was performed with an emphasis on proving properties regarding the traces that an agent might make in negotiating an MDP or that might be found using its purely stochastic precursor, the Markov chain [109]. These included properties such as reachability of given sets of states, hitting times and probabilities of such sets of states, and other properties that are illuminated using distributions of program traces. The idea of reward is not really considered, except as one attached to a particular probabilistic
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program run across the MDP [64], which does not resemble the general reward that is typically considered with MDP optimisation problems.

Hölzl models finite MDPs using a type variable ’s to represent the states of the MDP. He represents actions purely by their result, via a probability distribution over the states it might take an agent to. To achieve this, he uses the type ’s pmf [67], which represents probability mass functions (PMFs) over the type variable ’s. A PMF is a function over a countable set (in this instance, a set of states) that returns the probability of a transition to a given member of the set. Thus an action is defined here as the probability distribution over the transitions to new states that it might cause. Hölzl’s formalisation is:

```plaintext
locale Finite_Markov_Decision_Process = Markov_Decision_Process
K for K :: "'s ⇒ 's pmf set" + fixes S :: "'s set"
assumes S_not_empty : "S ≠ {}"
assumes S_finite : "finite S"
assumes K_closed : "∀ s. s ∈ S ⇒ (∪ D∈K s. set_pmf D) ⊆ S"
assumes K_finite : "∀ s. s ∈ S ⇒ finite (K s)"
```

Listing 2.3: Hölzl’s Finite_Markov_Decision_Process locale

where the following applies:

- `set_pmf` here is a function that returns a set of all of the results of a probability mass function which have non-zero probability.

- Hölzl does not assume that the variable type ’s is finite because he is inheriting part of the locale definition from another one where there are possibly infinite states. This means that the parameter S, assumed to be finite and not empty, is the set of valid states considered to be part of the MDP. The finiteness of this set defines the finiteness of the MDP.

- K is a function on states that returns a finite set of all valid actions that may be taken from the specified state. Note the assumptions that K returns a finite set only, and that any actions in K s (where s ∈ S) only lead to other states in S.

We also note that Hölzl uses a generalisation of the idea of policy called “configurations” [64]. These can model policies that vary over time in a way that is not required for our work: our primary goal is to provide a formalisation of MDPs suitable for modelling reward optimisation methods. Stationary policies, where the choice of
action does not vary over time, are sufficient for optimality as we shall prove in Section 2.5 and is proven informally in the literature [126]. Configurations can also model stationary policies as a special case, but the underlying definition remains unsuited for our model since the extra definition required for configurations is not needed for our approach and would only complicate our proofs.

Clearly, there is no general reward function or discounting factor defined as part of Hölzl’s locale, as it is not concerned with questions of reward or optimisation (in the general case). Our work, by contrast, will model real-valued rewards (see the next section). This allows us to prove the necessary results in optimisation theory that lead into dynamic programming and reinforcement learning.

In addition, the use of the parameter $S$ in the above locale to denote the set of valid states, which is then constrained via an explicit assumption of finiteness instead of using the Isabelle sort `finite` over the type, leads to clumsiness in further proofs. More specifically, since functions in Isabelle are total, we must then always specify the behaviour of any function over valid as well as invalid states and account for this in proofs.

Additionally, the locale makes extensive use of the Giry monad [48]. However, our position is that the model we are looking to build should be accessible, using the mathematics that is typically encountered in the literature. So instead of the Giry monad, our mechanisation uses transition matrices and stochastic matrices, which are by far the most common elements in texts on this material e.g. in Puterman’s classic textbook [126].

This emphasis on linear algebra demands more preliminary work in finding suitable type representations for the matrices we will work with, and in establishing the matrix properties we will make use of, but the improved accessibility it offers by comparison to a Giry monadic approach is worthwhile.

Consequently, while using the ideas in Hölzl’s formalisation as the inspiration for our own work, we decided to define our own model with some crucial, necessary differences to focus on the optimisation questions that interest us.

### 2.4 The fundamentals of our formalisation

In this section, we describe the basic concepts that underlie our approach and review their mechanisation in Isabelle. We begin by discussing the specific differences between our approach and that of Hölzl before introducing our “slice” based approach to
understanding agent paths through an MDP.

### 2.4.1 Formalising finite Markov Reward Processes

As stated, our model is built around a locale inspired by Hölzl’s work, but with some important changes. Our definition is as follows:

```isabelle
locale Finite_Markov_Reward_Process = 
  fixes K :: "'s::{ finite_discrete_topology} ⇒ 's pmf set" 
  and R :: "('s × 's × 's pmf) ⇒ real" 
  and γ :: real 
  assumes K_f: "∀s. finite (K s)" 
  and gamma_range: "0 ≤ γ ∧ γ ≤ 1" 
```

Listing 2.4: The `Finite_Markov_Reward_Process` locale

where:

- Similarly to Hölzl’s `Finite_Markov_Decision_Process` locale, we use the type variable ‘s used to represent states, although we assert it belongs to the `finite_discrete_topology` type class described below. This models the $S$ from the informal definition of an MDP given in section 2.3.1.

- We also use the $K$ function that returns a set of valid actions from a state, which again we assume is finite and non-empty for all $s$ – the Isabelle `finite` predicate asserts both finiteness and non-emptiness. This function models the $A$ function, and the action distributions themselves model the $P$ function from the informal definition.

- $R$ is a function on a 3-tuple of two states and an action, which returns a real valued reward, which is the $R$ function of the informal definition.

- $\gamma$ is a discounting factor such that $0 ≤ \gamma ≤ 1$.

When first building our formalisation, we tried to inherit directly from Hölzl’s `Finite_Markov_Decision_Process` locale. However, as alluded to in the previous section, its use of $S$ as a finite set to contain all valid states in the MDP, and the consequent theoretical presence of invalid states, greatly complicated the proof process. Every theorem required assumptions that any state was a member of $S$, and functions on states needed definition on invalid states as well as valid ones. To overcome these
issues, we asserted that our type variable belongs to the finite type class, circumventing the need to consider the possibility of invalid states while retaining the finiteness properties we require.

Subsequently, when we began working with bounded continuous functions over the state type (discussed in detail in sub-section 2.5.2), we needed to show that functions on states were continuous. As states are a finite, discrete type, the only way we can show functions on them are continuous is to equip them with the discrete topology sort, and later to assert they form a metric space in order to use the Banach fixed point theorem (see sub-section 2.5.9 for more detail).

It is possible in Isabelle to assert that a type \( 't \) belongs to multiple type classes. However, when proving that a type derived from a type variable is an instance of a type class, one cannot assert multiple type classes on the type variables; if that is necessary for the proof, it will fail. As we will need to prove that several types derived from our state type are Banach spaces, we combine the type classes finite, discrete_topology and metric_space into a single type class. We call this combined type class finite_discrete_topology:

```isar
class finite_discrete_topology
  = finite + discrete_topology + metric_space

Listing 2.5: The finite_discrete_topology type class
```

Now that we have defined the MDP with rewards, we need to build representations that match the discounted \( Q \) and \( V \)-values discussed previously. We formalise \( Q \)-values, because if we have the \( Q \)-value function for a policy \( \pi \), we can always find the \( V \)-value function by assuming we choose action \( \pi(s_0) \) in our initial state \( s_0 \).

Recall that Hölzl used configurations as a generalisation of policies. As we are not inheriting directly from his locale, we can simplify our definitions. We define policies as the set of all functions from the state to probability distributions on the state (recall from Section 2.3.2 that the latter is the type used for actions in the current context), where the function only returns a member of the set of valid actions on any state:

```isar
definition policies :: "('s ⇒ 's pmf) set" where
  "policies = {p. (∀s. p s ∈ K s)}"

Listing 2.6: The policies definition
```
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In order to model value, we need a way of showing the expectation of rewards assigned over time. To do this, we need to mechanise the probability of various paths being followed by an agent pursuing a policy over time. Hölzl’s method was to build a probability measure over the paths an agent might take – his primary concern being reachability and other properties of the states the agent might hit.

We need more concrete definitions for our purposes, so we take a different approach. We model the paths of an agent over finite time steps, and then consider the limit of those paths as the number of time steps approaches infinity. We introduce slices as a snapshot of an agent’s possible path through an MDP, each slice capturing the possibilities at a given time step. For an illustration of this approach, see Figure 2.1.

We begin by defining the basics, namely a collection of functions that all take four parameters: the time step $n$ being considered, the policy $p$ that an agent is following, the initial state $s$ that the agent is in, and the action $a$ chosen in the first time step. After action $a$ is performed, the agent always chooses action $p(s')$ for all subsequent states $s'$.

The function $Q_{\text{slices}} n p s a$ returns the set of all the states that the agent might be in at time step $n$:

![Figure 2.1: An illustration of the slice-based approach. Each rectangle, or slice, at time step $n$ contains every possible state (e.g. $s_1$ and $s_2$ for slice 1) that an agent might be in by taking initial action $a$ then following policy $p$. The possible transitions from one time step to another are indicated by the labelled arrows (e.g. $p(s_1)$, $p(s_2)$ between step 1 and 2), with multiple arrows from a single action indicating that subsequent states are stochastically determined, with several possibilities.](image-url)
fun Qslice :: "nat ⇒ ('s ⇒ 's pmf) ⇒ 's ⇒ 's pmf ⇒ 's set"
where
  "Qslice 0 p s a = {s}"
| "Qslice (Suc 0) p s a = set_pmf a"
| "Qslice (Suc (Suc n)) p s a
  = (∪s'∈Qslice (Suc n) p s a. set_pmf (p s'))"

Listing 2.7: The Qslice definition

This function proceeds by recursing downward from the time step parameter n. If n is 0, then the set of possible states only consists of the initial state s. If the time step is 1 (represented above by Suc 0 where Suc is Isabelle’s successor function on natural numbers), then the set of possible states are defined using the set_pmf function on the initial action a. This function returns all results from a PMF which have a probability greater than 0 – in this case, all possible states that a could transition into. If the time step is higher than that, we look at all states in the preceding Qslice. For each state in that slice, we choose an action using policy p, then use set_pmf again to form a set of those actions. The function returns a union over all of these sets using ∪s'∈Qslice (Suc n) p s a.

Qslicep n p s a s' returns the total probability that, by any possible route given initial action a and subsequent policy p, an agent will be in state s' at time step n.

fun Qslicep :: "nat ⇒ ('s ⇒ 's pmf) ⇒ 's ⇒ 's pmf ⇒ 's ⇒ real"
where
  "Qslicep 0 p s a s' = (if (s' = s) then 1 else 0)"
| "Qslicep (Suc 0) p s a s' = pmf a s'"
| "Qslicep (Suc (Suc n)) p s a s'
  = (∑s''∈a. pmf a s'' * Qslicep (Suc n) p s'' (p s''))"* 

Listing 2.8: The Qslicep definition

This works in a similar manner to the Qslice function. We find our values of interest using the pmf a s function, which returns the probability of state s in action a. For any given route to the state of interest, we multiply the transition probabilities together for the different time steps to arrive at the total probability of arriving via that route. These routes are summed across the slices, considering any possible route to the state in question.

RQslice n p s a returns the reward expected by an agent at time step n for taking a single action and transitioning to a new state at time step n+1. We do not take discounting into account when calculating RQslice – it is the expected reward earned, not the value we place on it. Note that it is a single step’s worth of reward only.
fun RQslice :: "nat ⇒ (s ⇒ 's pmf) ⇒ 's ⇒ 's pmf ⇒ real"
where
"RQslice 0 p s a = (∑s'∈a. (pmf a s') * R (s, s', a))"
| "RQslice (Suc n) p s a = 
(∑s'∈Qslice (Suc n) p s a. Qslicep (Suc n) p s a s' * 
(∑s''∈p s'. (pmf (p s') s'') * R (s', s'', (p s')))))"

Listing 2.9: The RQslice definition

Again, this works recursively, albeit slightly more simply than our preceding examples. The initial reward is calculated using the fixed choice of action \( a \), and subsequent time steps use the \( Qslice \) and \( Qslicep \) functions to probabilistically weight the reward for each possible action.

To ensure that these are consistent and represent our expectations for MDPs, we prove some basic properties of these functions. We begin by showing that for each function the recursive definition can be evaluated in different ways. We use these to give us the expressiveness we need to show that these simple functions can be re-expressed as the Bellman equation [13]:

lemma Qslice_rec:
fixes p :: "'s ⇒ 's pmf" and s :: 's and a :: "'s pmf"
shows "Qslice (Suc m) p s a = (∪s'∈a. Qslice m p s (p s'))"

lemma Qslicep_rec:
fixes s' s'' :: 's and a' :: "'s pmf" and p :: "('s ⇒ 's pmf)"
assumes "a'∈K s''"
shows "Qslicep (Suc m) p s' a' s'' = (∑s''∈a'. pmf a' s'' * Qslicep m p s'' (p s''))"

lemma Qslicep_rec2:
fixes s s' :: 's and a :: "'s pmf" and p :: "('s ⇒ 's pmf)"
assumes a_in_Ks:"a∈K s" and p_in_pol:"p∈policies"
shows "Qslice (Suc (Suc m)) p s a s' = (∑s''∈Qslice (Suc m) p s a.
Qslice (Suc m) p s a s'' * pmf (p s'') s')"

lemma RQslice_rec:
fixes s s' :: 's and a :: "'s pmf" and p :: "('s ⇒ 's pmf)"
assumes a_in_Ks:"a∈K s" and p_in_pol:"p∈policies"
shows "RQslice (Suc n) p s a
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= \left( \sum_{s\prime\in a.} (\text{pmf } a \ s') \times RQslice \ n \ p \ s' \ (p \ s') \right)"

Listing 2.10: Lemmas showing we can express the recursion of the slice based functions

These lemmas are useful for proving the theorems we will go on to establish as they show the equivalence of several different definitions for the functions.

Proving that it is possible to evaluate the slice functions across all the subsequent states in a slice at time step \( n \) and the set of current states in the slice at the subsequent time step \( n+1 \), and produce identical results takes a number of non-trivial lemmas. As an example of this type of lemma:

\text{lemma Qslice_pol_summation2:}
\begin{align*}
\text{fixes } & s \ s'' \ :: \ ''s \ pmf'' \text{ and } p :: \ ''s \Rightarrow \ 's \ pmf'' \\
\text{assumes } & a_{in \ Ks}:"a\in K \ s''" \text{ and } p_{in \ pol}:"p\in \text{policies}" \\
& \text{and } m_{gr \ _0}:"m > 0" \text{ and } s''_{in \ a}:"s''\in a" \\
\text{shows } & \left( \sum_{s''\in Qslice \ m \ p \ s'' \ (p \ s'')} \text{pmf } a \ s'' \times Qslicep \ m \ p \ s'' \ (p \ s'') \ s'' \times \text{pmf } (p \ s'') \ s'' \right) \\
& = \left( \sum_{s''''\in Qslice \ (Suc \ m) \ p \ s \ a.} \text{pmf } a \ s'''' \times Qslicep \ (Suc \ m) \ p \ s'''' \ (p \ s'') \ s'''' \times \text{pmf } (p \ s'') \ s'''' \right)
\end{align*}

Listing 2.11: The Qslice_pol_summation2 lemma

This specific lemma shows that summing the total probability of being in a given state at a given time step of a particular set of paths is the same regardless of whether we measure the paths from an initial state \( s \) or from some subsequent state \( s' \) after accounting for the transition between \( s \) and it.

We next show that Qslicep produces a probability distribution over the states at any time step \( n \):

\text{lemma Qslice_p_nn: } "Qslicep \ m \ p \ s \ a \ s' > 0"

\text{lemma Qslice_p_1:}
\begin{align*}
\text{fixes } & s :: \ ''s \ pmf'' \text{ and } p :: \ ''s \Rightarrow \ 's \ pmf'' \\
& \text{and } m :: \ \text{nat} \\
\text{assumes } & a_{in \ Ks}:"a\in K \ s" \text{ and } p_{in \ pol}:"p\in \text{policies}" \\
\text{shows } & \left( \sum_{s''\in Qslice \ (Suc \ m) \ p \ s \ a.} Qslicep \ (Suc \ m) \ p \ s \ a \ s'' \right) = 1
\end{align*}

Listing 2.12: Lemmas showing Qslicep forms a probability distribution over the states and that \( s' \in Qslice \ n \ p \ s \ a \) if and only if Qslicep \ n \ p \ s \ a \ s' > 0:

\text{lemma Qslice_Qslicep:}
\begin{align*}
\text{fixes } & s \ s'' :: \ ''s \ pmf'' \text{ and } a :: \ ''s \ pmf''
\end{align*}
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assumes a_in_Ks:"a∈K s" and p_in_pol:"p∈policies"
shows "s' ∈ Qslice m p s a = (Qslice p s a s' > 0)"

Listing 2.13: The Qslice_Qslicep lemma

2.4.3 Proving convergence properties

These basic properties proven, we go on to build our definition of value on our MDP model. We do this using two functions, as described next.

Qexpectedn n p s a gives us the expected value up to time step n of an agent beginning in state s, taking action a and subsequently following policy p. The discount factor γ is taken into account in this definition.

definition Qexpectedn :: "nat ⇒ ('s ⇒ 's pmf) ⇒ 's ⇒ 's pmf ⇒ real"
where
"Qexpectedn n p s a = (∑i=0..n. γ^i * RQslice i p s a)"

Listing 2.14: The Qexpectedn definition

where γ^i indicates γ^i.

Qexpected p s a takes the limit of the Qexpectedn function as n approaches infinity. We will prove that this function represents the Q-value as used in MDP literature (see section 2.3.1) by showing that we can derive the Bellman equation using it in section 2.4.4.

definition Qexpected :: "('s ⇒ 's pmf) ⇒ 's ⇒ 's pmf ⇒ real"
where
"Qexpected p s a = lim (λn. Qexpectedn n p s a)"

Listing 2.15: The Qexpected definition

We define a terminal state in our representation as one where all possible actions produce a reward of zero and do not transition the agent into a different state. In other words, if an agent is in a terminal state, neither total reward earned nor the state of the agent will change in subsequent slices.

definition terminal_state :: "'s ⇒ bool" where
"terminal_state s =
(∀s' a'. R (s, s', a') = 0 ∧ (Ua∈K s. set_pmf a) = {s})"

Listing 2.16: The terminal_state definition
We say that an MDP has inevitable terminal states under a given policy \( p \) if and only if for any agent pursuing that policy, after some finite time, the slice of possible states of the agent only includes terminal states:

\[
\text{definition inevitable_term_state :: } ('s \Rightarrow 's pmf) \Rightarrow \text{bool} \text{ where } \\
\text{inevitable_term_state } p = \\
(\forall s. \forall a \in K s. \exists n. \forall s' \in Qslice n p s a. \text{terminal_state } s')
\]

\[
\text{Listing 2.17: The } \text{inevitable_term_state} \text{ definition}
\]

We prove that \( Q_{\text{expected}} n p s a \) converges as \( n \to \infty \) next, and thus \( Q_{\text{expected}} p s a \) has a definite value, under either of two different assumptions:

- **When inevitable_term_state is true under policy \( p \).**

- **When \( \gamma < 1 \).** This second assumption is the one that we will use in our later proofs throughout section 2.5, but specifically in subsection 2.5.9, as it is fundamental, in the context of a finite MDP, to proving an optimal policy exists.

The proof under the first assumption is essentially trivial, as knowing that the agent can only be in some terminal state at some finite time step means we simply must sum our rewards until the point where \( Qslice n p s a \) is a set of only terminal states. As there exists an \( n \) where this must be true, convergence is guaranteed. The Isabelle theorem is thus:

\[
\text{theorem convergence_Qexpectedn_term_state:}
\]

\[
\text{assumes } \text{inevitable_term_state } p \text{ and } a \in K s\]

\[
\text{and } p \in \text{policies}\]

\[
\text{shows } \text{convergent } (\lambda n. Q_{\text{expected}} n p s a)
\]

\[
\text{Listing 2.18: The } \text{convergence_Qexpectedn_term_state} \text{ theorem}
\]

The proof under the second assumption is more complicated and depends on the reward function \( R \) being bounded (above and below) by some \( M \), which as it is acting on a finite set of states and actions, it must be. That established, our discounted \( RQslice \) function must be less than \( \sum_{i=0}^{n} \gamma^i M \) for any \( n \). As \( \gamma < 1 \), this is a geometric series, so we know it converges. By the usual comparison and absolute value series tests [8, 42], we know that our \( Q_{\text{expected}} n \) value converges too as \( n \) approaches infinity. The resulting Isabelle theorem is as follows:

\[
\text{theorem convergence_Qexpectedn_discount:}
\]

\[
\text{assumes } a \in K s \text{ and } p \in \text{policies} \text{ and } \gamma < 1
\]
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shows "convergent (λn. Qexpectedn n p s a)"

Listing 2.19: The convergence\textit{\_expected\_n\_discount} theorem

2.4.4 Deriving the Bellman equation

Our final step here is to show that our method of calculating the $Q$-value of a given state-action-policy combination matches the Bellman equation (see section 2.3) [13].

We do this by first showing that it is possible to evaluate $Qexpectedn$ recursively:

```
lemma Qexpectedn_rec:
  fixes s s' :: 's pmf" and p :: "(\'s \Rightarrow \'s pmf)"
  assumes a_in_Ks:"a∈K s" and p_in_pol:"p∈policies"
  shows "Qexpectedn (Suc n) p s a =
    (Σs'∈a. (pmf a s') * (R (s, s', a) +
    γ * Qexpectedn n p s' (p s')))"
```

Listing 2.20: The $Qexpectedn\_rec$ lemma

We then use this to show that it is possible to evaluate $Qexpectedn$ by “splitting” the value as such:

```
lemma Qexpectedn_split:
  fixes s :: 's and a :: "'s pmf" and p :: "('s ⇒ 's pmf)"
  assumes a_in_Ks:"a∈K s" and p_in_pol:"p∈policies"
  shows "Qexpectedn (Suc n+m) p s a = Qexpectedn n p s a +
    (Σs'∈Qslice (Suc n) p s a. γ^(Suc n) *
    Qslicep (Suc n) p s a s' * Qexpectedn m p s' (p s'))"
```

Listing 2.21: The $Qexpectedn\_split$ lemma

This (along with a few minor lemmas showing properties of limits) in turn leads to the proof that $Qexpected p s a$ produces the same result as the Bellman equation:

```
theorem Qexpected_split_Bellman:
  fixes a :: "'s pmf" and s :: 's and p :: "('s ⇒ 's pmf"
  assumes "a∈K s" and "p∈policies" and "as a'. a∈K s \Rightarrow convergent (λn. Qexpectedn n p s a')"
  shows "Qexpected p s a = (Σs'∈a. (pmf a s') * (R (s, s', a) +
    γ * Qexpected p s' (p s')))"
```

Listing 2.22: The $Qexpected\_split\_Bellman$ theorem

Note that for this proof, we assume convergence of $Qexpectedn$ rather than any specific assumption which proves that convergence. From this general proof, we can
derive the Bellman equation under either the assumption that $\gamma < 1$ or the assumption that inevitable_terminal_states $p$.

We then define $V_{\text{expected}}(p \ s) = Q_{\text{expected}}(p \ s)$; in other words, the $V$ value is simply the $Q$ value where we replace the chosen action by that dictated by our choice of policy.

We have now shown that we can derive Bellman’s equation in full from our locale assumptions and the model of value we built based on a naïve understanding of an agent gathering reward over time. This (along with our other results) gives us confidence that our model is not flawed and accurately represents a Markov decision process.

### 2.5 Proving the existence of an optimal policy

In this section, we cover the non-trivial mechanisation of the proof of the existence of an optimal policy on all finite MDPs with a discounting factor less than one.

#### 2.5.1 Why is an optimal policy important?

The purpose of using an MDP is typically to come up with the ideal strategy for optimising some discretisable process: to find some policy that, regardless of an agent’s starting state or initial action, we can expect to produce the highest possible total reward if pursued. As noted before (see section 2.3), we usually evaluate this potential total reward using the concept of a discounted value. We call this policy an optimal policy.

A very important consideration, then, is whether such an optimal policy exists. Clearly, given there are finitely many states and actions, our choice of policies is finite too. For any individual choice of initial state-action combination, there will be a policy that produces the highest value when followed subsequently. But the question of the existence of a policy that produces a maximal result for any choice of initial state and action is critical to knowing that an MDP can fulfil its purpose.

We use Puterman’s proof of the existence of an optimal policy [126] as the basis for our own formal proof. It is important to note though that Puterman approaches this question from a more general starting point – his proof is adequate for finite or infinite MDPs (using slightly different methods at various points), and considers non-stationary policies (policies whose choice function might vary over time) before prov-
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Proving that a stationary policy is adequate for optimality. We begin by assuming that all policies are stationary and that our MDP is finite – as previously noted, stationary policies are sufficient to find optimality (as Puterman proved), and the scope of our formalisation is over finite MDPs as that is what the informal proofs of the reinforcement learning properties of interest demand (see the discussion in Sections 3.1.1.4 and 3.1.1.5).

Note that we are skipping the detail of the individual proofs themselves, instead giving the outline of the structure of Puterman’s proof so that it is clear what is needed to follow the description of our formal version. Moreover, in many cases when discussing the mathematical background, we will state that we mechanise particular statements without providing the formal proof, except as a sketch at most. The interested reader can find details of the pen-and-paper proof in chapters 5 and 6 and appendix C of Puterman’s book, and can consult our Isabelle theories for additional details pertaining to the formalisation.

As we review the various elements of the proof, we will begin by going over the mathematics and then discuss the details of the formalisation.

2.5.2 Functions on states as a vector space

First, note that all real functions on our states are over a finite set and are therefore bounded in magnitude. Consider them as belonging to the vector space $V$ of bounded real-valued functions on the states. In $V$, each component of a vector represents the result of the function on a particular state. Note that $V$ is closed under addition and scalar multiplication as expected [82]. The dimension of the vector space is equal to the number of states that we have.

 Equip $V$ with the supremum norm, which is the supremum in the reals of the norms of its components (recall each component is $v(s)$ for some state $s$). Each supremum is attained by each $v \in V$ as we have finite states. The definition is then as follows:

\[
\forall v \in V, \|v\| = \sup_{s \in S} |v(s)| = \max_{s \in S} |v(s)|.
\]  

(2.2)

Then equip $V$ with a partial order where a vector $v$ is less than or equal to another $v'$ if and only for all states $s$, $v(s) \leq v'(s)$. Because this is a partial order, we have no guarantee that arbitrary vectors in $V$ are comparable using them – if there exists $s, s'$
such that \( v(s) < v'(s) \) and \( v'(s') < v(s') \), then \( v \) and \( v' \) cannot be ordered with respect to each other. This partial ordering is given by:

\[
\forall v, v' \in V. \; v \leq v' \iff \forall s. \; v(s) \leq v'(s)
\]  

(2.3)

A Cauchy sequence in \( V \) is a sequence \( v_n \) of vectors where

\[
\forall \varepsilon > 0. \; \exists N. \; \forall n, m \geq N. \; \|v_m - v_n\| < \varepsilon
\]

and a complete space is one in which the limit of all Cauchy sequences in the space is attained within the space [82]. A Banach space is simply a complete, normed vector space, and thus we know that \( V \) is a Banach space: this will be critical to the later proof in section 2.5.9 when we make use of the Banach fixed point theorem, a property of Banach spaces and certain functions (contraction mappings) over them.

Isabelle has several formalisations of vectors but none that exactly matches what we need. There is an often-used vector type, \( \text{vec} \), within the “Finite Cartesian Product” theory of the main Isabelle/HOL analysis library, and it would allow us to define vectors from our real functions over the finite state type. Unfortunately, it lacks the supremum norm required by Puterman’s proof and has a Euclidean norm instead.

However, Isabelle’s analysis library has a formal theory of bounded continuous functions, with a type of the same name which has a supremum norm defined over it. This type also belongs to the normed vector space type class and the complete space type class, so we can perform addition and scalar multiplication over it and we know it is a Banach space.

In this theory, \( (\text{'a}, \text{'b}) \text{bcontfun} \) represents bounded continuous functions from a type variable \( \text{'a} \) (which must be an instance of the \text{topological_space} type class) to the type variable \( \text{'b} \) (which must be an instance of the \text{metric_space} type class).

If we equip our state space with the discrete topology (where any subset is both an open and closed set), any function on it is continuous through the topological definition of continuity (where a function is continuous if the preimage of any open set is open), and the type variable we use to represent it would be an instance of the \text{topological_space} type class. As the state space is finite, we also know that functions on it must be bounded. So we can represent real functions over a finite state space as bounded continuous functions this way, with all the properties of a Banach space and the supremum norm we are looking for.

We still have to define a partial ordering over the bounded continuous functions, which we do. Note that \( \text{apply_bcontfun} \) accesses the underlying function from a
bcontfun and obtains its result.
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2.5.3 Operators over functions on states as matrices

Next, we return to Puterman’s proof: we consider linear operators over $V$ as matrices in their own vector space $W$, with the usual understanding of matrix-vector multiplication representing its operation. As normal, a matrix $A$ may be shown as invertible with an inverse $A^{-1}$, if $AA^{-1} = A^{-1}A = I$, where $I$ is the identity matrix [96].

For these operators, we define their norm as the operator norm [16] against the result of their operation on vectors in $V$. For a matrix $A$, this is the least upper bound on $\|Av\|$, meaning the greatest scaling we expect its operation to have on the norm of any vector $v$. It can be shown that the operator norm for $A$ can be found by taking the supremum of the norm of any vectors of at most norm 1 after they are multiplied by $A$ [16]:

\[
\forall A \in W, \|A\| = \inf \{c \geq 0 : \forall v \in V : \|Av\| \leq c\|v\|\} = \sup \{\|Av\| : \|v\| \leq 1, v \in V\} \tag{2.4}
\]

In this case, as we are using the supremum norm for vector space $V$, we can show that the operator norm is equal to the highest sum of absolute values in any row of $A$. If we take $A_{i,j}$ as being the component in row $i$ and column $j$ of the matrix $A$, then:

\[
\forall A \in W : \|A\| = \sup_i \left\{ \sum_j |A_{i,j}| \right\} \tag{2.5}
\]

In the Isabelle analysis library’s “Finite Cartesian Product” theory, matrices are represented as vectors-of-vectors (abbreviated at mat). Again, unfortunately, the norm definition does not match what we need (the Euclidean norm is used), and in any case
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the vector type we are using is not defined for multiplication by members of the \texttt{mat}
type.

In order to match Puterman’s usage of matrices, we have two main requirements:

1. The matrix type should be equipped with the operator norm.

2. It should provably be a complete space.

Unfortunately, no matrix type in Isabelle’s current libraries has exactly what we need. However, the \texttt{sq_mtx} type of square matrices in the “SQ MTX” theory, part of the
“Matrices for ODEs” entry in the Archive of Formal Proof [168] does have a notion
of operator norm, which we can adapt to meet our requirements. Note that if $A$ is of
this type, we use the notation $A\langle i,j \rangle$ to refer to its component in row $i$ and column $j$.
This \texttt{sq_mtx} type is restricted to representing real-valued square matrices, but that is
all we need for our work.

The \texttt{sq_mtx} type has multiplication defined against the \texttt{vec} type, not the bounded
continuous function type that we are using. In order to use this definition for matrix
multiplication and the various theorems that prove its properties, we demonstrate that
a bijection exists between \texttt{vec} (which does have matrix multiplication defined against
it) and bounded continuous functions.

Vectors, represented as ($\alpha, \beta$) \texttt{vec} type, can be defined in Isabelle using Carte-
sian products, where $\alpha$ gives the type of the vector components and $\beta$ is a finite type
variable whose cardinality represents the dimension of the vector. The second type,
by virtue of its finiteness, provides an index into the vector, enabling us to refer to its
components. Thus, a ($\alpha, \beta$) \texttt{vec} for a type variable $\beta$ is essentially the function
space $\alpha \Rightarrow \beta$ [56]. For a vector $v$ of type \texttt{vec}, the notation $v\langle i \rangle$ then represents its $i^{th}$
component and the notation $(\chi i. f\langle i \rangle)$ (where $f\langle i \rangle$ can be any function) defines a
vector whose $i^{th}$ component is equal to $f\langle i \rangle$.

A similar notation, namely ($\alpha, \beta$) \texttt{bcontfun} is used for bounded continuous
functions, although, in this case, this type refers to the underlying function space
$\alpha::\text{topological\_space} \Rightarrow \beta::\text{metric\_space}$ as previously noted.

Given these two representations of vectors and bounded continuous functions, we
define the following bijections between them:

definition \texttt{bcontfun\_of\_vec} ::
"($\alpha::\text{metric\_space},$
$\beta::\text{finite\_discrete\_topology}) \texttt{vec} \Rightarrow ($\beta, \alpha$) \texttt{bcontfun" where
"\texttt{bcontfun\_of\_vec} v = Bcontfun(\lambda i. v\langle i \rangle)"
definition vec_of_bcontfun ::
    "('b::finite_discrete_topology,
     'a::metric_space) bcontfun ⇒ ('a, 'b) vec" where
    "vec_of_bcontfun f = (χ i. (apply_bcontfun f) i)"

lemma bcf_inv [simp]:
  shows "vec_of_bcontfun (bcontfun_of_vec v) = v"
  and "bcontfun_of_vec (vec_of_bcontfun f) = f"

Listing 2.24: Bijections between vectors and bounded continuous functions

We define a new matrix multiplication operation over a bounded continuous function by first casting it to a vector of the vec type, then perform matrix-vector multiplication, and finally casting the result back to a bounded continuous function. This method also ensures that the existing body of proofs regarding matrix-vector multiplication are available to us when we need to prove the properties of our matrix-bounded continuous function multiplication, greatly easing the amount of work we have to do here (note the sq_mtx_vec_mult function simply performs a matrix-vector multiplication):

definition sq_mtx_bcf_mult ::
    "('m::finite_discrete_topology) sq_mtx ⇒
     ('m, real) bcontfun ⇒ ('m, real) bcontfun"
where
    "A *ₘ M x =
     bcontfun_of_vec (sq_mtx_vec_mult A (vec_of_bcontfun x))"

Listing 2.25: The sq_mtx_bcf_mult definition

Note that we use the notation \( r *ₘ A \) to represent scalar multiplication of a matrix \( A \) by scalar \( r \) and the notation \( A *ₘ v \) to represent matrix multiplication of a bounded continuous function \( v \) by a matrix \( A \).

We go on to prove a wide variety of typical linear algebra results of matrix-vector multiplication are still true against our bounded continuous function definition. The proofs for these fall out quickly from our use of the existing matrix-vector multiplication in our new definition as we have established a bijection between the two types previously. Some example theorems are the following:

lemma mtx_bcf_mult_add_rdistr: "(A + B) *ₘ x = A *ₘ x + B *ₘ x"
  unfolding sq_mtx_bcf_mult_def
  by (simp add: bcontfun_vec_add mtx_vec_mult_add_rdistr)
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lemma sq_mtx_times_bcf_assoc : "\{A \times B\} \ast_M x = A \ast_M (B \ast_M x)"
  by (metis bcf_inv(1) sq_mtx_bcf_mult_def sq_mtx_times_vec_assoc)

Listing 2.26: Example theorems in multiplication of square matrices by bounded continuous functions that adapt existing theorems of matrix-vector multiplication

We then equip these matrices with the operator norm against this function on bounded continuous functions. Our definition here performs a matrix multiplication on a bounded continuous function, which gives us a vector that we then cast as a bounded continuous function again. This means that the om_norm function, also denoted by \(\|\cdot\|_{\text{om}}\), measures the change in the norm on the bounded continuous function using its supremum norm, which is the behaviour we need.

abbreviation om_norm ::
"((\'a::{ metric_space , real_normed_vector , semiring_1},
  \'b::finite_discrete_topology) vec , \'b) vec \Rightarrow real"
where "\|A\|_{\text{om}} \equiv \operatorname{onorm} (\lambda x. \text{bcontfun_of_vec (bcf_mtx_mult x A)})"

Listing 2.27: The operator norm for bounded continuous function-matrix multiplication

Note that bcf_mtx_mult here is a matrix multiplication over a bounded continuous function interpreted as a vector. This is then used to define the norm in our proof that our square matrix type forms a normed vector space:

definition norm_sq_mtx :: "\'a sq_mtx \Rightarrow real"
  where "\|A\| = \|\text{to_vec } A\|_{\text{om}}"

Listing 2.28: The norm_sq_mtx definition

We go on to prove its properties as required, beginning with verifying that the operator norm thus defined is equal to the highest sum of the absolute values of the elements of any row in the matrix:

theorem sq_mtx_norm_value:
  fixes A :: "(\'b::finite_discrete_topology) sq_mtx"
  shows "\|A\| = \operatorname{Max} (\bigcup i. \{\sum j. \|A \ast_i j\|\})"

Listing 2.29: Verifying the norm matches operator norm expectations

The next result:

theorem sq_mtx_norm_mult:
  fixes A B :: "(\'b::finite_discrete_topology) sq_mtx"
  shows "\|A \times B\| \leq \|A\| \times \|B\|"

Listing 2.30: The sq_mtx_norm_mult theorem
is also important to many subsequent proofs, in particular when dealing with stochastic matrices.

The \texttt{sq_mtx} type was originally shown to form a complete space, but we reprove this using our new operator norm, establishing that we still have a Banach space.

### 2.5.4 Stochastic matrices

When using matrix operators, we will usually be dealing with matrices that capture the probability transitions of a particular policy \( \pi \), denoted \( T^\pi \). Each component \( T^\pi_{i,j} \) represents the probability of transitioning to state \( j \) under action \( \pi(i) \). As these represent transitions, we refer to them as transition matrices, but they are more generally examples of stochastic matrices [28]. As each row of a matrix represents a probability distribution, each row therefore sums to 1, with each element being non-negative.

We establish the notion of a stochastic matrix in Isabelle via a predicate that verifies this property:

```isabelle
definition stochastic_mtx :: "'b:: finite_discrete_topology sq_mtx ⇒ bool" where
"stochastic_mtx A = ((∀ i. (∑ j. A$$i$j) = 1) ∧ (∀ i j. A$$i$j ≥ 0))"
```

Listing 2.31: The \texttt{stochastic_mtx} definition

and then prove some of elementary properties of stochastic matrices, starting with the fact that the identity matrix is a stochastic matrix:

```isabelle
theorem stochastic_mtx_1 : "stochastic_mtx 1"
```

Listing 2.32: The \texttt{stochastic_mtx_1} theorem

Next, we prove that the product of any two stochastic matrices is also a stochastic matrix, and likewise for an exponentiation of a stochastic matrix. We inherit matrix exponentiation and its properties for the \texttt{sq_mtx} type from the fact that it is proven as an instance of the \texttt{real_normed_algebra_1} type class, which has exponentiation defined against it.

```isabelle
theorem stochastic_mtx_mult :
  fixes A B :: "'b:: finite_discrete_topology sq_mtx"
  assumes "stochastic_mtx A" "stochastic_mtx B"
  shows "stochastic_mtx (A * B)"
```

Listing 2.33: The \texttt{stochastic_mtx_mult} theorem
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\textbf{Theorem mat_pow_stochastic_mtx:}

\texttt{fixes A :: "'b::finite_discrete_topology sq_mtx" and n :: nat}
\texttt{assumes "stochastic_mtx A"}
\texttt{shows "stochastic_mtx (A^n)"}

Listing 2.33: Stochastic matrices closed under multiplication and exponentiation

Note that $A^n$ represents a matrix $A$ raised to the power $n$. We also show that the operator norm is 1 for any stochastic matrix (which falls very simply out of our definition of a stochastic matrix):

\textbf{Theorem stochastic_mtx_norm:}

\texttt{fixes A :: "'b::finite_discrete_topology sq_mtx"}
\texttt{assumes "stochastic_mtx A"}
\texttt{shows "\|A\| = 1"}

Listing 2.34: The norm of a stochastic matrix is always 1

\subsection*{2.5.5 Spectral radius using Gelfand’s formula}

We now build a formal notion of spectral radius on our matrices. We denote the spectral radius of a matrix $A$ by $\rho(A)$. Normally the spectral radius of a matrix is defined as the largest of its eigenvalues [96] – an eigenvalue being the scalar by which $A$ multiplies a vector that otherwise is unchanged by matrix-vector multiplication.

We will not use this approach though, since our purpose here is to further our formalisation of MDPs. The notion of spectral radius only plays a small part in Puterman’s proof – namely to establish the invertibility of certain matrices – and for this we only need Gelfand’s formula: $\rho(A) = \lim_{n \to \infty} \|A^n\|^{1/n}$ [47]. This is especially important for proving that we can express the expected value vector of a policy in terms of a relatively simple inverse matrix (as expressed later with equation 2.10), and for deriving some other results in section 2.5.8. Using Gelfand’s formula, we then need to show that:

$$\rho(I - A) < 1 \implies \exists A^{-1}, A^{-1} = \lim_{N \to \infty} \sum_{n=0}^{N} (I - A)^n$$

(2.6)

Therefore, we express the spectral radius using the notion of matrix exponentiation to match Gelfand’s formula. Thankfully, the latter is already defined for types satisfying the \texttt{real_normed_algebra_1} sort [66], within a theory belonging to the “Ergodic Theory” session in the Archive of Formal Proof [51]:

\begin{equation}
\rho(I - A) < 1 \implies \exists A^{-1}, A^{-1} = \lim_{N \to \infty} \sum_{n=0}^{N} (I - A)^n
\end{equation}
definition \texttt{spectral\_radius}::"\texttt{a::real\_normed\_algebra\_1} \Rightarrow \texttt{real}"
where "\texttt{spectral\_radius} x = \texttt{Inf} \{\texttt{root} \ n \ (\texttt{norm}(x\^n)) | n. n>0\}"

Listing 2.35: The \texttt{spectral\_radius} definition

where \texttt{root} \ n \ x denotes the \textit{n}th root of real number \texttt{x} and \texttt{Inf} denotes the infimum operator. This definition is easily shown to be equivalent to the limit one from Gelfand’s formula, which is then used to formalise statement (2.6) as follows:

\begin{verbatim}
theorem specrad\_inverse\_matrix:
  fixes \texttt{A :: "\texttt{b::finite\_discrete\_topology} \texttt{sq\_mtx}"} and \texttt{L :: real}
  assumes "\texttt{spectral\_radius} \ (1-\texttt{A}) < 1"
  shows "\texttt{mtx\_invertible} \texttt{A}"
  and "\texttt{A}^{-1} = \lim (\lambda N. \sum_{n=0..N} (1 - \texttt{A})^n)"
\end{verbatim}

Listing 2.36: The \texttt{specrad\_inverse\_matrix} definition

The formal proof of the above result is lengthy and follows the informal proof in Puterman [126]. We first show that if \( \rho(A) < 1 \) then \( \sum_{i=0}^{\infty} A^i \) converges using the completeness of a Banach space. We go on to construct the matrix \( \sum_{i=0}^{\infty} A^i \) and prove that when multiplied by \texttt{A} it results in the identity, using the operator norm.

2.5.6 Casting functions to vectors and matrices

We now define the functions in Isabelle that will allow us to cast any function on states to the bounded continuous function type, and any function on pairs of states to the square matrix type:

\begin{verbatim}
definition \texttt{vectify} :: "(\texttt{s} \Rightarrow \texttt{real}) \Rightarrow (\texttt{s}, \texttt{real}) \texttt{bcontfun}"
  where "\texttt{vectify} \texttt{f} = \texttt{Bcontfun} \texttt{f}"

definition \texttt{vectify\_inv} :: "(\texttt{s}, \texttt{real}) \texttt{bcontfun} \Rightarrow (\texttt{s} \Rightarrow \texttt{real})"
  where "\texttt{vectify\_inv} \texttt{v} = \texttt{apply\_bcontfun} \texttt{v}"

definition \texttt{matrify} :: "(\texttt{s} \Rightarrow \texttt{s} \Rightarrow \texttt{real}) \Rightarrow \texttt{sq\_mtx}"
  where "\texttt{matrify} \texttt{f} = \texttt{to\_mtx} (\texttt{\lambda} i j. \texttt{f} i j)"

definition \texttt{matrify\_inv} :: "(\texttt{s} \Rightarrow \texttt{s} \Rightarrow \texttt{real}) \Rightarrow (\texttt{s} \Rightarrow \texttt{s} \Rightarrow \texttt{real})"
  where "\texttt{matrify\_inv} \texttt{M} = (\texttt{\lambda} i j. \texttt{vec\_nth} (\texttt{sq\_mtx\_ith} \texttt{M} i) j)"
\end{verbatim}

Listing 2.37: Functions to cast between bounded continuous functions and functions on states, and functions on pairs of states and square matrices
When a type is defined from another underlying type in Isabelle, functions for casting to and from that underlying type can be created automatically. Our vectify and matrify functions are all straightforward adaptations of these automatically created casting functions. The matrify definition uses the function parameter $f$ to populate the matrix rows and columns with the function’s result on corresponding states. We then prove that these functions can be used as inverses of each other:

\[
\text{lemma } \text{"vectify\ (vectify\_inv\ v) = v"} \\
\text{lemma } \text{"vectify\_inv\ (vectify\ f) = f"} \\
\text{lemma } \text{"matrify\ (matrify\_inv\ A) = A"} \\
\text{lemma } \text{"matrify\_inv\ (matrify\ f) = f"} \\
\]

Listing 2.38: Lemmas showing these casting functions can be used as inverses of each other

We note that vectify (Vexpected p) is the vector of the expected reward under policy $p$ against the states. Using vectify, we define another vector which holds the expected reward for taking a single step from a state under policy $p$, which we can find using the function single_reward_vec:

\[
\text{definition single\_reward\_vec :: } "('s ⇒ 's pmf) ⇒ 's ⇒ real" \\
\text{where} \\
\text{"single\_reward\_vec p = (λs. \text{RQslice 0 p s (p s)})"} \\
\]

Listing 2.39: The single\_reward\_vec definition

Using matrify we define a matrix which forms the transition matrix under policy $p$, using a function called transition_matrix. We then show that this transition matrix is a stochastic matrix:

\[
\text{definition transition\_matrix :: } "('s ⇒ 's pmf) ⇒ 's sq\_mtx" \\
\text{where} \\
\text{"transition\_matrix p = matrify \ (λs s'. \text{pmf (p s) s'})"} \\
\]

Listing 2.40: The transition\_matrix definition and proof that its results are stochastic
We have now built the concepts needed for our proof of the existence of an optimal policy. The groundwork thus laid, we go on to the proof itself.

2.5.7 An optimal policy definition

Define $P$ as the set of all valid policies. As we have noted before, this is a finite set as we have finite states and finite actions we can take from each one. Define $v_\pi$ as the vector of the function which returns the value (the total expected discounted reward) of each state under policy $\pi$ (see section 2.3). Then define $v^*$ as the supremum in the vector space $V$ of the set $\{v_\pi : \pi \in P\}$.

Recall that the supremum here is the least vector in $V$ such that it is greater than or equal to every $v_\pi$. Note that even though the set of policies is finite, we cannot guarantee that the supremum $v^*$ is attained as $V$ is only partially ordered. We can say that:

$$\forall s. \exists \pi. v^*(s) = v_\pi(s)$$

So we know that for each component $s$ of $v^*$, there exists at least one $v_\pi$ such that its component $s$ attains the value $v^*(s)$. We just cannot yet say that there is one $v_\pi$ that does so for every $s$. Indeed, this is what we are trying to prove.

If we can find a $\pi^*$ such that $v_{\pi^*} = v^*$, then we have a universally optimal policy for all starting states, as we will know that for any other policy, the $V$-value of any state must be less than or equal to that of $v_{\pi^*}$.

We begin to formalise this by defining the optimum policy on state-action pairs via a function $\text{optimal\_policies}$ that returns these as a set for a given state $s$ and action $a$. We also define the optimum policy on states using $\text{optimal\_policies\_state}$, a function that returns these for a given $s$. We demonstrate that these both exist for any choice of state or valid state-action pair. These will not form part of the definition of a universal optimal policy directly, but will demonstrate how our definition relates to the expected conditions for a universal optimal policy. We refer the reader back to our definitions of $Q_{\text{expected}}$ and $V_{\text{expected}}$ in section 2.4.3.

```haskell
definition optimal_policies :: "'s ⇒ 's pmf ⇒ ('s ⇒ 's pmf) set"
  where
  "optimal_policies s a =
  {p∈policies.
  (∀p'∈policies. Qexpected p' s a ≤ Qexpected p s a)""
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Next, we define $V_{\text{max}}$, a function that returns the highest possible $V$-value for a state $s$. We prove that $p$ is in $\text{optimal\_policies\_state\_s}$ if and only if $V_{\text{expected}} p s = V_{\text{max}} s$:

\[
\text{definition } V_{\text{max}} :: "s ⇒ real" \text{ where }
\]
\[
V_{\text{max}} s = \text{Max} \left( \bigcup_{p ∈ \text{policies}} \{ V_{\text{expected}} p s \} \right)
\]

\textbf{Listing 2.42: The $V_{\text{max}}$ definition and proof an optimal policy per state achieves it}

We next define the set of universally optimal policies as the set of policies whose expected reward vector is greater than or equal to that of all other policies (recalling the ordering that we have on these vectors from section 2.5.2). We show that this definition is equivalent to the intersection of the sets of optimal policies over the individual states, as we would expect, and equivalent to defining it as the set of policies where $V_{\text{expected}} p = V_{\text{max}}$.

\[
\text{definition } \text{optimal\_policies\_universal} :: "(s ⇒ 's pmf) set" \text{ where }
\]
\[
\text{"optimal\_policies\_universal =}
\]
\[
\{ p ∈ \text{policies} .
\]
\[
(∀ p' ∈ \text{policies}. \ vectify (V_{\text{expected}} p) ≥ vectify (V_{\text{expected}} p'))\}
\]

\textbf{Listings 2.41: Sets of optimal policies fixed per state-action and per state}
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lemma universal_optimal_policy_Vmax_equivalence:
  fixes p :: "'s ⇒ 's pmf"
  assumes "p ∈ policies"
  shows "(Vexpected p = Vmax) = (p ∈ optimal_policies_universal)"

Listing 2.43: The definition of a universally optimal policy and proof of its relation to our prior definitions

2.5.8 The \( L_\pi \) operator and its supremum, \( L_{max} \)

For each policy \( \pi \), define \( r_\pi(s) \) as the function which returns the expected immediate reward an agent earns for taking the action \( \pi(s) \) from \( s \). Recall that \( T_\pi \) is the transition matrix for any \( \pi \). Using this, we derive a vector form of Bellman’s equation (see section 2.4.4):

\[
v_\pi = r_\pi + \gamma T_\pi v_\pi
\]  

(2.7)

We prove this in Isabelle by assuming that we have convergence of value, which we have previously proven when \( \gamma < 1 \) or when we have inevitable terminating states (see section 2.4.3):

theorem vec_expr_value:
  fixes p :: "'s ⇒ 's pmf"
  assumes "p ∈ policies"
  and "∀s. s ∈ K. convergent (λn. Qexpected n p s a)"
  shows "vectify (Vexpected p) = vectify (single_reward_vec p) + \gamma * (transition_matrix p) * (vectify (Vexpected p))"

Listing 2.44: The vector form of Bellman’s equations in Isabelle

Note the use of \( \text{vectify} \) here, needed so that we can have our expected values in vector form.

Next, we suppose that \( u, v ∈ V \) and \( \gamma < 1 \) and show the following, which will be needed for subsequent proofs:

\[
u \geq 0 \implies \forall \pi. (I - \gamma T_\pi)^{-1} u \geq u
\]  

(2.8)

\[
u \geq v \implies \forall \pi. (I - \gamma T_\pi)^{-1} u \geq (I - \gamma T_\pi)^{-1} v
\]  

(2.9)

In Isabelle, they are formalised as follows:
2.5. Proving the existence of an optimal policy

The proofs here depend on the fact that our the vector space is a Banach space, so we can show that the limit of sequence of matrices converges using the completeness property, and on the invertibility properties of matrices with a spectral radius less than 1, which we proved previously (see section 2.5.5).

Next, define the operator \( L_\pi \) on any vector \( v \) as

\[
L_\pi v = r_\pi + \gamma T_\pi v.
\]

Intuitively, this returns the immediate reward vector for following policy \( \pi \), then adds \( v \) proportionally based on the probability of transition from one state to another under \( \pi \). Using (2.7), it is clear that \( v_\pi \) is a fixed point (but not necessarily a unique fixed point – we prove this below) for \( L_\pi \) as \( L_\pi v_\pi = v_\pi \). In Isabelle, we formalise the \( L \) function as:

\[
\begin{align*}
definition L :: \"('s ⇒ 's pmf) ⇒ ('s, real) bcontfun\" where 
L p v = vectify (single_reward_vec p) + \gamma R ((transition_matrix p) * M v)
\end{align*}
\]

Listing 2.46: The \( L \) operator

We then show that, using Gelfand’s formula and (2.6), that \( v_\pi \) is the unique fixed point for \( L_\pi \). We go on to derive the following equation assuming \( \gamma < 1 \), using (2.9) and the fact that the matrix space is complete:

\[
v_\pi = (I - \gamma T_\pi)^{-1} r_\pi
\]

(2.10)

This shows that provided we can find the inverse of \( I - \gamma T_\pi \), which (2.6) guarantees when we have \( \gamma < 1 \) and thus a spectral radius less than one, we can calculate the vector of \( V \)-values for a given policy using only its transition matrix and expected rewards.

We formalise these results in Isabelle:
Chapter 2. Markov Decision Processes

```
theorem find_expected_value:
  fixes p :: "'s ⇒ 's pmf"
  assumes "p∈policies" and "γ<1"
  shows "vectify (Vexpected p) =
    (1 - (γ *R (transition_matrix p)))−1
    *M (vectify (single_reward_vec p))"

Listing 2.47: The find_expected_value theorem

Now, define the operator $L_{\text{max}}$ over vectors in $V$ as follows (note that in Puterman’s text, this is denoted $L$ – we add the subscript here for clarity):

$$L_{\text{max}}v = \sup_{\pi}\{L_{\pi}v\} \quad (2.11)$$

Recall once more that $V$ is partially ordered, so we cannot be sure that $L_{\text{max}}v$ is attained by any one choice of policy $\pi$. We know, again given our finite choice of states, that for any single component $s$ of $L_{\text{max}}v$, there is a choice of $\pi$ such that $(L_{\pi}v)(s) = (L_{\text{max}}v)(s)$, but we do not yet know that there is always a policy $\pi$ such that $L_{\pi}v = L_{\text{max}}v$.

We now proceed to define an $L_{\text{max}}$ function in Isabelle by taking the maximum values for $L$ across the policies, and we prove that for any $v$ it is attained by some policy $p$:

```
definition $L_{\text{max}}$ ::
  "('s, real) bcontfun ⇒ ('s, real) bcontfun" where
  "$L_{\text{max}}\ b = \text{Bcontfun} (λs.\ Max(\bigcup p∈policies.\ \text{apply\_bcontfun} (L\ p\ b)\ s))"

theorem $L_{\text{max}}$-attained:
  shows "∃p∈policies. L p v = $L_{\text{max}}$ v"

Listing 2.48: The $L_{\text{max}}$ definition

Note that Puterman does not prove that $L_{\text{max}}$ is attained immediately in his proof – rather it is his final step, under a set of assumptions (such as compactness of the action space and continuous reward and transition functions) that we do not need to consider (as we deal with the finite MDP case only). We prove this now to fix an issue with one of Puterman’s proofs as we will detail soon.

Next is the biggest step toward the proof of the existence of an optimal policy. We show using (2.9) that (assuming $0 ≤ γ < 1$):

$$L_{\text{max}}v = v \implies v = \nu^* \quad (2.12)$$
```
There is actually a minor error in Puterman’s proof here that we uncovered during our formalisation – which is the reason why we show that $L_{\max}$ is attained earlier than Puterman does. During a particular part of his proof, Puterman asserts:

$$v \leq L_{\max}v \implies \forall \epsilon > 0. \exists \pi. \forall s. v(s) \leq L_\pi v(s) + \epsilon \quad (2.13)$$

He uses the $\epsilon$ here as he is also considering the infinite state case (where the supremum may not be attained even on a componentwise basis); it can be dismissed in the finite case, leaving:

$$v \leq L_{\max}v \implies \exists \pi. \forall s. v(s) \leq L_\pi v(s) \quad (2.14)$$

As we have previously discussed, it has not yet been shown that there exists a policy that attains $L_{\max}$. Puterman goes on to prove that such a policy exists much later as the final step in his proof of the existence of an optimal policy (albeit only under any one of several assumptions – one choice of which is that the MDP is finite, as in our case). Thankfully his delayed proof does not rely on any of his theorems where he seems to have implicitly assumed it. In any case, Puterman does not mention the limiting assumptions or the necessary proof that a policy exists that attains $L_{\max}$ in his proof of (2.14) here, and this proof is therefore incomplete.

We formally prove in Isabelle that if there is a fixed point for $L_{\max}$, that it must be vectify $(V_{\max})$:

```isabelle
theorem v_eq_Lmax_v:
  fixes v :: "('s, real) bcontfun"
  assumes "v = Lmax v" "\gamma < 1"
  shows "v = vectify (Vmax)"
```

Listing 2.49: A fixed point for $L_{\max}$ is vectify $(V_{\max})$

### 2.5.9 Final steps

We then prove that (under the assumption $\gamma < 1$) both $L_\pi$ and $L_{\max}$ are contraction mappings, in other words for any $u, v \in V$, $\|L_\pi u - L_\pi v\| \leq \|u - v\|$ and likewise for $L_{\max}$. This allows us to use the Banach fixed point theory (along with our proof that $V$ is a Banach space) to show that there exists a unique fixed point of both operators. In Isabelle, we have:
Theorem contraction_L:
fixes u v :: "('s, real) bcontfun" and p :: "'s ⇒ 's pmf"
assumes "γ < 1" "p ∈ policies"
shows "dist (L p u) (L p v) ≤ γ * dist u v"

Theorem contraction_L\_max:
fixes u v :: "('s, real) bcontfun"
assumes "γ < 1"
shows "dist (L_{\text{max}} u) (L_{\text{max}} v) ≤ γ * dist u v"

Theorem unique_solution_L:
fixes v :: "('s, real) bcontfun" and p :: "'s ⇒ 's pmf"
assumes "γ < 1" "p ∈ policies"
shows "∃!v. L p v = v"

Theorem unique_solution_L\_max:
fixes v :: "('s, real) bcontfun" and p :: "'s ⇒ 's pmf"
assumes "γ < 1" "p ∈ policies"
shows "∃!v. L_{\text{max}} v = v"

Listing 2.50: The L operators are contraction mapping, with unique fixed points

All the pieces of the proof are in place now, and the only remaining significant step is to show that there exists a policy \( \pi \) such that for a choice of \( v \), \( L_{\pi} v = L_{\text{max}} v \). We do this by noting that for each choice of state component, say \( s \), we can maximise the value for \( L_{\pi} v(s) \) just by assuming that \( \pi \) takes a particular choice of action from that state; we then note that if we make that assumption for \( \pi \) across every state, that \( L_{\pi} v = L_{\text{max}} v \). Note that we have already shown this in Isabelle with the \( L_{\text{max}} \_\text{attained} \) theorem in the previous section.

This done, we have found a policy \( \pi^* \) such that \( L_{\pi^*} v = L_{\text{max}} v \). \( L_{\text{max}} \) has a unique fixed point \( v^* \) (2.12), which by our vector version of Bellman’s equation (2.7), we know must also be the unique fixed point for \( L_{\pi^*} \), and hence the expected value function for policy \( \pi^* \).

By our definition of \( v^* \), we thus know that \( \pi^* \) attains the highest possible expected value for each state component, and is the universally optimal policy.

We demonstrate this in Isabelle by showing that we can select a policy \( p \) such that it attains \( L_{\text{max}} \) on the vector of its expected values on the states using the \( L_{\text{max}} \_\text{attained} \) theorem. We then know that \( L_{\text{max}} (\text{vectify (Vexpected p)}) = (\text{vectify (Vexpected p)}) \) and therefore that \( \text{vectify (Vexpected p)} = \text{\text{Vmax}} \). This all leads to a proof of the very satisfying statement of our sought-after theorem:
2.6 Value and policy iteration

As the next step in our formalisation, we introduce the value iteration and policy iteration algorithms, and formally prove that they work as intended. Again, our work here focuses on formalising the work presented in Puterman’s textbook [126].

2.6.1 Finding an optimal policy

In the previous section we have proved that a universal optimal policy always exists on any finite MDP with a discount. We know this is important because an agent following this policy should behave optimally over the MDP, attaining maximal reward.

But how do we construct the optimal policy for an arbitrary MDP? In the situation where we do not know the structure of the MDP and must discover it by exploration, reinforcement learning is the typical process used. However, we have simpler methods available in the case where we know the properties of the MDP, its states, actions, rewards and the transition probabilities associated with it. These methods include value iteration and policy iteration, two algorithms intended to compute the optimal policy, or an arbitrarily close approximation in the case of value iteration, in finite time.

In this section we will discuss each algorithm, before going on to show their representation in Isabelle/HOL, and our proofs of their correctness.

2.6.2 Value iteration

The first algorithm we will look at is value iteration. Before we examine it, we will define an $\epsilon$-optimal policy as one where the distance between its expected value vector and that of an optimal policy is at most $\epsilon$. This distance is defined using the vector norm, so we are saying that a policy $p_\epsilon$ is $\epsilon$-optimal if and only if:

$$\forall s. |V_{p_\epsilon}(s) - V_*(s)| \leq \epsilon$$
The value iteration algorithm constructs an $\epsilon$-optimal policy in finite time, via the following process:

1. Choose an arbitrary vector $v_0$ in $V$, the vector space of bounded functions on the states. Choose an $\epsilon$ arbitrarily close to 0. We begin with time step $n = 0$.

2. Find $v_{n+1}$ using:

   $$v_{n+1} = \mathcal{L}_{\text{max}} v_n$$

3. If

   $$\|v_{n+1} - v_n\| \leq \epsilon (1 - \gamma)/2\gamma$$

   then proceed, otherwise increment $n$ and repeat step 2.

4. For each $s$, find $p_\epsilon(s)$ using:

   $$p_\epsilon(s) = \arg \max_{a \in A(s)} \left\{ \sum_{s' \in a} P(s,a,s') \left( R(s,s',a) + \gamma v_{n+1}(s') \right) \right\}$$

The policy $p_\epsilon$ found this way is $\epsilon$-optimal.

We represent this algorithm in Isabelle via four functions. Value_Iteration is the first of these, and gives us the vector $v_n$ found in step 2 of the algorithm. It takes as parameters the time step of the algorithm $n$ and the chosen initial vector $v$.

```
fun Value_Iteration :: 
  "nat ⇒ (s, real) bcontfun ⇒ (s, real) bcontfun" where 
  "Value_Iteration 0 v = v"

|"Value_Iteration (Suc n) v = L_{\text{max}} (Value_Iteration n v)"
```

Listing 2.52: The Value_Iteration definition

The function Value_Iteration_Algo_n gives us the first time step $n$ when the conditions for step 3 of the algorithm are met, using Isabelle’s LEAST operator. To find this, we must specify the parameter $\epsilon$ instead of a time step.

```
definition Value_Iteration_Algo_n :: 
  "real ⇒ (s, real) bcontfun ⇒ nat" where 
  "Value_Iteration_Algo_n \epsilon v = 
  (LEAST n. dist (Value_Iteration (Suc n) v) (Value_Iteration n v) < (\epsilon * (1 - \gamma))/ (2 * \gamma))"
```

Listing 2.53: The Value_Iteration_Algo_n definition

Value_Iteration_Algo_v gives us the vector associated with the time step we need to calculate our policy.
2.6. Value and policy iteration

definition Value_Iteration_Algo_v ::
  "real ⇒ ('s, real) bcontfun ⇒ ('s, real) bcontfun" where
  "Value_Iteration_Algo_v ε v = Value_Iteration ((Value_Iteration_Algo_n ε v)+1) v"

Listing 2.54: The Value_Iteration_Algo_v definition

Finally, Value_Iteration_Algo constructs the policy associated with completion of the algorithm.

definition Value_Iteration_Algo ::
  "real ⇒ ('s, real) bcontfun ⇒ ('s ⇒ 's pmf)" where
  "Value_Iteration_Algo ε v =
    (λs. arg_max
      (λa. (∑s'∈a. pmf a s' * (R(s, s', a) + γ * apply_bcontfun (Value_Iteration_Algo_v ε v) s'))) )
      (λa. a∈K s))"

Listing 2.55: The Value_Iteration_Algo definition

To show that our representations are accurate, we prove basic properties of the value iteration algorithm and conclude by formally verifying that it leads to an $\varepsilon$-optimal policy. We begin by proving that the vector produced by iteration tends towards the optimal value vector as $n \to \infty$. This proof falls out of the use of the $L_{\text{max}}$ operator in our definitions and our previous proof of the existence of an optimal policy.

lemma Value_Iteration_Converges:
  fixes v :: "('s, real) bcontfun"
  assumes "$\gamma<1$"
  shows "lim (λn. Value_Iteration n v) = vectify Vmax"

Listing 2.56: Proof that value iteration converges to the maximum value vector

Next we show that provided $\varepsilon > 0$, we can always find a finite $n$ that fulfils the conditions of step 3 of the value iteration algorithm. This falls easily out of the limit property we have just proven and the fact that our vectors form a Banach space. Note that we must specify the additional assumption that $\gamma > 0$, as otherwise division by zero would be possible on the value we test against.
lemma Value_Iteration_Algo_n_Exists:
  fixes v :: "('s, real) bcontfun" and ε :: real
  assumes "0 < γ" "γ < 1"
  shows "∀ε>0. ∃n. dist (Value_Iteration (Suc n) v) (Value_Iteration n v) < (ε * (1 - γ)) / (2 * γ)"

Listing 2.57: The Value_Iteration_Algo_n_Exists lemma

We continue by proving that the final result of the algorithm is always a policy. This is important in our formalisation as policies are not a type – they are members of a set with certain properties. Even if the result is the correct type, we still need to be sure that it meets the conditions for being in the set of policies to know that it is well-behaved. This proof is not completely trivial – we show that the arg_max used in the definition always exists in the set of valid actions on a state, and then show that the resulting function always produces such a valid action.

lemma Value_Iteration_Algo_policy:
  fixes ε :: real and v :: "('s, real) bcontfun"
  shows "Value_Iteration_Algo ε v ∈ policies"

Listing 2.58: The Value_Iteration_Algo_policy lemma

This next proof is crucial to establishing ε-optimality: we show that the policy \( p_ε \) we produce with Value_Iteration_Algo and the vector \( v_ε \) we produce with Value_Iteration_Algo_v gives the equivalence \( L_{p_ε}(v_ε) = L_{\max}(v_ε) \).

lemma Value_Iteration_Algo_Equiv:
  fixes ε :: real and v :: "('s, real) bcontfun"
  shows "L (Value_Iteration_Algo ε v) (Value_Iteration_Algo_v ε v) = L_{\max} (Value_Iteration_Algo_v ε v)"

Listing 2.59: The Value_Iteration_Algo_Equiv lemma

Our final proof here makes use of two results – the equivalence we have established and the triangle inequality for norms – to give an upper bound on the distance between the value vector produced by our constructed policy and the optimal value vector. The equivalence is necessary to be able to use the contraction mapping properties of the \( L_{\max} \) and \( L_{p_ε} \) operators to establish this bound. Once we have the bound, simple algebraic manipulation and repeated use of the triangle inequality leads to the result.
2.6. Value and policy iteration

We conclude, then, by demonstrating that the policy we have produced has a value vector less than $\epsilon$ distant from the optimal value vector – in other words, that it is $\epsilon$-optimal as expected.

2.6.3 Policy iteration

We move on to examine policy iteration. Unlike value iteration, it constructs a universally optimal policy in finite time, not simply an $\epsilon$-optimal policy. We will formally prove that this is achieved by any algorithm which meets the specification.

Policy iteration follows this process:

1. Choose an arbitrary policy $p_0$. We begin with time step $n = 0$.

2. Find $v_n$ using:

$$v_n = (I - \gamma T_{p_n})^{-1} r_{p_n}$$

Recall that $r_{p_n}$ is the vector of expected rewards earned by taking a single step from a state and $T_{p_n}$ is the transition matrix associated with policy $p_n$.

3. Select a policy $p_{n+1}$ such that:

$$p_{n+1}(s) = \arg\max_{a \in A(s)} \left\{ \sum_{s' \in a} P(s, a, s') (R(s, s', a) + \gamma v_n(s)) \right\}$$

If $p_n$ can fulfill this condition, choose it.

4. If $p_{n+1} = p_n$ then call it $p^*$ and conclude the process. Otherwise, increment $n$, return to step 2 and continue.

The policy $p^*$ found this way is universally optimal.

As we did for value iteration, we represent this algorithm in Isabelle with a number of recursive functions.

Policy_Iteration and Policy_Iteration_v are mutually recursive functions that give us the result of step 3 of the algorithm. Policy_Iteration_v represents the
vector \( v_n \) found in step 2. They take as parameters the time step \( n \) of the algorithm and the chosen initial policy \( p \). Note that we use an if conditional to check if the policy constructed in the previous increment meets the conditions for the maximisation; if it does we select it, otherwise we choose an arbitrary policy that meets the conditions.

\[
\text{fun Policy\_Iteration} :: \text{"nat} \Rightarrow (\text{'s} \Rightarrow \text{'s pmf}) \Rightarrow (\text{'s} \Rightarrow \text{'s pmf})
\]

\[
\text{and Policy\_Iteration\_v} :: \\
\text{"nat} \Rightarrow (\text{'s} \Rightarrow \text{'s pmf}) \Rightarrow (\text{'s, real} \Rightarrow \text{bcontfun})
\]

\[
\text{where}
\]

\[
\text{Policy\_Iteration} 0 \ p = p
\]

\[
\text{Policy\_Iteration\_v} \ n \ p\]

\[
= (1 - \gamma \cdot R(\text{transition\_matrix} (\text{Policy\_Iteration} n \ p)))^{-1} \cdot M
\]

\[
\text{(vectify (single\_reward\_vec (Policy\_Iteration} n \ p))})
\]

\[
\text{Policy\_Iteration} (\text{Suc} \ n) \ p =
\]

\[
\text{(if } (\forall s. \text{is\_arg\_max } \lambda a.
\]

\[
(\sum s' \text{pmf} a s' \cdot (R(s, s', a) +
\]

\[
\gamma \cdot \text{apply\_bcontfun} (\text{Policy\_Iteration\_v} n \ p) s')))
\]

\[
(\lambda a. a \in K s) ((\text{Policy\_Iteration} n \ p) s)
\]

\[
\text{then} (\text{Policy\_Iteration} n \ p)
\]

\[
\text{else} (\lambda s. \text{arg\_max } (\lambda a.
\]

\[
(\sum s' \text{pmf} a s' \cdot (R(s, s', a) +
\]

\[
\gamma \cdot \text{apply\_bcontfun} (\text{Policy\_Iteration\_v} n \ p) s')))
\]

\[
(\lambda a. a \in K s))
\]

\[
\text{Listing 2.61: The Policy\_Iteration and Policy\_Iteration\_v definitions}
\]

Policy\_Iteration\_Algo\_n gives us the first time step at which the conditions for step 4 are met. This is found in a similar way to the corresponding value iteration function, likewise using Isabelle’s LEAST operator.

\[
\text{definition Policy\_Iteration\_Algo\_n} :: "(\text{'s} \Rightarrow \text{'s pmf}) \Rightarrow \text{nat}
\]

\[
\text{where}
\]

\[
\text{Policy\_Iteration\_Algo\_n} \ p =
\]

\[
(\text{LEAST } n. (\text{Policy\_Iteration} (\text{Suc} \ n) \ p = \text{Policy\_Iteration} n \ p))
\]

\[
\text{Listing 2.62: The Policy\_Iteration\_Algo\_n definition}
\]

Finally, Policy\_Iteration\_Algo gives us the policy \( p^* \) which is the final outcome of the algorithm.

\[
\text{definition Policy\_Iteration\_Algo} :: "(\text{'s} \Rightarrow \text{'s pmf}) \Rightarrow (\text{'s} \Rightarrow \text{'s pmf})\" \text{ where}
\]

\[
\text{Policy\_Iteration\_Algo} \ p =
\]

\[
\text{Policy\_Iteration} (\text{Policy\_Iteration\_Algo\_n} \ p) \ p
\]

\[
\text{Listing 2.63: The Policy\_Iteration\_Algo definition}
\]
As before, we need to verify some basic properties of the algorithm to show our representation is correct before moving on to our proof of optimality.

We begin by showing that for every step of the algorithm produces a new policy \( p_n \), which meets the set-based definition of policy we are using in our model. Again, we simply have to show that the \( \arg_{\max} \) function can find a valid action and then show that these choices of actions define a policy.

\[
\text{lemma Policy\_Iteration\_policy :}
\]
\[
\text{fixes } p :: ''s ⇒ 's pmf \text{ and } n :: \text{nat}
\]
\[
\text{assumes } "p∈\text{policies}"
\]
\[
\text{shows } "\text{Policy\_Iteration } n \text{ } p ∈ \text{policies}"
\]

Listing 2.64: Proof that policy iteration always results in a policy

Next we show that for subsequent policies
\[
L_{p_n+1} v_{p_n} = L_{\max} v_{p_n+1}.
\]
Again, this is crucial for subsequent proofs, but unlike value iteration, we do not use the contraction mapping properties of these functions. Instead we use their fixed points – we are not showing an approximation to optimality, but optimality itself.

\[
\text{lemma Policy\_Iteration\_Equiv :}
\]
\[
\text{fixes } p :: ''s ⇒ 's pmf \text{ and } n :: \text{nat}
\]
\[
\text{assumes } "\gamma<1"
\]
\[
\text{shows } "L (\text{ Policy\_Iteration } (\text{Suc } n) \text{ } p)
\]
\[
\text{ (vectify } (V_{\text{expected } (\text{ Policy\_Iteration } n \text{ } p)})) \text{ =}
\]
\[
L_{\max} \text{ (vectify } (V_{\text{expected } (\text{ Policy\_Iteration } n \text{ } p)}))"
\]

Listing 2.65: The \text{Policy\_Iteration\_Equiv lemma}

A crucial part of our optimality proof is to show that every time step of the algorithm (unless there is no change) improves the policy – i.e. every policy constructed has a value vector that is strictly greater than that of the previous step. This proof relies on manipulation of vector calculations using the invertibility properties of the matrices that are used in the policy iteration definitions.

\[
\text{lemma Policy\_Iteration\_inc :}
\]
\[
\text{fixes } p :: ''s ⇒ 's pmf \text{ and } n :: \text{nat}
\]
\[
\text{assumes } "\gamma<1"
\]
\[
\text{shows } "\text{vectify } (V_{\text{expected } (\text{ Policy\_Iteration } (\text{Suc } n) \text{ } p)}) ≥
\]
\[
\text{vectify } (V_{\text{expected } (\text{ Policy\_Iteration } n \text{ } p)})"
\]

Listing 2.66: The \text{Policy\_Iteration\_inc lemma}

Our next proof demonstrates that if we have a step of the algorithm where the policy does not change, the expected value vector of that policy must be optimal – and thus,
the policy is universally optimal. This makes use of the PolicyIterationEquiv
lemma and the fixed points of the $L_{p_n}$ and $L_{max}$ operators.

```
lemma PolicyIterationWorks:
  fixes p :: "'s ⇒ 's pmf" and n :: nat
  assumes "p∈policies" "γ<1"
  shows "vectify (Vexpected (PolicyIteration n p)) = vectify (Vmax)"
Listing 2.67: The PolicyIterationWorks lemma
```

We know that if the policy does not remain the same when the algorithm iterates,
that it improves. And we know that if the policy does remains the same, then it must
be universally optimal. We know that there are only finitely many valid policies. It
is obvious from these results that in finite time we will produce a universally optimal
policy. Unfortunately, despite the intuitive obviousness here, it remains to be shown
formally that this will occur in finite time. We do this via some simple results about
monotonicity and by incorporating our proof of finite policies.

```
lemma PolicyIterationFinite:
  fixes p :: "'s ⇒ 's pmf"
  assumes "p∈policies" "γ<1"
  shows "∃N. (PolicyIteration N p) ∈ optimal_policies_universal"
Listing 2.68: The PolicyIterationFinite lemma
```

This proof complete, we have shown that policy iteration constructs a universally
optimal policy in finite time.

### 2.7 Case study

We present here an illustration of the potential of this formalisation to benefit future
research. We will describe a relatively simple game, but one where the optimal strategy
is non-trivial. We will show how it is possible to formally model the game in Isabelle
and prove that it is an instance of a finite Markov Decision Process. Thus, we know
with certainty that at least one optimal strategy exists, and we can apply tools such as
value iteration, policy iteration, or reinforcement learning to find that optimal strategy.
2.7. Case study

Figure 2.2: The initial conditions of the Lavaworld game. The stick man represents the player, the fire represents the lava elemental, and the red cross-hatching shows a square is lava.

2.7.1 The game - Lavaworld

The game of Lavaworld is played out on a 10x10 square grid, representing a crumbling and eroding floor, beneath which is deadly lava. The grid is indexed from 0 to 9 in both the horizontal and vertical directions, with the bottom left corner being \((0,0)\). The grid is joined at the left and right edges and the top and bottom edges, so if one were to travel left from \((0,0)\), you would end up in \((9,0)\) and vice versa. Similarly travelling south from \((0,0)\) takes you to \((0,9)\) and vice versa.

The player begins in the bottom left corner. An enemy, a lava-elemental creature that spreads deadly lava, begins in square \((4,5)\), which is initially filled with lava. This starting condition is shown in figure 2.2. Each game turn, the player chooses one of the four cardinal directions to travel. As they leave their current square, the floor collapses behind them exposing the lava. The lava-elemental can only travel into squares that are not already filled with lava; if squares clear of lava are adjacent to its current square, it chooses one at random and travels there. Any square it enters is then immediately filled with lava. An example of a first game turn is shown in figure 2.3.

At the start of every turn, if the player is in a square filled with lava, they lose 100 points, and the game restarts on the next turn. Otherwise, if they have managed to get the lava-elemental into a position where it is totally surrounded by lava filled squares (and hence, cannot move into any of them), they gain 100 points, and the game restarts. If neither of these conditions apply, they gain 1 point.

This is the entirety of the game. Despite being a simple game to describe, there are many thousands of possible game states as each consists of the player’s position, the
lava-elemental’s position, and the set of lava filled squares. It is also apparent that there are nuances of strategy. For example, the player should not go back onto any square they have been, always forging new ground; but that new ground should keep them distant from the lava-elemental and the potentially expanding lava area it is creating. However, trapping the lava-elemental is the only way to get a positive score at the end of the game; despite the risk associated with it, it is almost certainly a factor in any optimal strategy. Balancing risk against reward is obviously necessary in formulating a strategy, but it isn’t clear how this should be done. It is not trivially obvious that there is an optimal strategy, or how to go about finding one. This is where the clarity of identifying that the game is an MDP can bring insight.

2.7.1.1 Formalising Lavaworld

We proceed to formalise the game in Isabelle. We begin by defining a base finite type that we can use to label the co-ordinates of our grid, essentially counting from 0 to 9 – the coord type. On this datatype we also define an increment and decrement function (forcoord and backcoord respectively):
2.7. Case study

```haskell
datatype coord = Zero | One | Two | Three | Four
  | Five | Six | Seven | Eight | Nine

definition forcoord :: "coord ⇒ coord" where
  "forcoord t =
  (case t of
    Zero ⇒ One | One ⇒ Two | Two ⇒ Three | Three ⇒ Four |
    Four ⇒ Five | Five ⇒ Six | Six ⇒ Seven | Seven ⇒ Eight |
    Eight ⇒ Nine | Nine ⇒ Zero)"

definition backcoord :: "coord ⇒ coord" where
  "backcoord t =
  (case t of
    Zero ⇒ Nine | One ⇒ Zero | Two ⇒ One | Three ⇒ Two |
    Four ⇒ Three | Five ⇒ Four | Six ⇒ Five | Seven ⇒ Six |
    Eight ⇒ Seven | Nine ⇒ Eight)"
```

Listing 2.69: The coord datatype and basic functions on it.

Next, we define a type for the four directions that the player or the lava elemental may move in (the dir type). We then define the directiongo function describing the results of an object moving in a particular direction on the grid:

```haskell
datatype dir = N | E | S | W

definition directiongo :: "dir ⇒ (coord×coord) ⇒ (coord×coord)" 
  where
  "directiongo d a =
  (case d of
    N ⇒ (fst a, forcoord (snd a)) |
    E ⇒ (forcoord (fst a), snd a) |
    S ⇒ (fst a, backcoord (snd a)) |
    W ⇒ (backcoord (fst a), snd a)"
```

Listing 2.70: The dir type and basic movement function.

What constitutes a game state? To know the exact conditions of the game at a given turn, we need to know the current location of the player, the current location of the lava elemental, and all the locations currently filled with lava, as discussed at the end of the previous section. We can formalise this as an object of type ((coord×coord)×(coord×coord)×(coord×coord) set). The first tuple holds the player location, the second holds the lava-elemental location, and the last set of tuples holds the set of locations that are currently filled with lava.
We define a type \texttt{gamestate} that has this structure, using the \texttt{typedef} command to define it by the set of all such objects. The use of this command also creates two functions, \texttt{Abs\_gamestate} that changes an object of the underlying type into the \texttt{gamestate} type, and \texttt{Rep\_gamestate} that does the opposite. We then define the starting conditions of the game with the \texttt{initialstate} function:

\begin{verbatim}
typedef gamestate = 
"UNIV::((coord x coord) x (coord x coord) x (coord x coord) set) set"
by blast
definition initialstate :: "gamestate" where
"initialstate = Abs_gamestate((Zero,Zero),(Four,Five),
{(Four,Five)})"
\end{verbatim}

Listing 2.71: The \texttt{gamestate} type and definition of initial conditions.

How do we determine if the lava-elemental has been trapped? A function \texttt{enemydirs} determines which directions are valid for the enemy to move in. If this set is empty, then the enemy is trapped. The function checks if the destination square in all four cardinal directions is not yet lava filled, and returns the set of directions where this is true.

\begin{verbatim}
definition enemydirs :: "gamestate ⇒ dir set" where
"enemydirs gs =
(if directiongo N (fst (snd (Rep_gamestate gs)))
∈ (snd (snd (Rep_gamestate gs))) then {} else {N})
∪ (if directiongo E (fst (snd (Rep_gamestate gs)))
∈ (snd (snd (Rep_gamestate gs))) then {} else {E})
∪ (if directiongo S (fst (snd (Rep_gamestate gs)))
∈ (snd (snd (Rep_gamestate gs))) then {} else {S})
∪ (if directiongo W (fst (snd (Rep_gamestate gs)))
∈ (snd (snd (Rep_gamestate gs))) then {} else {W})"
\end{verbatim}

Listing 2.72: The \texttt{enemydirs} function.

We next define the functions that define the game turn. \texttt{playermove} takes two direction parameters, the first for the player and the second for the lava elemental – we will show how this is randomly distributed next. If the player is currently in the lava, the game resets. If not, the player moves in their chosen direction, the lava elemental moves in its chosen direction, then both the space the player most recently occupied and the space the lava elemental has just entered are added to the set of lava filled squares. A reward is issued using the \texttt{reward} function: -100 if the player is in
lava, 100 if they are not in lava and have successfully trapped the lava-elemental, or 1 otherwise.

\[
\text{definition playermove :: "dir \Rightarrow \text{dir} \Rightarrow \text{gamestate} \Rightarrow \text{gamestate}" where}
\]
\[
\text{playermove d e gs =}
\]
\[
(\text{if } \text{fst (Rep_gamestate gs)} \in \text{snd (snd (Rep_gamestate gs)))}
\]
\[
\lor \text{enemydirs gs = \{\}} \text{ then initialstate}
\]
\[
\text{else let enemymove =}
\]
\[
\text{directiongo e (fst (snd (Rep_gamestate gs))) in}
\]
\[
\text{Abs_gamestate (directiongo d (fst (Rep_gamestate gs)),}
\]
\[
\text{enemymove,}
\]
\[
\text{insert (fst (Rep_gamestate gs))}
\]
\[
(\text{insert enemymove (snd (snd (Rep_gamestate gs))))})
\]
\[
\]
\[
\text{definition reward :: "gamestate \Rightarrow \text{real}" where}
\]
\[
\text{reward gs =}
\]
\[
(\text{if } \text{fst (Rep_gamestate gs)} \in \text{snd (snd (Rep_gamestate gs))}
\]
\[
\text{then -100}
\]
\[
\text{else (if enemydirs gs = \{\} then 100 else 1))}
\]
\[
\]
Listing 2.73: The playermove and reward functions.

We next determine how the enemy moves using a probability mass function built using the pmfgen function. This has parameters for the direction that the player has chosen to travel and the current state. It outputs a function that takes a parameter of a possible state and outputs the probability of that state occurring (given the parameters passed to pmfgen). This distribution of possible result states defines the distribution of lava-elemental movement. Note that if the player is currently in lava or if they have trapped the lava-elemental, there is only one possible result state, so we must allow for this by measuring the number of possible state results using the card function.

The Enemymove function then builds a probability mass function using embed_pmf of all possible states that might result from a given player action – recall from section 2.3.2 that this is how actions are defined in our MDP formalisation:

\[
\text{definition pmfgen :: "dir \Rightarrow \text{gamestate} \Rightarrow \text{gamestate} \Rightarrow \text{real}" where}
\]
\[
\text{pmfgen d gs = (if enemydirs gs = \{\}}
\]
\[
\text{then (\lambda x. if initialstate = x then 1 else 0)}
\]
\[
\text{else}
\]
\[
(\lambda x. 1/(\text{real (card (}\bigcup_{e \in} \text{enemydirs gs. \{\text{playermove d e gs\}})})})
\]
\[
* (\text{indicat_real (}\bigcup_{e \in} \text{enemydirs gs. \{\text{playermove d e gs\}}}) x)))
\]
\[
\]
\[
\text{definition Enemymoves :: "dir \Rightarrow \text{gamestate} \Rightarrow \text{gamestate pmf}" where}
\]
Lastly, we use the Permitted_game and Reward_game functions to convert what we have into the form that we need to prove that this game is an instance of our MDP formalisation. Permitted_game takes a gamestate parameter and returns the set of all possible actions (defined as pmf distributions of subsequent states) in that state. This is the \( K \) function of our MDP formalisation. Reward_game returns the reward for moving into a specific state. This is the \( R \) function of our MDP formalisation. We also define a value for the discount \( \gamma \) of 0.95.

```haskell
definition Permitted_game :: "gamestate ⇒ (gamestate pmf) set" where
"Permitted_game gs =
{Enemymoves N gs}∪{Enemymoves E gs}
∪{Enemymoves S gs}∪{Enemymoves W gs}"

definition Reward_game ::
"(gamestate × gamestate × gamestate pmf) ⇒ real" where
"Reward_game x = reward (fst (snd x))"

definition \( \gamma \) :: real where "\( \gamma = 0.95 \)"
```

Listing 2.75: The Permitted_game and Reward_game functions, and the \( \gamma \) definition.

It remains to show that our gamestate type is in the finite_discrete_topology class. We do this by assigning it the discrete metric \( \mathcal{M} \) (where if \( x = y \), \( \mathcal{M}(x,y) = 0 \), with \( \mathcal{M}(x,y) = 0 \) otherwise), the discrete topology (where every subset of the gamestate space is both open and closed), and proving that by doing so, it meets all the necessary criteria.

```haskell
instance gamestate :: finite_discrete_topology ..
```

Listing 2.76: The instance proof to show gamestate is in the finite_discrete_topology class.

With all of these elements in place, the remaining proofs to show that we have constructed an MDP from our game specification are simple.
2.8. Related work

The most closely related prior work to our own is that of Hölzl [64], which we have discussed at length in section 2.3.2 as we use it as the starting point for the current mechanisation.

Shortly after the development on our formalisation had concluded, another formalisation in Isabelle of MDPs with rewards appeared in the Archive of Formal Proof, by Schäffeler and Abdulaziz [134, 135, 100], taken from Schäffeler’s thesis [136]. This work covers the same area and uses the same textbook as its source [126]. However, there are some important differences between our work and that of Schäffeler and Ab-
Their work is slightly more general in scope, covering infinite MDPs as well as finite MDPs. However, it uses the same mathematical approach as Hölzl, namely the category-theoretic and measure-theoretic approach of the Giry monad (as discussed in Section 2.3.2). The question of whether to opt to use the Giry monad or the linear algebra approach used by Puterman and ourselves for transition probability computation touches upon a fundamental difference in standpoints when it comes to framework usability. The intention of our work is to provide formal models and proofs that use the same mathematical structure as that widespread in the literature. By doing so, it renders our work more accessible and understandable. Our work is also extendable using existing informal proofs with a linear algebra focus.

The mathematical background for working with the Giry monad (category theory and measure theory over probability spaces) is substantially less common than the linear algebra background needed to understand and use stochastic matrices. So, our argument is that by basing our work upon linear algebra, our formalisation is more accessible to a wider section of the research community, especially those interested in reinforcement learning, who may not have as extensive a background in abstract (categorical) mathematics. While it would probably be possible to adapt the Giry monad theorems and lemmas to work in a linear algebraic fashion, this would both require work to translate between linear algebra concepts and the category theoretical concepts of the Giry monad, and additionally leave the proofs themselves still opaque to the majority of those who might find them useful. In the longer run, we believe that this may make our framework easier to adopt since it is anchored in more familiar textbook mathematics.

Also of interest was the error that we found in Puterman’s proof (discussed under equation 2.12 in section 2.5.8), which is not discussed in Schäffeler’s thesis [136] – it appears to have gone undiscovered using their approach. This illustrates the value when formalising a proof of keeping as close as possible to the source material if one wishes to uncover weaknesses within it. We believe that this brings additional value to our formalisation since the error, despite Puterman’s proof being widely cited, seems to have gone undetected until now.

Another work which covers similar ground to our own is the CertRL work by Vajjha et al., which first appeared late in the development of our work [154]. This proves the existence of an optimal policy again using the same Giry monad approach taken by Hölzl and some properties related to value and policy iteration. It uses the Coq theorem
prover rather than Isabelle, and thus has a different proving style and audience.

CertRL only covers some of the work we have performed on value and policy iteration. It proves value iteration will find the optimal policy (the first section of our own set of value iteration proofs) and that policy iteration improves the policy with each iteration. We extend these results by showing that policy iteration completes in finite time with an optimal policy. Note that in the Vajjha et al.‘s paper there is an assertion that this extended result was proven but we were unable to locate this proof in their Coq theories. We also prove that value iteration achieves $\varepsilon$-optimality in finite time, something which CertRL does not attempt.

The CertRL work proves optimality for value iteration in finite steps, but only against a finite-horizon MDP (in other words, a Markov Decision Process where the agent is limited to a known number of steps). Our own work assumes an infinite horizon for all proofs.

2.9 Conclusion

We have built a formal model of a finite MDP in Isabelle and have shown that it allows the mechanisation of the properties one might expect. In particular:

- We derived Bellman’s equation, which describes the expected total value of being in a given state in an MDP, choosing a particular action, and then subsequently pursuing a given policy.

- We formalised the circumstances under which, given infinite time, our valuation of rewards earned by an agent converges.

- We formally proved that Gelfand’s formula can be used to establish the invertibility of a square matrix and find its inverse.

- We developed the vector form of Bellman’s equation and proved that its results match our scalar version.

- We mechanised a vector-based calculation that, providing $\gamma < 1$, gives the expected reward for any policy on any state without requiring calculation of an infinite series.

- We showed that, providing $\gamma < 1$, at least one optimal policy exists, that for any choice of start state or initial action, produces the maximal expected reward if it
is pursued.

- We demonstrated that the value iteration algorithm produces an $\epsilon$-optimal policy in finite time.

- We showed that the policy iteration algorithm produces a universally optimal policy in finite time.

- We found a small gap in Puterman’s proof of the existence of an optimal policy and explicitly detailed how it is eliminated in the finite case.

- We added a case study showing how a simple game can be interpreted in Isabelle as a MDP, thus possessing all of the properties established under that locale.

With regards to the mechanisation effort, the work is split across six Isabelle theories. Two of these are heavily reworked versions of existing theories, namely those associated with the square matrices from the “Matrices for ODEs” entry in the AFP. The remaining four theories establish a relationship between the \texttt{vec} and the \texttt{bcontfun} types and extend the matrix type with stochastic matrices and some spectral radius results. Altogether, there are almost 7,500 lines of proof script.

We believe that the work provides a framework that is general enough to use as a basis for formally verifying a number of different systems that use MDPs. We demonstrate that we can apply our work to examples of non-trivial processes using the Lava-world game, gaining in our understanding of these processes by doing so. Our primary interest is in reinforcement learning, but because we have used matrices to represent operators on functions over our MDPs, the vast majority of the existing mathematical literature on MDPs should be amenable to formalisation using our work as its foundations.

Isabelle was an effective tool for this purpose. The use of the Isar language breaks our proof into human-readable steps, and means that our mechanical proofs can be human-checked. This gives them greater persuasive weight than a more obtuse theorem proving system might have done.

Difficulties arose when working with types that were present in existing theories but for which we needed different norms or other properties. Those types needed to be rewritten to prove they could be interpreted as an instance of (for example) a normed vector space. We then had to introduce our new properties and rather laboriously reprove many of the existing properties.
It seems mathematically natural, for example, to assume that vectors might be measurable using the operator norm or might be measurable using the Euclidean norm. However, in Isabelle, one would need to define two types of vectors with each norm separately, then build functions to translate between each type. The alternative would be to define a norm as an entirely different function, but that would not inherit the large number of related lemmas that already exist for norms.

If it were possible to show that a type can be interpreted as a normed vector space using multiple norms, it would be easier to work with the same type for different purposes. Unfortunately, because this isn’t currently possible, this made our work more difficult.

However, this is merely a matter of convenience, as our work has demonstrated that by type redefinition it is possible to establish different norms and inherit the proofs against an existing type with only a modicum of effort.

The decision to use matrices to represent probability transitions rather than using the Giry monad was fruitful. The most noticeable examples here were our proof that the expected value associated with a policy can be calculated using a matrix inverse multiplication over its immediate reward vector, and our discovery of a minor error in the flow of Puterman’s existing proof (for both, see Section 2.5.8). In general this choice made it much easier to mechanise the many proofs in the literature that rely on the properties of matrices.
Chapter 3

Fundamentals of reinforcement learning in Isabelle

3.1 Introduction

We formalised MDPs with rewards as the first step in our formalisation of reinforcement learning systems – specifically Q learning. We discuss reinforcement learning in more detail here, how it works, and our approach in formalising it. In subsequent sections, we go on to formalise the Dvoretzky stochastic approximation theorem, vital to showing that the Q learning algorithm converges to the correct Q values given certain assumptions.

3.1.1 Q learning

Our goal is to formally prove that reinforcement learning processes can learn the true reward function of a general finite MDP and thus provide the optimal policy to navigate it. Q learning was chosen as the focus for the formalisation work, as it is discrete, with well-understood (if not widely discussed) mathematics.

3.1.1.1 A brief introduction to Q learning

Q learning [158] is an early modern approach to reinforcement learning that uses the principles of the Bellman Equation to estimate the true values of the Q reward function. The idea is that once the Q learning agent has converged its estimates to the actual reward values, then a greedy policy with respect to those estimates will be the optimal policy. Since it was first formulated, many variations of Q learning have been proposed.
– deep Q learning and its own variations are in widespread use now [147].

Basic Q Learning is a model-free approach to reinforcement learning in the context of a finite MDP with (as expected) discrete time, action and state space. This means that the approach does not attempt to build a model of its environment as it interacts, instead directly estimating the Q value function. This is distinct from the model-based approach, which instead learns a model of the environment via interaction which can then be used to indirectly build a policy function.

\( Q_n(s,a) \) is defined as the estimate of the Q values of state \( s \) with action \( a \) (see section 2.3.1), found after taking \( n \) steps of the Q learning process. At each step, \( n \), of that process after action \( a_n \) is taken in state \( s_n \), the agent goes to state \( s_{n+1} \) and receiving a reward \( r_n \), the estimates for Q are revised as follows:

\[
Q_n(s,a) = \begin{cases} 
(1 - \alpha_n)Q_{n-1}(s,a) + \alpha_n(r_n + \gamma V_{n-1}(s_{n+1})) & \text{if } s = s_n \text{ and } a = a_n, \\
Q_{n-1}(s,a) & \text{otherwise}
\end{cases}
\]  

(3.1)

Note here that \( V_n \) is the estimated value of a state assuming the optimal action is taken – \( V_n(s) = \max_a Q_n(s,a) \). Note also that the learning factor \( \alpha_n \) used to weigh the relative importance of information just discovered against information already learned at step \( n \). The values \( Q_0(s,a) \) are initialised arbitrarily before the agent commences.

### 3.1.1.2 Q learning formalisation

Formalising a Q learning process requires two main elements in addition to our work in Chapter 2. Firstly, the learning factor \( \alpha \) needs to be introduced, and secondly, the update process that shows how the \( Q_n(s,a) \) estimates are learned over time must be formalised. In Isabelle we formalise this as a locale:

```isabelle
locale Q_Learning_Process = Finite_Markov_Reward_Process +
fixes \( \alpha :: \text{"nat} \Rightarrow \text{real} \)
assumes alpha_range : "\( \forall t. 0 < \alpha_t \land \alpha_t < 1 \)"
and alpha_div : "\( \forall \varepsilon. \exists N. \forall n \geq N. (\sum_{i \leq n} \alpha_i) > \varepsilon \)"
and alpha2_conv : "\( \text{summable (} \lambda t. (\alpha t)^2) \)"
```

Listing 3.1: The Q_Learning_Process locale

Note here the assumptions of the locale. There are needed on the learning factor to guarantee that the Q learning agent estimates convergence to the true Q values (as discussed in Section 3.1.1.4). Note that the summable predicate is true for some sequence \( x_i \) if and only if \( \sum_i x_i \) converges.
3.1. Introduction

The policy followed by a Q learning process can be arbitrary, but it must be following some path that is possible within a given MDP. We use the following function, valid_MDP_paths, to return the set of all such possible paths. A path here means a sequence of state-action pairs. A path is only valid if at time \( n \), the state for time step \( n + 1 \) is a possible result of the chosen action from time \( n \), and that action is in the list of permissible actions from the state for time step \( n \). This is formalised as follows:

\[
definition valid_MDP_paths :: "(nat ⇒ ('a × 'a pmf)) set" where 
"valid_MDP_paths = \{f. (∀n. fst (f (n+1)) ∈ set_pmf (snd (f n)) 
∧ snd (f n) ∈ K (fst (f n)))\}"
\]

Listing 3.2: The valid_MDP_paths function

An individual path’s type is \( \text{nat} ⇒ ('a × 'a pmf) \), which corresponds to the definition: the natural numbers index the sequence, which is of state and action pairs using the type variables of the MDP locales. Note that in Isabelle, \( \text{fst} \) returns the first element of a pair and \( \text{snd} \) returns the second.

The last key component is to formalise the process by which the \( Q_n \) values are updated. To do this, we formalise a function \( Qestimate \). Note that the formalisation here matches the definition for the process given earlier in Section 3.1.1.1, with the values at time step 0 chosen as 0. In the parameters used below, \( f \) is some path through the MDP – a path which for the purposes of any proofs must be a member of \( \text{valid_MDP_paths} \) – \( n \) is the time step of the process, \( s \) is the state and \( a \) is the action:

\[
\text{fun} \ Qestimate :: "(nat ⇒ ('a × 'a pmf)) ⇒ nat ⇒ 'a ⇒ 'a pmf ⇒ real" where 
"Qestimate f 0 s a = 0" |
"Qestimate f (Suc n) s a = (if s = fst (f n) ∧ a = snd (f n) 
then ((1-(\(α\) (Suc n))) * Qestimate f n s a 
+ (\(α\) (Suc n)) * (R(fst (f n), fst (f (Suc n))), snd (f n)) 
+ \(γ\) * Max (\(∪a∈K\) (fst (f (Suc n))))). 
(Qestimate f n (fst (f (Suc n))) a)))
else Qestimate f n s a)"
\]

Listing 3.3: The Qestimate function

Note that \( Qestimate \) recurses through the path sequence. The if clause verifies that the state and action are affected by the current time step. If not, the value is left with the value for the previous time step, as per the definition. If so, then they are updated accordingly. Note that the \( \text{Max} \) here finds the maximum estimated value for any action taken in the state being transitioned to; corresponding to the \( V(s) \) value in the mathematical definition.
3.1.1.3 Proofs of Q learning convergence

We describe here the two main approaches taken mathematically to proving that Q learning estimates converge to the true values of the MDP:

1. The first is the proof provided by Watkins, who first conceived Q learning in 1989, as detailed in the technical note he wrote 3 years later [157]. If we have an MDP of interest, $A$, this proof works by constructing a second MDP, $ARP(A)$. It then shows that properties of $ARP(A)$ relate to the Q learning agent and its estimates, and using these properties proves convergence. Watkins’s proof has a great deal of structure and little mathematical detail. It is also very specific to this proof.

2. The second is a more straightforward proof which does not rely on building any kind of structure to use as an intermediate step [72]. Instead, it works entirely using stochastic approximation techniques.

After looking at these both in detail, discovering the pre-requisites for each proof and their applicability, we decided to formalise the second. We will discuss our reasons below.

3.1.1.4 Watkins’s proof

Watkins’s approach uses an ancillary MDP called the action-replay-process (ARP), which is built using the episode sequence of our agent and the learning rate function $\alpha_n$ for which it is assumed $\sum_{n \in \mathbb{N}} \alpha_n = \infty$, $\sum_{n \in \mathbb{N}} \alpha_n^2 < \infty$, and $0 \leq \alpha_n < 1$, as formalised in the locale in Section 3.1.1.2. It is also assumed that there are a finite collection of states, which meets the assumptions of our MDP locale (as discussed in Chapter 2).

The ARP can be seen as an infinite deck of cards, with step 0 at the bottom and the step $n$ increasing as one ascends through the deck. Each step the Q learning agent takes is written on the card corresponding to that step number, $(s_n, a_n, s_{n+1}, r_n, \alpha_n)$. The bottom card instead has the full $Q_0(s, a)$ values that were used to initialise the agent.

A state of the ARP is described as $(s, n)$ where $s$ is a state corresponding to the environment of the Q learning agent, and $n$ is a number corresponding to a time step (and a card from our deck). Note that the $s$ component of the ARP state does not have to be equal to the $s_n$ on the card which corresponds to the $n$ component.

There is some ARP agent that acts over the ARP, as the Q learning agent acts over the underlying MDP.
In a given state of the ARP \((s, n)\), the ARP agent may take any action which would be allowed from \(s\) in our Q learning agent environment. Consider the effect such an action will have by using the following rules:

1. Remove all cards from the ARP deck later than \(n\), leaving a finite deck.

2. Go through the remaining cards from the top down.
   
   (a) If a card corresponding to step \(m\) does not have \(s_m\) and \(a_m\) corresponding to our ARP state \(s\) and action \(a\), it is thrown away and the next card processed.
   
   (b) If the above condition is not met, then with probability \(\alpha_m\) the card is replayed. Replaying a card at step \(m\) means that the reward \(r_m\) is dispensed and the ARP moves to the state \((s_{m+1}, m-1)\). Otherwise it is treated as if the condition was not met and the card is thrown away.

3. If the bottom card is reached, the reward equal to \(Q_0(s, a)\) is dispensed and the ARP agent stops.

It can be shown via a sequence of lemmas that the rewards earned from an agent following a policy in \(ARP(A)\) tend to those of \(A\), assuming that \(n\) is sufficiently large, and thus its optimum Q values do likewise. It can also be shown that the optimum Q values of \(ARP(A)\) are the \(Q_n(s, a)\) of \(A\) itself. Therefore, as \(n \to \infty\), \(Q_n(s, a) \to Q^*(s, a)\).

This proof relies on a result from Kushner and Clark (theorem 2.3.1 from their book [86]), which shows that if \(X_n\) are updated by \(X_{n+1} = X_n + \beta_n(\xi_n - X_n)\) (with \(\beta_n\) constrained as per the learning factor, and \(\xi_n\) random variables with mean \(\Xi\)), then \(\lim_{n \to \infty} X_n = \Xi\).

It also relies on the Arzelà-Ascoli Theorem and the Borel-Cantelli Lemma, both of which are thankfully already proven in Isabelle/HOL but which would need some work to get in the form required for a formalisation of this proof [113, 117].

In addition, to formalise Watkins’s proof, the ARP itself and how it functions would have to be modelled – this would require much additional work. In particular, the ARP is not finite (even if the underlying MDP is). Thus, our existing MDP formalisation may need extended to MDPs of infinite states if we formalise Watkins’s proof.

To follow this proof, we would need to define a function that outputs an ARP from an arbitrary MDP and prove that it meets the definitions given above, as well as extending our MDP work. The large amount of additional work this requires, which has no real application outside of this specific proof, meant that it was rejected as the basis for a proof of Q learning convergence.
A much simpler approach to proving that the Q learning algorithm converges to the true Q values is taken in the other proof by Jaakkola [72]. This approach has the same assumptions as in Watkins’s proof in Section 3.1.1.4, namely that the set of states is finite, and also that (with regard to the learning rate $\alpha_n$) $\sum_{n \in \mathbb{N}} \alpha_n = \infty$, $\sum_{n \in \mathbb{N}} \alpha_n^2 < \infty$, and $0 \leq \alpha_n < 1$, as we formalised in the locale in Section 3.1.1.2.

Note that the model of a Markov Decision Process used in this proof takes the “reward” for state transition and considers it as a cost, and thus the goal is taken to be to minimise the cost rather than maximise the reward. The reason this approach is taken is not clarified in the paper, but thankfully it is easily modified to fit our requirements with some simple adjustments.

It should also be noted that the paper containing the proof extends it to work for TD($\lambda$) methods too (a different set of reinforcement learning methods related to Q learning) [146].

The proof is founded on two theorems; the first is more of a lemma used in the other, and is reliant on Dvoretzky’s stochastic approximation theorem from his 1956 paper [38]. We discuss the details of this theorem in Section 3.3. This first lemma has a proof which makes use of probability spaces and integrations over subsets of the set of events within them.

The second theorem applies the first to the specific case of Q learning and follows easily by showing that the calculations from Q learning meet the criteria of the first theorem.

Overall, it seems that this proof of Q learning convergence is more substantial mathematically than Watkins’s proof, but simpler in terms of the structure needed. Furthermore, the Dvoretzky stochastic approximation theorem is also much more generally applicable to a wide variety of problems.

Because of the relative simplicity of this approach, and its superior utility with other problems, we chose to formalise the Dvoretzky stochastic approximation theorem as the first step to a formalisation of Jaakkola’s proof, instead of trying the more complicated ARP proof written by Watkins.
3.2 Measure theory and probability theory in Isabelle

To understand and formalise Dvoretzky’s stochastic approximation theorem, a solid understanding and formalisation of measure-theoretic probability theory is needed as the theorem is based firmly in this field – as discussed in Section 3.3. There are existing measure theory and probability theory formalisations in Isabelle’s libraries that we build upon to obtain what it is needed for our formalisation. We describe those here, beginning with an introduction to the necessary mathematical foundations (in section 3.2.1), and proceeding into a discussion of their existing formalisation in Isabelle and our work extending them (in section 3.2.2).

3.2.1 A very brief introduction to measure theory and probability theory

Measure theory is the field of mathematics that concerns itself with giving precise definitions to methods of measuring sets in some space. Probability theory is the extension of that to cover ways of measuring the probability of random events occurring. We give a brief introduction to the field here required for understanding our formalisations.

3.2.1.1 Measure spaces

A measure space is a 3-tuple \((X, \Sigma, \mu)\), where \(X\) is some non-empty space, \(\Sigma\) is a \(\sigma\)-algebra over \(X\) (a set of subsets of \(X\) with certain properties we will shortly discuss), and \(\mu\) is a measure function from \(\Sigma\) to the real numbers [20].

As \(\Sigma\) is a \(\sigma\)-algebra over \(X\), it possesses the following important properties:

- \(X \in \Sigma\).
- \(\forall x \in \Sigma. (X - x) \in \Sigma\). Note that, as \(X \in \Sigma\), the empty set is always in \(\Sigma\).
- If \(A\) is countable with \(A \subseteq \Sigma\), then \((\bigcup_{x \in A} x) \in \Sigma\).
- If \(A\) is countable with \(A \subseteq \Sigma\), then \((\bigcap_{x \in A} x) \in \Sigma\).

\(\mu\) is a measure, which means it possesses these properties:

- \(\forall x. \mu(x) \geq 0\).
- \(\mu(\{\}) = 0\).
• (countable additivity) For any countable set \( A \) of pairwise-disjoint elements of \( \Sigma \), \( \mu(\bigcup_{x \in A} x) = \sum_{x \in A} \mu(x) \).

In our work, we will often use the Borel measure over the real numbers with their standard topology. The Borel measure is a measure space where all open sets are in the \( \sigma \)-algebra used for the measure.

A measurable space is a tuple \((X, \Sigma)\), essentially a measure space without a measure function.

### 3.2.1.2 Probability spaces

A probability space is a measure space \((X, \Sigma, \mu)\) where \( \mu(X) = 1 \). Note that as a consequence of this and the other measure properties, \( \forall x \in \Sigma \cdot 0 \leq \mu(x) \leq 1 \). We use the following terminology when we are discussing a probability space: \( X \) is the sample space, \( \Sigma \) is referred to as the set of events, and \( \mu(x) \) is the probability of event \( x \) occurring.

A very simple example is the probability space that describes the roll of a single dice: the sample space is \( \{1, 2, 3, 4, 5, 6\} \), the possible events are the \( \sigma \)-algebra formed by including each possible result, and \( \mu \) the function that gives the probability of an event occurring on a single roll. So \( \mu(\{1, 2, 3\}) = 0.5 \) and \( \mu(\{1\}) = 0.166\ldots \) (the probability of rolling a 1 to 3 is 50% and the probability of rolling exactly 1 is 16.6\ldots\%).

It is possible to have a probability space in which not every possible result is measured – for example, with reference to the roll of a single dice, the set of events might be \( \{\}, \{1, 2, 3, 4, 5, 6\}, \{1, 2, 3\}, \{4, 5, 6\} \). This describes a probability space where one only cares (or only knows) whether the dice rolls 1 to 3 or 4 to 6; the exact number rolled doesn’t matter (or is not available) to us. This is especially important when it comes to filtrations as discussed in Section 3.2.4.

### 3.2.1.3 Almost everywhere

The notation almost everywhere or almost surely (usually abbreviated to AE or \( wp \) 1 meaning with probability one) is used to say that the probability of some event not occurring is 0; in other words, that its probability of occurring is 1 [20]. The converse to this is to say that the event occurs almost nowhere. However, this does not mean such an event is guaranteed (or in the case of almost nowhere, impossible). An easy example (for almost nowhere) is to randomly pick any natural number (via some theoretical
perfectly random method). The probability of choosing any specific number is 0, but clearly a specific number is chosen.

3.2.1.4 Random variables, expectation, and conditional expectation

A random variable is a measurable function (see below) from a sample space to a measurable space (in this work, this will always be the real numbers using the Borel measure discussed in Section 3.2.1.1). A function \( f : X \to X' \) is measurable from some measure \( M = (X, \Sigma, \mu) \) to some measurable space \( M' = (X', \Sigma') \) if it is a function from the space of \( M \) to the space of \( M' \), and for every \( y \) in \( \Sigma' \), the pre-image of \( y \) under \( f \) is in \( \Sigma \).

This can be understood as “for every possible set of measurable results of the function, the sets from its domain that could have led to those results can be measured”. As probabilities across the sample space can be measured, a probability can be associated with the potential results of a random variable.

The expectation of a random variable \( X \) can also be found by taking the Lebesgue integral of its results over the sample space – this is usually written as \( E(X) \). One can think of this as the “average” result, defined precisely.

A natural \( \sigma \)-algebra arising from a random variable is the smallest \( \sigma \)-algebra found wherein that random variable is measurable to the Borel measure on its codomain. By definition, a random variable is always measurable from any measure including this natural \( \sigma \)-algebra to the Borel measure. This can be extended to sets of random variables by taking the union of the natural \( \sigma \)-algebra arising from each, then taking the smallest \( \sigma \)-algebra which includes that union.

The definition of conditional expectation for the random variable \( X \) over a \( \sigma \)-algebra \( \mathcal{Y} \), denoted as \( E(X|\mathcal{Y}) \), is a function measurable between the probability space restricted to \( \mathcal{Y} \) and the Borel measure on the reals, such that, for every event \( y \in \mathcal{Y} \), it satisfies:

\[
\int_{y} E(X|\mathcal{Y})dP = \int_{y} E(X)dP
\]

Conditional expectation, intuitively, is a way that one can think about what one might expect as the result of a random variable, given certain conditions. In simple probability theory, this might be something like “given that I am rolling three dice, and one of the dice rolled a six, what is the chance that I roll a 12 in total?”

Note that the conditional expectation itself is a random variable, one that breaks
down the expectation of $X$ across the sample space based on the events in the probability space (in the definition above, the $\sigma$-algebra $\mathcal{F}$). For each event in that set, the conditional expectation returns the integral of $X$ restricted to that event – which one can think of as the “average” result for $X$ over that event.

The conditional expectation of a random variable $X$ on another random variable $Y$ can be defined using $Y$’s natural $\sigma$-algebra. Thus, if a particular section of the sample space is selected and used to give a result for $Y$ (which is determinable as $Y$ is measurable using its natural $\sigma$-algebra), one can know using $E(X|Y)$ the expectation for $X$ across that section of the sample space, matching our intuitive understanding of conditional expectation.

### 3.2.2 Measure spaces and probability spaces in Isabelle

We introduce here formalisations in Isabelle of the definitions given above in Section 3.2.1.

#### 3.2.2.1 The measure type class

In Isabelle, the existing definition of measure uses a type class over the type variable ‘a [127]. Just as in the mathematical definition, there is a 3-tuple composed of:

1. $\Omega :: \\text{‘a set}$ corresponding with the space $X$ as discussed in Section 3.2.1.1. For a measure $M$ this is referred to as space $M$.

2. $\mathcal{A} :: \\text{‘a set set}$ corresponding with the $\sigma$-algebra $\Sigma$ (again, as in Section 3.2.1.1). For a measure $M$ this is referred to as sets $M$.

3. $\mu :: \\text{‘a set $\Rightarrow$ ennreal}$ corresponding to the measure $\mu$ described in Section 3.2.1.1. The type ennreal here represents the extended real numbers in Isabelle, including positive and negative infinity. For a measure $M$ this is referred to as emeasure $M$. As we are dealing with probability spaces, which have a finite measure, we will often refer to the measure using measure $M$ which is identical in finite measure spaces.

In order to satisfy the properties we defined earlier, a predicate function checks each over each of the components of the 3-tuple to ensure that the properties are met for every member of the type class. As functions in Isabelle must be total (defined against an entire type), the measure of any ‘a set not in $\mathcal{A}$ is explicitly defined as 0. The definition is given below:
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```isabelle
definition measure_space :: "'a set ⇒ 'a set set ⇒
{"a set ⇒ ennreal} ⇒ bool" where
"measure_space Ω A µ ↔
sigma_algebra Ω A ∧ positive A µ ∧ countably_additive A µ"

typedef 'a measure = "{(Ω::'a set, A, µ). (∀a∈-A. µ a = 0) ∧ measure_space Ω A µ }"

Listing 3.4: Measure spaces defined in Isabelle

Note that here sigma_algebra, positive and countably_additive are predicates that are true only if the properties defined in Section 3.2.1.1 are met by each component of the tuple.

3.2.2.2 The prob_space locale

The existing definition of probability space in Isabelle is a locale with the following specifications [63, 117]:

```isabelle
locale sigma_finite_measure = 
fixes M :: "'a measure"
assumes sigma_finite_countable: "∃A::'a set set. countable A ∧ A ⊆ sets M ∧ (∪A) = space M ∧ (∀a∈A. emeasure M a ≠ ∞)"
locale finite_measure = sigma_finite_measure M for M +
assumes finite_emeasure_space : "emeasure M (space M) ≠ top"
locale prob_space = finite_measure +
assumes emeasure_space_1 : "emeasure M (space M) = 1"

Listing 3.5: Locales used to define probability spaces in Isabelle

The prob_space locale assumes that the measure of the total space is 1; it inherits a number of lemmas from the sigma_finite_measure and finite_measure locales that apply more generally than to probability spaces.

The concept of almost everywhere is formalised in Isabelle using filters. It is usually written as \( \text{AE} x \in \text{M}. \ P x \) which states that for almost every \( x \) in the measure \( \text{M}'s \) space, \( P x \) holds.

There are some abbreviations Isabelle introduces for use in the prob_space locale. We list them here as we will refer to them from time to time throughout this work:
abbreviation (in prob_space) "events ≡ sets M"
abbreviation (in prob_space) "prob ≡ measure M"
abbreviation (in prob_space)
  "random_variable M' X ≡ X ∈ measurable M M'"
abbreviation (in prob_space) "expectation ≡ integral^L M"
abbreviation (in prob_space)
  "variance X ≡ integral^L M (λx. (X x - expectation X)^2)"

Listing 3.6: Abbreviations in prob_space

Note that integral^L M f is the Lebesgue integral of f over M, and that measurable M M' is the set of measurable functions from the space of M to the space of M' as defined above. This set is defined formally as shown below:

definition measurable :: "'a measure ⇒ 'b measure ⇒ ('a ⇒ 'b) set" where
  "measurable A B = {f ∈ space A → space B.
  ∀y ∈ sets B. f -` y ∩ space A ∈ sets A}"

Listing 3.7: measurable definition

Note that the notation f -` y refers to the pre-image of y under f.

In this thesis, we are only concerned with real random variables, so we define them as random_variable borel X. The term borel here is the Borel measure (the measure defined by taking the smallest σ-algebra which includes every open set, as discussed in Section 3.2.1.1). As the function X will be defined as a real-valued function, this Borel measure is implicitly over the reals.

There is an existing function real_cond_exp in Isabelle that formalises conditional expectation over a subalgebra [65]. This takes three parameters – M, the measure that the random variable is measurable from, F, the subalgebra of M, and f, the random variable whose conditional expectation is being evaluated. It returns the conditional expectation as a function from the space of M to the reals; this function is proven to be a random variable.

3.2.3 Integrability of random variables

Throughout our formalisation of theorems in probability theory, there is a repeated issue where the (Lebesgue) integrability of random-variables is ignored in the informal mathematical treatment.

A random variable can be non-integrable, with the result that it has no expectation, as its Lebesgue integral does not exist. In the pen-and-paper versions of the theorems
we are going to be working with, a random variable may be introduced and its expectation given, with no explicit mention of integrability. This is perfectly reasonable: if the expectation is given in the theorem’s assumptions, there is an implicit assumption of integrability (as integrability can be defined as the existence of such an expectation).

However, it is not true that the product of two integrable random variables must necessarily be integrable. These products are often used in the pen-and-paper proofs in ways that demand integrability. There is nothing implicit in the presentation of the assumptions to suggest that the product need be integrable also.

For example, a proof might suggest that two random variables $X$ and $Y$, both with a given expectation $E(X)$ and $E(Y)$ (and thus implicitly integrable), be multiplied together, and the expectation $E(XY)$ be used in some later part of the proof. Obviously, this implies their product must be integrable but does not explicitly say it. This must either be proven or given as an assumption in any formal treatment. However, given we are typically dealing with arbitrary integrable random variables (for which it is not true that their product must be integrable), we must proceed by assumption.

This assumption is unstated in the typical informal presentation of these theorems, as it is widely understood. The demands of a formalisation of these theorems require that the integrability of products of the random variables used as part of the proof be explicit.

In the course of the proofs, we are often dealing with sequences of random variables, $f_n$. These can be added or multiplied together, or a finite selection of them can be summed and producted together (with those operations occurring in any order). Our central assumption is that any combination of products of random variables taken from the sequence is integrable. From that, we can prove that the various differing combinations of operations, no matter how applied, result in an integrable random variable.

### 3.2.3.1 The `integrable_mults` lemma

We prove, then, under an assumption that the product of any random variables from a sequence are integrable, that different combinations of operations still result in an integrable random variable, using the `integrable_mults` lemma, as shown below:
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lemma (in finite_measure) integrable_mults:
  fixes f :: "nat ⇒ 'a ⇒ real"
  assumes fpint: "∀I. length I > 0 →
    integrable M (λx. (Πi∈{0..<length I}. f (I!i) x))"
  shows fint: "∀n. integrable M (f n)"
  and fnint: "∀n m. integrable M (λx. (f n x)^m)"
  and f2int: "∀n. integrable M (λx. (f n x)^2)"
  and SIint: "∀I. length I > 0 →
    integrable M (λx. (∑i∈{0..length I}. f (I!i) x))"
  and SpIint: "∀I. length I > 0 →
    (∀i∈{0..<length I}. length (I!i) > 0) →
    integrable M (λx. (∏i∈{0..<length (I!i)}. f ((I!i)!j) x)))"
  and SIpint: "∀I. length I > 0 →
    (∀i∈{0..<length I}. length (I!i) > 0) →
    integrable M (λx. (∑i∈{0..<length (I!i)}. f ((I!i)!j) x)))"

Listing 3.8: The integrable_mults lemma

Note that our assumption fpint takes a list of natural numbers to index random vari-
ables from the sequence f, asserting that any combination multiplied together will be
integrable. We use the notation ∀I. length I > 0 to say that our list I is non-empty,
and the notation ∏i∈{0..<length I} to take the product for each element of the list.

It is more normal when seeing such proofs in Isabelle to see a proof over a set
rather than a finite, ordered list, but as repetition is a possibility here, and sets do not
allow for multiple identical elements, we use a list instead.

Each of the results gives a different set of circumstances under which we can expect
integrability:

• fint states that each random variable in the sequence is integrable.

• fnint says that any of those random variables is integrable under any degree of
  exponentiation.

• f2int makes this explicit for squaring (saving some repetition in later proofs).

• SIint says that summing any random variables from the sequence results in an
  integrable random variable.

• SpIint shows that taking arbitrary sums of arbitrary products of random vari-
  ables from the sequence results in an integrable random variable.
• Lastly, SIpint shows that taking arbitrary products of arbitrary sums still guarantees integrability under our assumption.

We have proven this lemma within the finite_measure locale, which prob_space inherits lemmas from (see Section 3.2.2.2). However, this restriction is only needed for proving fnint in the specific case when the exponent \( m=0 \). If we specify that \( m>0 \), the restriction to this locale is not needed. However, as our work is only concerned with probability spaces (which are by definition finite measures), the other, more general, version that was proven is not listed here.

The proof of the lemma proceeds through the sub-proof for each statement by instantiating a list that allows for the term in the proof to take the form of the assumption – products of random variables from the sequence over an indexed list. In a few of these sub-proofs, we rely on the fact that summed integrable random variables must also be integrable. However, for the proof of SIpint, showing that if one takes arbitrary summations from the sequence and then take the product of those summations, it must also be integrable, relies on a separate lemma.

This lemma, prod_sum_sum_prod, states that there is always a way to express a product of summations as a summation of products of the same terms (in some different order, possibly with repetitions). This means that SIpint above can be reduced to SpIint, which is more easily proven. The statement of the lemma is shown below:

```
lemma prod_sum_sum_prod:
    fixes A :: "real list list"
    assumes "length A > 0" "\forall i< length A. length (A!i) > 0"
    shows "\exists A'. (\Pi i\in\{0..length (rev A)-1\}.
        (\Sigma j\in\{0..length ((rev A)!i)-1\}. ((rev A)!i)!j)) =
        (\Pi j\in\{0..length (A'!i)-1\}. (A'!i)!j)
        \land (\bigcup i\in\{0..<length A\}. set (A!i)) = (\bigcup i\in\{0..<length A'\}. set (A'!i))
        \land (length A' > 0) \land (\forall i<length A'. length (A'!i) > 0)"
```

Listing 3.9: The prod_sum_sum_prod lemma

---

### 3.2.4 A brief introduction to filtrations of sequences of random variables

A filtration \( F \) in the context of a probability space, is a sequence of \( \sigma \)-algebras over the sample space such that \( i \leq j \implies F_i \subseteq F_j \). The intention behind a filtration is to
represent probability spaces where the probability of more events can be measured as the sequence number increases. Filtrations can be used to form a sequence of probability spaces \((X, F_i, \mu)\), each step of which represents a space where more events are known (or more are relevant). These are commonly used to represent time advancing, and more events occurring.

Another common case for this is with reference to a sequence of random variables \(Y_i\). A filtration \(F_i\) can be formed where each subalgebra is the smallest \(\sigma\)-algebra which contains the union of the sets needed for all \(Y_j\) where \(j \leq i\) to be measurable from \(F_i\) to the real Borel measure (which as mentioned before, are the smallest \(\sigma\)-algebras containing sets of the pre-images in \(X\) under \(Y_i\) of all the open sets in the reals that are in the range of \(Y_i\)). If this is done, then \(\forall Y_j. j \leq i, Y_j\) is measurable using \(F_i\) by definition. Such a filtration is called the natural filtration associated with the sequence of random variables \(Y_i\).

Note that if a different random variable, \(Z\) for example, is measurable using \((X, F_n, \mu)\) then it is dependent on the random variables \(Y_i\) that are used to construct the filtration. One can measure the probability of events in \(Z\) using the probability of events in \(\{Y_1...Y_n\}\), all of which are measurable under \(F_n\) by definition. It is precisely this way of characterising dependence that makes filtrations so useful later in our proof of Dvoretzky’s stochastic approximation theorem (see Section 3.3.1).

The conditional expectation of a random variable \(X\) on a sequence \(\{Y_1...Y_n\}\) associated with a natural filtration \(F\), is \(E(X|F_n)\).

### 3.2.4.1 Filtrations in Isabelle

The notion of a filtration is formalised already in Isabelle as a locale, but there is no concept of natural filtration over a sequence of random variables [61]. The definition is given below:

```isabelle
locale filtration = 
  fixes \(\Omega\) :: "a set" and \(F\) :: "t::{linorder_topology, 
  second_countable_topology} \Rightarrow "a measure" 
assumes space_F: "\(\forall i. \text{space } (F_i) = \Omega\)" 
assumes sets_F_mono: "\(\forall i j. i \leq j \Rightarrow \text{sets } (F_i) \subseteq \text{sets } (F_j)\)"
```

Listing 3.10: The filtration locale

Note an important distinction here from the definition given before. Here, the filtration is defined as a sequence of measures rather than a sequence of \(\sigma\)-algebras.
This difference preserves the $\sigma$-algebras and if we were to restrict it to the sets of each measure, the definition would be identical.

To build a notion of a natural filtration in Isabelle, the natural $\sigma$-algebra associated with a sequence of random variables up to an index $n$ is defined as follows:

\[
\text{definition sigma_sequence :: } \text{"nat } \Rightarrow \text{ 'a set } \Rightarrow \text{ (nat } \Rightarrow \text{ 'a } \Rightarrow \text{ 'b)} \\
\Rightarrow \text{ 'b measure } \Rightarrow \text{ 'a set set") where} \\
\text{"sigma_sequence n X f M =} \\
\text{ sigma_sets X (} \bigcup \text{i} \in \{0..n\}. \text{ sigma_sets X} \\
\text{ \{}(f i) \cdot' A \cap X \mid A. A \in \text{ sets M}\})\"
\]

Listing 3.11: The \text{sigma_sequence} function

where $\bigcup \text{i} \in \{0..n\}$ is the union for all natural numbers up to $n$. $(f i) \cdot' A$ is the pre-image of $A$ under $f i$.

The \text{sigma_sets X A} function returns the smallest $\sigma$-algebra in the space $X$ that contains all the sets in $A$. The \text{sigma_sequence} function takes a natural number $n$, a space $X$, a sequence of random variables $f$ and a measure over their codomain type $M$. It generates the smallest $\sigma$-algebra for each random variable in the sequence up to and including $n$, then returns the smallest $\sigma$-algebra over the union of all these sets.

To show that this returns the sequence of $\sigma$-algebras needed to build the natural filtration, a sequence of associated properties must be proven. These are necessary to show that the function generates a $\sigma$-algebra that matches the usual mathematical definition, and also for proving later that the natural filtration for a sequence of random variables can be made using it.

We begin by showing that using \text{sigma_sets} over a random variable always returns a subset of the sets for the measure that the random variable is measurable from. We also show that this is a subset of the power set of the measure’s space:

\[
\text{lemma sigma_variable_subalgebra:} \\
\text{fixes X :: "'a measure" and f :: "'a } \Rightarrow \text{ 'b"} \\
\text{ and M :: "'b measure"} \\
\text{assumes "f } \in \text{ measurable X M"} \\
\text{shows "sigma_sets (space X) \{}(f \cdot' A \cap (space X) \mid A. A \in \text{ sets M}\} \subseteq \text{ sets X"} \\
\text{sigma_sets (space X) \{}(f \cdot' A \cap (space X) \mid A. A \in \text{ sets M}\} \subseteq \text{ Pow (space X)"}
\]

Listing 3.12: The \text{sigma_variable_subalgebra} lemma

Note that $\text{Pow (space X)}$ is the power set of the space of $X$. 

We continue by proving that the \texttt{sigma_sequence} lemma with a natural number parameter of 0 generates the natural $\sigma$-algebra associated with the first random variable in the sequence:

\begin{verbatim}
lemma sigma_sequence_0 :
fixes X :: "'a measure" and f :: "nat ⇒ 'a ⇒ 'b"
    and M :: "'b measure"
assumes "f 0 ∈ measurable X M"
shows "sigma_sequence 0 (space X) f M = sigma_sets (space X)
    {f 0 -` A ∩ (space X) | A. A ∈ sets M}"

Listing 3.13: The \texttt{sigma_sequence_0} lemma
\end{verbatim}

Next, we show that for any \( n \), the \texttt{sigma_sequence} function for \( n \) is a subset of that for \( Suc \ n \), or \( n+1 \):

\begin{verbatim}
lemma sigma_sequence_subsets :
fixes X :: "'a set" and f :: "nat ⇒ 'a ⇒ 'b"
    and M :: "'b measure" and n :: nat
shows "sigma_sequence n X f M ⊆ sigma_sequence (Suc n) X f M"

Listing 3.14: The \texttt{sigma_sequence_subsets} lemma
\end{verbatim}

And that for a sequence of random variables, the \texttt{sigma_sequence} function for some measure \( X \) returns a subset of the sets of \( X \):

\begin{verbatim}
lemma sigma_sequence_subalgebra :
fixes X :: "'a measure" and f :: "nat ⇒ 'a ⇒ 'b"
    and M :: "'b measure" and n :: nat
assumes "∀ n. f n ∈ measurable X M"
shows "sigma_sequence n (space X) f M ⊆ sets X"

Listing 3.15: The \texttt{sigma_sequence_subalgebra} lemma
\end{verbatim}

Lastly, we show that the \texttt{sigma_sets} function over the \texttt{sigma_sequence} function is the identity:

\begin{verbatim}
lemma sigma_sets_sigma_sequence :
fixes X :: "'a measure" and f :: "nat ⇒ 'a ⇒ 'b"
    and M :: "'b measure" and n :: nat
assumes "∀ n. f n ∈ measurable X M"
shows "sigma_sets (space X) (sigma_sequence n (space X) f M)
    = sigma_sequence n (space X) f M"

Listing 3.16: The \texttt{sigma_sets_sigma_sequence} lemma
\end{verbatim}

We now describe the \texttt{filtration_sequence} function which creates a sequence of measure spaces where each $\sigma$-algebra is that returned by the appropriate \texttt{sigma_sequence}.
This takes as parameters \( n \), the index of the measure in the sequence; \( X \), the measure whose space is the domain; \( f \), the sequence of functions measurable from \( X \) to \( M \); and \( M \), the measure that whose space is the range for each \( f \).

```plaintext
definition filtration_sequence :: 
  "nat ⇒ 'a measure ⇒ (nat ⇒ 'a ⇒ 'b) ⇒ 'b measure ⇒ 'a measure"
where
"filtration_sequence n X f M
  = measure_of (space X) (sigma_sequence n (space X) f M)
  (emeasure X)"
```

Listing 3.17: The filtration_sequence function

The measure_of function is used, which forms a measure tuple from its three parameters. With this defined, we need to show that it has the properties expected of it and several properties that will be useful in our later proofs (see Section 3.3). We begin by showing that the sequence formed via this function is in fact a filtration using the existing Isabelle definition given in Section 3.2.4.1:

```plaintext
lemma filtration_sequence_filtration :
  fixes X :: "'a measure" and f :: "nat ⇒ 'a ⇒ 'b"
  and M :: "'b measure"
  assumes "∀n. f n ∈ measurable X M"
  shows "filtration (space X) (∀n. filtration_sequence n X f M)"
  "∀n. subalgebra X (filtration_sequence n X f M)"
  "∀i. sets (filtration_sequence i X f M)
    = sigma_sequence i (space X) f M"
```

Listing 3.18: The filtration_sequence_filtration lemma

The subalgebra function here is a predicate that verifies that its second parameter is a subalgebra of the first. The emeasure functions of these two measures most likely will not be exactly the same – recall that for the measure function emeasure in Isabelle, \((x \notin \text{sets } X) \implies \text{emeasure } X x = 0\). So, if there are sets with positive measure in \( X \) that are not in the sets of filtration_sequence n X f M, these measure functions must return different values on those sets.

This lemma shows three important properties: that the function creates a filtration sequence as expected, that the set of events for each measure in the filtration sequence thus formed is a subalgebra of that of the measure \( X \), and that these sets for each measure in the sequence are those defined by the sigma_sequence function. This last property may seem trivial, but it must be verified that the sets passed into the measure_of function will not be altered in the measure it produces.
Next we show that if the measure function is restricted to sets in the measures from the filtration sequence, it produces identical results to those sets in the underlying measure $X$:

```plaintext
lemma filtration_sequence_measure:
  fixes X :: "'a measure" and f :: "nat ⇒ 'a ⇒ 'b"
  and A :: "'a set" and M :: "'b measure" and n :: nat
  assumes "∀n. f n ∈ measurable X M"
  "A ∈ sets (filtration_sequence n X f M)"
  shows "emeasure (filtration_sequence n X f M) A = emeasure X A"
```

Listing 3.19: The `filtration_sequence_measure` lemma

We go on to show that any random variable from the sequence is measurable under a given measure from the filtration sequence if its index is lower than that of the measure’s:

```plaintext
lemma filtration_sequence_measurable:
  fixes X :: "'a measure" and f :: "nat ⇒ 'a ⇒ 'b"
  and M :: "'b measure" and n m :: nat
  assumes "∀n. f n ∈ measurable X M"
  "n ≤ m"
  shows "f n ∈ measurable (filtration_sequence m X f M) M"
```

Listing 3.20: The `filtration_sequence_measurable` lemma

Lastly, we show that the set of events for the measures formed by the filtration sequence are subalgebras of each other, as required by the `filtration` predicate. This is a trivial corollary of the `filtration_sequence_filtration` lemma, but spelling it out here prevents much repetition in later proofs: the specific result is often required.

```plaintext
lemma filtration_sequence_nested:
  fixes X :: "'a measure" and f :: "nat ⇒ 'a ⇒ 'b"
  and M :: "'b measure" and n m :: nat
  assumes "∀n. f n ∈ measurable X M"
  "n ≤ m"
  shows "subalgebra (filtration_sequence m X f M) (filtration_sequence n X f M)"
```

Listing 3.21: The `filtration_sequence_nested` lemma
3.3 Dvoretzky’s stochastic approximation in Isabelle

Dvoretzky’s stochastic approximation theorem is fundamental to our proof of Q learning convergence and an important result in probability theory. We discuss it and its formalisation in this section.

3.3.1 A brief introduction to Dvoretzky’s stochastic approximation

Dvoretzky’s stochastic approximation theorem [38] gives a set of criteria under which a sequence of random variables will almost surely converge to 0. These seem fairly complicated at first glance, but actually represent a fairly common set of conditions for sequences of random variables. It is the evolution of a set of other more specific stochastic approximation algorithms to which it is the general case [128, 76]. It also applies well to the convergence of Q learning estimates to the underlying reward values in a Markov decision process, which is our interest here.

The theorem was stated at first in 1956 with an elaborate proof that spanned five pages [38]. After its publication, several further papers simplified the proof, in general by referring to prior results (in particular, results dependent on Kolmogorov’s inequality for dependent random variables, formalised in Section 3.3.3) and clarifying the approach [166, 36]. We use the proof by Derman and Sacks as the basis of our formalisation here, as it is the most straightforward proof [36].

We describe the theorem below, and in subsequent sections will proceed through each of the required lemmas and theorems in turn, describing them and their formalisations, before concluding this chapter with the formalisation of the Dvoretzky stochastic approximation theorem itself in Section 3.3.6.

The theorem itself states that if there are sequences of random variables \( \{X_n\}, \{T_n\} \) and \( \{Y_n\} \), and sequences of numbers \( \{\alpha_n\}, \{\beta_n\} \) and \( \{\gamma_n\} \), with the following assumptions:

1. \( \{\alpha_n\}, \{\beta_n\} \) and \( \{\gamma_n\} \) are positive for all \( n \).
2. \( \lim_{n \to \infty} \alpha_n = 0 \).
3. \( (\Sigma_i \beta_i) \) converges.
4. \( (\Sigma_i \gamma_i) \) diverges to positive infinity.
5. \( \forall n. T_n \) and \( Y_n \) are both dependent on \( \{X_1...X_n\} \).
6. \( \forall n. X_{n+1} = T_n + Y_n \).
7. \( \forall n. E(Y_n|X_1...X_n) = 0 \) almost surely.
8. \((\Sigma_i E(Y_i^2))\) converges.
9. \(T_n \leq \max(\alpha_n, (1 + \beta_n)|X_n| - \gamma_n)\).

Then almost surely, \(X_n \to 0\) as \(n \to \infty\). An outline of the proof follows:

Find a sequence \(\alpha'_n\) which satisfies the properties given in the assumptions for \(\alpha_n\), but additionally makes

\[
\sum_{n=0}^{\infty} \frac{E(Y_n^2)}{\alpha'_n^2}
\]

convergent. We do this using a variant of the Du Bois-Reymond convergence test for non-negative sequences (which we discuss and formalise in Section 3.3.5).

Define a sequence of random variables \(Z_n = Y_n\text{sgn}(T_n)\). We can substitute \(Z_n\) in place of \(Y_n\) in assumptions 7 and 8, and in the sum 3.2, preserving its convergence. Using the first two of these properties, and a set of criteria for showing convergence of sequences of random variables (which we discuss and formalise in Section 3.3.4), we then show that \(\sum_n Z_n\) is convergent almost everywhere. This last property, along with the Borel-Cantelli lemma and the Chebyshev inequality [20] shows that

\[
(\exists N. \forall n \geq N. \|Z_n\| \leq \alpha'_n) \text{ almost everywhere } \tag{3.3}
\]

From assumption 6 and equation 3.3, we have that

\[
\text{if } |T_n| \leq \alpha'_n, \ |X_{n+1}| \leq 2\alpha'_n \tag{3.4}
\]

\[
\text{if } |T_n| > \alpha'_n, \ |X_{n+1}| = |T_n| + Z_n
\]

Therefore,

\[
|X_{n+1}| \leq \max(2\alpha'_n, |T_n| + Z_n)
\leq \max(2\alpha'_n, (1 + \beta_n)|X_n| + Z_n - \gamma_n \tag{3.5}
\]

for sufficiently large \(n\), almost everywhere. We then use this with a preparatory lemma regarding convergence of real sequences (which we discuss and formalise in Section 3.3.2) to finish the proof. \(\square\)

Throughout the proof, Derman and Sacks are not completely explicit about the theorems and lemmas they rely on in each step (with the exception of the Borel-Cantelli lemma, the Chebyshev inequality and the preparatory lemma). In particular, the use of the Du Bois-Reymond convergence test and the convergence criteria for random variables is not made clear.
3.3 Preparatory lemma

Derman and Sacks begin their proof by outlining a preparatory lemma necessary for the later proof. As in the main theorem, this involves a large set of assumptions.

Let \( \{a_n\}, \{b_n\}, \{c_n\}, \{\delta_n\} \) and \( \{\xi_n\} \) be sequences of real numbers such that:
1. \( \{a_n\}, \{b_n\}, \{c_n\} \) and \( \{\xi_n\} \) are non-negative for all \( n \).
2. \( \lim_{n \to \infty} a_n = 0 \).
3. \( (\Sigma_i b_i) \) converges.
4. \( (\Sigma_i c_i) \) diverges to positive infinity.
5. \( (\Sigma_i \delta_i) \) converges.
6. \( \exists N. \forall n > N. \xi_{n+1} \leq \max(a_n, (1 + b_n)\xi_n + \delta_n - c_n) \)

Then \( \lim_{n \to \infty} \xi_n = 0 \). The proof given by Derman and Sacks is as follows:

Obtain \( N_0 \) such that \( \forall n > N_0. \xi_{n+1} \leq \max(a_n, (1 + b_n)\xi_n + \delta_n - c_n) \) holds, as per assumption 6. Then fix some \( N > N_0 \). Have \( B_n = \prod_{i=0}^n (1 + b_i) \). From some \( n > N \), work backwards using \( \forall n > N_0. \xi_{n+1} \leq \max(a_n, (1 + b_n)\xi_n + \delta_n - c_n) \) to \( N \), giving

\[
\xi_{n+1} \leq \max \left( \frac{B_n}{B_{N-1}} \xi_N + B_n \sum_{j=N}^n \frac{\delta_j - c_j}{B_j}, \max_{N \leq k \leq n} \left[ \frac{B_n}{B_k} a_k + B_n \sum_{j=k+1}^n \frac{\delta_j - c_j}{B_j} \right] \right) \tag{3.6}
\]

The assumptions imply that \( B_n \) increases to some finite \( B \). We can then show (using the Dirichlet test [22], although that is not expressed in the Derman and Sacks proof) that \( \sum_{j=1}^\infty \frac{\delta_j}{B_j} \) converges and \( \sum_{j=1}^\infty \frac{c_j}{B_j} \) diverges to positive infinity. Because \( (B_n/B_{N-1})\xi_N \) is finite, \( \frac{B_n}{B_{N-1}} \xi_N + B_n \sum_{j=N}^n \frac{\delta_j - c_j}{B_j} \) must eventually be negative as \( n \) increases. Thus it can be ignored in Equation 3.6 for large \( n \), giving

\[
\xi_{n+1} \leq \max_{N \leq k \leq n} \left[ \frac{B_n}{B_k} a_k + B_n \sum_{j=k+1}^n \frac{\delta_j - c_j}{B_j} \right] \tag{3.7}
\]

From the convergence of \( \sum_{j=1}^\infty \frac{\delta_j}{B_j} \) and assumption 2, the total in Equation 3.7 tends to 0 as \( N \to \infty \), proving the lemma. \( \square \)

To make the proof slightly easier to formalise, several properties of the \( B_i \) sequence described above were moved into a separate lemma, \texttt{B props}. The reasoning for this was to separate out those proofs into a single lemma where any reusable properties of \( B \) could be established under the minimal assumptions (assumptions 3 and 1 from the list above) needed to define the \( b \) sequence. That lemma is stated here:
Lemma B_props:

```
fixes b :: "nat ⇒ real"
defines "B ≡ (λn. (∏i∈{0..n}. 1 + b i))"
assumes "∀n. b n ≥ 0" "summable b"
shows "∀n. B n > 0"
   and "∀n. B n ≥ 1"
   and "incseq B"
   and "decseq (λn. 1/(B n))"
   and "∀n m. B (m+n)/B m = (∏i∈{m+1..n+m}. (1 + (b i)))"
   and "convergent B"
   and "∃L ≥ 1. B → L"
   and "∃L > 0. L ≤ 1 ∧ (λn. 1 / (B n)) → L"
```

Listing 3.22: The B_props lemma

The assumptions here are limited to the assumptions of the preparatory lemma which involve the b sequence, as these are the only ones relevant to the B sequence. The properties shown include some of the assertions made in the pen-and-paper proof for B, which are reused later in the formalisation for the preparatory lemma.

The Dirichlet test is vital to the lemma. This test states that if there are two sequences a and b, with a decreasing to 0 and ∑_{i=0}^n b_i bounded above for all n, then ∑_i a_i b_i converges. There was no existing treatment for the Dirichlet test in Isabelle, so we formalised it as shown below:

```
lemma dirichlet_test:
  fixes a b :: "nat ⇒ real"
  assumes a_mono_d: "antimono a" and a_lim: "a → 0"
   and b_sum_bounded: "∃M. ∀n. |sum b {0..n}| ≤ M"
  shows "summable (λn. a n * b n)"
```

Listing 3.23: The dirichlet_test lemma

This was a relatively straight-forward proof using the sandwich lemma, but required an additional lemma proving that summation by parts can be used to rewrite sequences:
lemma summation_by_parts:
fixes f g F :: "nat ⇒ 'b::linordered_idom" and m n :: nat
assumes F_defn: "F = (λk. sum f {..k})"
shows "sum (λk. f k * g k) {m..m+Suc n} = F (m+Suc n) * g (m+Suc n) -
(if m=0 then 0 else 1)*(F (m -1) * g m) +
(sum (λk. F k * (g k - g (Suc k))) {m..m+n})"

Listing 3.24: The summation_by_parts lemma

The proof here was separated into cases where m=0 and where it is not, but otherwise simply involved the rewriting of the terms involved. Note that the if clause allows explicit specification of the behaviour when m=0.

With all the components in place, we can proceed with the formalisation of the preparatory lemma. In Isabelle, the lemma is stated as shown below:

lemma prep_for_Dvoretzky:
fixes a b c δ ξ :: "nat ⇒ real"
assumes "∀n. a n ≥ 0"
and "∀n. b n ≥ 0"
and "∀n. c n ≥ 0"
and "∀n. ξ n ≥ 0"
and "a → 0"
and "summable b"
and "∀ε. ∃N. ∀n≥N. (Σi≤n. c i) > ε"
and "summable δ"
and "∃N. ∀n>N. ξ (Suc n) ≤ max (a n) (((1 + (b n)) * (ξ n)) + (δ n) - (c n))"
shows "ξ → 0"

Listing 3.25: The prep_for_Dvoretzky lemma

The formal statement of the lemma fairly clearly corresponds to the informal version. Recall that the summable predicate is true for some sequence x if and only if its sum over its index converges.

The proof involves extensive rewriting of the sequence terms, proceeding by making substitutions (as outlined in the pen-and-paper proof) after proving they are correct. The results of the B Props lemma are used throughout, and the dirichlet_test is used as in the pen-and-paper proof.
3.3.3 Kolmogorov's inequality

Kolmogorov’s inequality, although not specifically addressed or named, is a key component of the Derman and Sacks proof [20]. In particular, the result is vital in proving that the set of convergence criteria discussed in Section 3.3.4 are valid. The inequality is a result in probability theory which gives a way to evaluate the probability of the partial sums of a sequence of independent random variables being greater than or equal to some value $\lambda$ in terms of that value and its variance.

In mathematical terms, if there is a probability space $(P, \Sigma, \mu)$, and a sequence of independent random variables $\{X_n\}$, each with $E(X_n) = 0$ and finite variance, and $S_n = \sum_{i=0}^{n} X_i$, then for every $\varepsilon > 0$:

$$
\mu\left( \max_{1 \leq k \leq n} |S_k| \geq \varepsilon \right) \leq \frac{1}{\varepsilon^2} \sum_{k=1}^{n} E(X_k^2) \quad (3.8)
$$

There is one major problem with this version of the inequality that make it unsuitable for our needs with regard to our later proofs. The sequences of random variables we will be working with, as mentioned in the earlier description of Dvoretzky’s theorem (in section 3.3.1), are not independent, but usually depend on other sequences of random variables. So the assumptions of independence and expectation made here are too strict for our work.

A version of the inequality where the random variables can be dependent is needed, meaning that the expectation assumption also must change so that $E(X_{n+1}|F_n) = 0$, where $F$ is the natural filtration of the sequence of random variables that $X$ is dependent on (we discuss natural filtrations in Section 3.2.4). There is an existing extension of the Kolmogorov inequality proof where each random variable $X_{n+1}$ is dependent on $\{X_1...X_n\}$, not some potentially different sequence of random variables [98]. Thankfully, it is straightforward to adjust this version of the inequality (and its proof) so that the assumption of conditional expectation is against other sequences of random variables as necessary.

This means we can prove a more general version of the Kolmogorov inequality that does not require independent random variables or that the conditional expectation of those variables be against their own natural filtration, but against an arbitrary natural filtration:
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lemma (in prob_space) kolmogorov_inequality:
  fixes f g :: "nat ⇒ 'a ⇒ real"
  and m :: nat and ε :: real
  assumes fpint: "∀. length I > 0 ⇒
    integrable M (λx. (∏i∈{0..<length I}. f (I!i) x))"
  and gint: "∀n. integrable M (g n)"
  and fexp: "∀n. AE x in M. real_cond_exp M (filtration_sequence n M g borel) (f (Suc n)) x = 0"
  and epos: "ε > 0"
  and fadg: "∀n. f n ∈ borel_measurable (filtration_sequence n M g borel)"
shows
  "prob {x∈space M. Max ((λk. |(∑i∈{0..k}. f i x)|) · {0..m}) ≥ ε) ≤ (∑i∈{0..m}. expectation (λx. (f i x)^2)) / (ε^2)"

Listing 3.26: The kolmogorov_inequality lemma

We add a sequence of random variables g here, which, apart from being integrable, is entirely arbitrary. This is used to construct an arbitrary natural filtration that the sequence f (corresponding to X_n in the informal description above) is dependent on, removing the dependence condition of the assumptions given there.

The assumptions here relate to the statement of the inequality in the following ways: fpint is our assumption that the arbitrary products of integrable random variables from the f sequence are also integrable, as discussed in Section 3.2.3.1. gint asserts that the random variables in the g sequence are integrable. fexp gives the conditional expectation assumption for f over the natural filtration of g. epos asserts that ε is positive, and fadg says that f is measurable against the natural filtration for g.

The proof here gets around the independence condition by using disjoint events to measure the probabilities over; to do this we use the disjointed function in Isabelle’s libraries [62]. This function takes a sequence of sets A, and returns a sequence of pairwise disjoint sets such that the statement

\[(\bigcup_{i\in\{0..n\}} A i) = (\bigcup_{i\in\{0..n\}} \text{disjointed} A i)\]

holds. We are required to prove that the disjoint events are still measurable in the same probability space, which is done using the σ-algebra properties. The disjointed function definition is below:

definition disjointed :: "(nat ⇒ 'a set) ⇒ nat ⇒ 'a set" where
  "disjointed A n = A n - (⋃i∈{0..<n}. A i)"

Listing 3.27: The disjointed function
Using this approach is useful with some of the other proofs we work on – in particular, accessing the countable additive property of measures requires that the sets being measured are pointwise disjoint: this is not something we can assume about arbitrary events of interest but which can be induced on them using the disjointed function. This was important to the proofs of \(\text{prob\_sets\_limits}, \text{union\_from\_n\_finite},\) and \(\text{union\_from\_n},\) as discussed in Section 3.3.4.

To prove Kolmogorov’s inequality, a few more additions to Isabelle’s existing probability theory are needed – in particular, we show that if \(E(X_{n+1}|F_n) = x,\) then \(\forall k > n. E(X_k|F_n) = x,\) using the following lemma:

\[
\text{lemma (in finite\_measure) real\_cond\_exp\_Suc\_r\_imp\_AE\_geq:}\\
\text{fixes f g :: "nat ⇒ 'a ⇒ real" and r :: real}
\]
\[
\text{assumes fint:} "\forall n. \text{integrable M (f n)}" \text{ and}
\]
\[
\text{gint:} "\forall n. \text{integrable M (g n)}" \text{ and}
\]
\[
\text{fexp:} "\forall n. \text{AE x in M.}
\]
\[
\text{real\_cond\_exp M (filtration\_sequence n M g borel)}
\]
\[
(f (Suc n)) x = r" \text{ shows} "\forall n. \forall k>n. \text{AE x in M.}
\]
\[
(\text{real\_cond\_exp M (filtration\_sequence n M g borel) (f k)}) x = r"
\]

Listing 3.28: The \text{real\_cond\_exp\_Suc\_r\_imp\_AE\_geq} lemma

The sequence \(g\) here is the arbitrary sequence of random variables whose natural filtration is represented by \(F_n\) in the statement above. \(f\) is the sequence of random variables whose conditional expectation we are interested in. The assumption \(\text{fexp}\) expresses that the condition expectation for \(f\) at an index one higher than the (arbitrary) natural filtration it is being evaluated over is some fixed value – and the lemma shows that this holds for all higher indices of \(f\) as well.

The proof of the lemma hinges on showing that if one fixes the value \(n\) then the measure \(\text{filtration\_sequence n M g borel}\) is a subalgebra of \(\text{filtration\_sequence k M g borel}.\) Once this has been done, then \(\text{real\_cond\_exp\_nested\_subalg},\) an existing lemma, can be used to show that the conditional expectation over both is the same [65].

### 3.3.4 A set of convergence criteria for sequences of random variables

During a particular section of the Derman and Sacks proof, they assert that since \(E(Y_n|X_1...X_n) = 0\) and \(\sum_{i=0}^{\infty} E(Y^2)\) converges, then it must be true that \(\sum_{i=0}^{\infty} E(Y)\) con-
verges too. This is not at all trivial, although nothing is mentioned in the proof to support the assertion. A version of the proof required to support the claim can be found in section 6.2.1 of Ash’s *Probability and Measure Theory* [7].

However, as with the proof of the Kolmogorov inequality, this assumes independence of the random variables and requires some reworking. Unfortunately, no version of the proof rewritten for dependent random variables was available, but thankfully the adjustments required were not too onerous: our modified version of the Kolmogorov inequality handles them, so much of the work required has been done already.

```
theorem (in prob_space) rv_convergence_crit:
  fixes X :: "nat ⇒ 'a ⇒ real"
  assumes X2sum: "summable (λn. expectation (λx. (X n x)^2))"
  and Xexp:
    "∀n. AE x in M. real_cond_exp M (filtration_sequence n M X borel) (X (Suc n)) x = 0"
  and Xexp0:"expectation (X 0) = 0"
  and Xpint:
    "∀I. length I > 0 −→ integrable M (λx. (∏i∈{0..<length I}. X (I!i) x))"
  shows "AE x in M. summable (λn. X n x)"

Listing 3.29: The rv_convergence_crit theorem
```

This proof depends on a number of other results in measure theory that needed to be proven for this work. We discuss these results and show their formalisations in the remainder of this section. The following lemma, LIMSEQ_meas_conv_Un, shows that if a countably infinite union of measurable and increasing sets equals some set \(B\), then their measure tends to that of \(B\) as the union increases to infinity:

```
lemma (in finite_measure) LIMSEQ_meas_conv_Un:
  fixes A :: "nat ⇒ 'a set"
  defines "B ≡ (⋃n∈(0::nat..). A n)"
  assumes "∀n. A n ∈ sets M"
  and "∀n. A n ⊆ A (Suc n)"
  shows "(λn. measure M (A n)) → measure M B"

Listing 3.30: The LIMSEQ_meas_conv_Un lemma
```

The LIMSEQ_meas_conv_Un lemma is used to prove the following lemma, showing that if a countably infinite intersection of measurable decreasing sets equals some set \(B\), the same result holds. The result over unions relates to that over intersections by set negation, making the proof, given the lemma above, trivial:
lemma (in finite_measure) LIMSEQ_meas_conv_In:
fixes A :: "nat ⇒ 'a set"
defines "B ≡ (⋂n∈{0:: nat ..}. A n)"
assumes "∀n. A n ∈ sets M" and "∀n. A (Suc n) ⊆ A n"
sows "(λn. measure M (A n)) → measure M B"

Listing 3.31: The LIMSEQ_meas_conv_In lemma

The next lemma, LIMSEQ_meas_seq, states that

\[
\lim_{n \to \infty} X_n = X' \text{ almost everywhere} \iff (\forall \delta > 0, \lim_{n \to \infty} \mu(\bigcup_{i=n}^{\infty} |X_i - X'| \geq \delta) = 0 \text{ almost everywhere})
\]

Both of the lemmas above are used in the proof:

lemma (in prob_space) LIMSEQ_meas_seq:
fixes X :: "nat ⇒ 'a ⇒ real" and X' :: "'a ⇒ real"
assumes "∀n. X n ∈ borel_measurable M" "X' ∈ borel_measurable M"
sows "(AE x in M. (λn. X n x) → (X' x)) = (∀δ>0. (λn. measure M (⋃i∈{n..}. (x∈space M. |X i x - X' x| \geq δ))) → 0)"

Listing 3.32: The LIMSEQ_meas_seq lemma

And this related lemma, Cauchy_meas_seq, says that if a sequence of random variables \( X_n \) is Cauchy almost everywhere, this is equivalent to the statement that

\[
\forall \delta > 0, \lim_{n \to \infty} \mu(\bigcup_{j,k \geq n} \{X_j - X_k \geq \delta\}) = 0.
\]

This uses all of the preceding results, and gives us a useful way to express the Cauchy property for sequences of random variables:

lemma (in prob_space) Cauchy_meas_seq:
fixes f :: "nat ⇒ 'a ⇒ real"
assumes "∀n. f n ∈ borel_measurable M"
sows "(AE x in M. (λn. f n x) → (X' x)) = (∀δ>0. (λn. measure M (⋃j∈{n..}. (⋃k∈{n..}. (x∈space M. |f j x - f k x| \geq δ))) → 0)"

Listing 3.33: The Cauchy_meas_seq lemma

The next lemma says that if some random variable \( Y_n = X_{n+m} \), then its natural filtration \( G_n \) is a subalgebra of \( X \)’s natural filtration \( F_{n+m} \). Once this is known, we can use real_cond_exp_nested_subalgebra to relate conditional expectations across them in the next lemma:
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```isabelle
lemma filtration_shift_subalgebra:
assumes "∀ n. X n ∈ measurable M borel"
shows "subalgebra (filtration_sequence (n+m) M X borel)
(filtration_sequence n M (λi. X (i+m)) borel)"

Listing 3.34: The filtration_shift_subalgebra theorem
```

The above is used to prove the next lemma, which says that if, almost everywhere,
\( E(X_{n+1}|G_n) = 0 \) (where \( G \) is the natural filtration for \( Y \)), then for some random variable sequences \( X', Y' \) such that \( X'_n = X_{n+m}, Y'_n = Y_{n+m} \) (with \( G' \) the natural filtration for \( Y' \)), then almost everywhere, \( E(X'_{n+1}|G'_n) = 0 \). This is used with the Kolmogorov inequality in the proof of `rv_convergence_crit`, as the indices of the random variables being used in the inequality are arbitrarily higher than a fixed value used earlier in the proof:

```isabelle
lemma (in prob_space) real_cond_exp_filtration_shift:
fixes X Y :: "nat ⇒ 'a ⇒ real"
assumes Xexp:"∀ n. AE x in M. real_cond_exp M (filtration_sequence n M Y borel) (X (Suc n)) x = 0"
and Yint:"∀ n. integrable M (Y n)"
and Xint:"∀ n. integrable M (X n)"
shows "∀ n m. AE x in M. real_cond_exp M
(filtration_sequence n M (λi. Y (m+i)) borel)
({\{λi. X (m+i)) (Suc n)) x = 0"

Listing 3.35: The real_cond_exp_filtration_shift lemma
```

There are also several lemmas needed that show how measuring probability over a union (possibly infinite) of sets works. The next one shows how to express the probability of a finite union of events as a sum of the probabilities over the disjoined events. The use of the `disjointed` function introduced in Section 3.3.3 is vital to the proof. It is fundamental to showing that the probability of a union of events can be related to a summation of the probabilities of pairwise disjointed events, needed in particular to use the properties of infinite summations for the next lemma:

```isabelle
lemma (in prob_space) union_from_n_finite:
fixes f :: "nat ⇒ 'a set" and n m :: nat
assumes "range f ⊆ events"
shows "prob (∪j∈{n..n+m}. f j)
= (Σ j∈{0..m}. prob (disjointed (λj. f (j+n)) j))"

Listing 3.36: The union_from_n_finite lemma
```

The next result expresses the probability of an infinite union of events as an infinite sum of the probability over the disjoined events. This uses the previous lemma for its
proof, which is then straightforward:

```isabelle
lemma (in prob_space) union_from_n::
  fixes f :: nat ⇒ 'a set and n :: nat
  assumes "range f ⊆ events"
  shows "prob (⋃j∈(n..). f j) = (∑j. prob (disjointed (λj. f (j+n)) j))"
```

Listing 3.37: The union_from_n lemma

The union_from_n_finite and union_from_n lemmas taken together give us the following important result. This shows that we can express the probability of an infinite union of events as the limit of the probability of a sequence of finite unions. This makes reasoning over infinite unions, as required throughout the proof of rv_convergence_crit, much easier:

```isabelle
lemma (in prob_space) prob_UNION: fixes f :: nat ⇒ 'a set
  assumes "range f ⊆ events"
  shows "prob (⋃k∈(0..). f k) = lim (λm. prob (⋃k∈(0..m). f k))"
```

Listing 3.38: The prob_UNION lemma

### 3.3.5 The Du Bois-Reymond test for convergence

Near the start of the Derman and Sacks proof, there is an assertion that given some sequence of random variables \(Y_n\) whose series \(\sum_{n=1}^{\infty} E(Y_n^2)\) converges, we can always find a sequence \(\alpha'_n\), that converges to zero, and \(\sum_{n=0}^{\infty} E(Y_n^2)\alpha'_n^2\) is a convergent series.

This is a corollary of a theorem from Du Bois-Reymond [21]. This states that for a positive sequence \(a_n\), its summability is equivalent to the existence of some sequence \(b_n\) such that \(b_n\) diverges to positive infinity, \(\forall n. b_n > 0\) and \(a_nb_n\) is summable. An intuition for this is that there is no such thing as the largest convergent series – we can always find one such that the terms are eventually larger.

There are some immediate issues with this theorem’s application to Dvoretzky’s stochastic approximation theorem, as we cannot guarantee that our sequence of interest, \(E(Y_n^2)\) is always positive. It could be zero for any \(n\). The best we can say is that it is non-negative. We could not find a proof for non-negative sequences, so we build our own – the intuition for the proof is straight-forward but the formalisation less so.

In any case, the basis for the formalisation comes from an existing proof for positive sequences, by Ash [6]. The Du Bois-Reymond test for positive sequences is stated as follows in Isabelle:
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lemma duboisreymond_test_real_pos:
fixes a :: "nat ⇒ real"
assumes "∀n. a n > 0"
shows "summable a = (∃b. (∀ε. eventually (λn. b n > ε) sequentially) ∧ (∀n. b n > 0) ∧ summable (λn. a n * b n))"

Listing 3.39: The duboisreymond_test_real_pos lemma

The result includes the text “∀ε. eventually (λn. b n > ε) sequentially”. This is telling us, in mathematical terms, that ∀ε. ∃N. ∀n ≥ N. b_n > ε.

The proof here is a relatively straight-forward geometric proof, relying at a certain point on the comparison test for divergent series, which was not available in Isabelle’s libraries. We show our formalisation of this test below:

lemma divergence_comparison_test:
fixes a b :: "nat ⇒ real"
assumes "∀n. a n ≥ 0" "¬summable a" "∀n. b n ≥ a n"
shows "¬summable b"

Listing 3.40: The divergence_comparison_test lemma

The proof of this lemma was simple and proceeded by showing that the partial sums for b could not possibly be convergent.

Our proof for the Du Bois-Reymond test for non-negative sequences relies on taking the summable, non-negative sequence a_n, and constructing the sequence a’_n by de-zeroing the sequence. By this we mean that if we produce a strictly increasing sequence of natural numbers c_n where ∀n. a_{c_n} > 0 and ∀n. a_n > 0 → (∃m. c_m = n), then a’_n = a_{c_n}. We then use the Du Bois-Reymond test for positive sequences with a’_n (which is positive in every term) to find b’_n (which diverges to positive infinity, is always positive, and a’_n b’_n is summable). From b’_n, we then construct b_n which is a sequence where for any n where a_n = 0, we simply repeat the preceding value in b. When we reach an n thereafter such that a_n ≠ 0, we resume the sequence for the next term in b’ – we call this padding out for zeros. For an illustration of this, please see figure 3.1.

Obviously, any term in b_n is also a term in b’_n, and equally obviously, ∀n. b_n > 0. As b’_n is divergent to positive infinity, we know the same is true for b_n. And we know that as a’_n b’_n is summable, so must a_n b_n be summable, as whenever a_n is zero, that index for
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Figure 3.1: An illustration of dezeroing a sequence and padding one out for zeros.

\[ a_n b_n \] will also be zero; whenever \( a_n \) is non-zero, there is a matching index \( n' \) such that \( a_n b_n = a'_n b'_n \).

This argument is fairly simple and easy to intuit, but more difficult to formalise. Throughout the description of the formalisation of this proof, we will refer to \( a \) as the original non-negative sequence, \( a' \) as its dezeroed sequence, \( b' \) as the sequence found using the positive version of the Du Bois-Reymond test, and \( b \) as its equivalent once padded out for the zeros in \( a \) (as discussed briefly above).

The \texttt{nonzeros_set} function takes a real sequence, and gives the set of the indices where that sequence is not zero:

\[
\text{definition nonzeros_set :: } (nat \Rightarrow \text{real}) \Rightarrow \text{nat set} \text{ where } \\
\text{"nonzeros_set a = \{n. a n \neq 0\}"}
\]

Listing 3.41: The \texttt{nonzeros_set} definition

The \texttt{nth_seq} function takes in a natural number \( n \) and a set of natural numbers and returns the \( n \)th smallest number from the set:

\[
\text{fun nth_seq :: } \text{"nat \Rightarrow nat set \Rightarrow nat" where } \\
\text{"nth_seq 0 A = (if A={} then 0 else (LEAST n. n\in A))" | } \\
\text{"nth_seq (Suc m) A = (if (n\in A. n > nth_seq m A)=\{} then 0 } \\
\text{else (LEAST n. n\in A \land n > nth_seq m A))"}
\]

Listing 3.42: The \texttt{nth_seq} definition
The seq_nth function takes a natural number $n$ and a set of natural numbers $A$, and finds the ranking of the highest number $n' \in A$. $n' \leq n$ if we were to order the set:

```plaintext
definition seq_nth :: "nat ⇒ nat set ⇒ nat" where "seq_nth n A = card {n' ∈ A. n' < n}"
```

Listing 3.43: The seq_nth definition

The dezero_seq function is the function that takes the sequence $a$ above and removes the zeros from it to make $a'$ (see Figure 3.1 above):

```plaintext
definition dezero_seq :: "(nat ⇒ real) ⇒ nat ⇒ real" where "dezero_seq a n = a (nth_seq n (nonzeros_set a))"
```

Listing 3.44: The dezero_seq definition

The padout_for_zeros function takes the $a$ sequence and the $b'$ sequence as inputs and produces $b$, the equivalent to $b'$ once it is “padded out” for the zero in $a$ (again, see Figure 3.1 above):

```plaintext
fun padout_for_zeros :: "(nat ⇒ real) ⇒ (nat ⇒ real) ⇒ nat ⇒ real" where "padout_for_zeros b a 0 = b 0" | "padout_for_zeros b a (Suc m) = (if (Suc m) /∈ nonzeros_set a then padout_for_zeros b a m else b (seq_nth (Suc m) (nonzeros_set a)))"
```

Listing 3.45: The padout_for_zeros definition

These functions are the tools that can be used to replicate the argument above formally. However, these are not simple definitions, and they require some basic properties to be proven for them before we can be certain that they will do the trick.

We show that if such an $a$ is summable, then so is $\text{dezero_seq } a$:

```plaintext
lemma summable_dezero :
  fixes $a :: "nat ⇒ real"$ and $x :: real$
  assumes "infinite (nonzeros_set a)"
  shows "summable a = summable (dezero_seq a)"
```

Listing 3.46: The summable_dezero lemma

Key to the final proof, we show that for a sequence with infinite non-zero terms, its summation and that of its dezeroed sequence are identical:
lemma sums_dezero:
fixes a :: "nat ⇒ real" and x :: real
assumes "infinite (nonzeros_set a)"
shows "a sums x = (dezero_seq a) sums x"

Listing 3.47: The dezero_seq_val lemma

This proof relies on a number of less important properties for the various func-
tions we have defined above, primarily those showing how we can relate a dezeroed
sequence to the original sequence.

Finally, there are two proofs showing that the padout_for_zeros function be-
haves as expected. The first relates it to the pre-transformation sequence using seq_nth
and nonzeros_set, assuming the index \( n \) being used is such that \( a_n \neq 0 \):

lemma padout_for_zeros_works_1:
fixes a b :: "nat ⇒ real" and n :: nat
assumes "n∈nonzeros_set a"
shows "padout_for_zeros b a n = b (seq_nth n (nonzeros_set a))"

Listing 3.48: The padout_for_zeros_works_1 lemma

We then show that if padout_for_zeros is being used, the order of the indices is
preserved from the original sequence:

lemma padout_for_zeros_works_2:
fixes a b :: "nat ⇒ real" and n :: nat
assumes "n∈nonzeros_set a"
shows "\( \forall m. \) padout_for_zeros b a (m+n)
∈ b ∪ (seq_nth n (nonzeros_set a)..)"

Listing 3.49: The padout_for_zeros_works_2 lemma

These proofs are all essentially showing that the definitions given match the intu-
itive understanding given earlier for the various transformations being applied to the
sequences which we need to prove the Du Bois-Reymond test for non-negative se-
quences. With each in place, we can take the final step and prove the lemma itself:
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lemma duboisreymond_test_real_nn:
fixes a :: "nat ⇒ real"
assumes "∀n. a n ≥ 0"
shows "summable a = (∃b.
(∀ε. eventually (λn. b n > ε) sequentially)
∧ (∀n. b n > 0)
∧ summable (λn. a n * b n))"

Listing 3.50: The duboisreymond_test_real_nn lemma

The proof here is split into two cases: where the sequence a has infinite non-zero valued terms, and where it does not. The latter case is trivial, and does not need much of the machinery we have built. The former case, though, requires all of the lemmas above be used, as well as the comparison test for divergence (see Listing 3.40). We follow the process outlined in the intuitive proof above. The final step for the trickiest property to prove is to show that the summable sequence found by using the Du Bois-Reymond test for positive sequences, λn. a’ n * b’ n, which is summable, is in fact equal to dezero_seq (λn. a n * b n), at which point the summability of the latter is a consequence of the summable_dezero lemma.

3.3.6 Dvoretsky’s stochastic approximation theorem

Finally, we are in a position to prove Dvoretzky’s stochastic approximation theorem.

In the statement of the formalisation below, our definition and assumptions match those given in the pen-and-paper description earlier, in Section 3.3.1. We will explain each in mathematical terms that can be related to that section after the formalisation:
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Theorem (in prob_space) Dvoretzky_stochastic_approximation:
fixes X T Y :: "nat ⇒ 'a ⇒ real" 
and α β γ :: "nat ⇒ real" 
assumes αnn: "∀ n. α n ≥ 0" 
and βnn: "∀ n. β n ≥ 0" 
and γnn: "∀ n. γ n ≥ 0" 
and αtt0: "α → 0" 
and βsum: "summable β" 
and γdiv: "∀ ε. ∃ N. ∀ n ≥ N. (∑ i ≤ n. γ i) > ε" 
and TadX: "∀ n. T n ∈ borel_measurable (filtration_sequence n M X borel)" 
and YadX: "∀ n. Y n ∈ borel_measurable (filtration_sequence n M X borel)" 
and Xmes: "∀ n. X n ∈ measurable M borel" 
and Ypint: "∀ I. length I > 0 =⇒ integrable M (λ x. (∏ i ∈ {0..<length I}. Y (I!i) x))" 
and Xsucdep: "∀ n. (λ x. X (Suc n) x) = (λ x. T n x + Y n x)" 
and Yexp: "∀ n. AE x in M. real_cond_exp M (filtration_sequence n M X borel) (Y n) x = 0" 
and Yexp0: "expectation (Y 0) = 0" 
and Y2sum: "summable (λ n. expectation (λ x. (Y n x) ^ 2))" 
and T: "∀ n x. |T n x| ≤ max αn ((1 + β n) * |X n x| - γ n)" 
shows "AE x in M. (λ n. X n x) → 0" 

Listing 3.51: The Dvoretzky_stochastic_approximation theorem

1. X T Y are our sequences of random variables. Note their type nat ⇒ 'a ⇒ real: this shows they are functions from the natural numbers (their index) to the 'a ⇒ real type. The 'a is the type variable of the probability space from the probability locale, so any function of this type is a random variable if measurable.

2. α β γ are our sequences of real numbers. Note their type is a function from the natural numbers (their index) to the reals.

3. αnn βnn and γnn establish that our sequences are non-negative.

4. αtt0 shows that \( \lim_{n \to \infty} \alpha_n = 0 \).

5. βsum establishes that \( \sum_i \beta_i \) is finite.

6. γdiv shows that the \( \sum_i \gamma_i \) diverges to positive infinity.

7. TadX shows that the random variable sequence T is measurable over the natural filtration for X; in other words, \( T_{n+1} \) is dependent on \{X_1, X_2, ..., X_n\}.

8. YadX shows the same for the random variable sequence Y.
9. \( X \text{mes} \) shows that \( X_i \) is measurable between \( M \) (the probability space) and the Borel measure on the real numbers. In other words, it is a random variable.

10. \( Y \text{pint} \) shows that the product of any arbitrary random variables from the sequence \( Y \) is integrable. Recall from Section 3.2.3.1 that this assumptions allows us to prove the integrability of random variables resulting from a wide variety of operations over \( Y \).

11. \( X \text{sucdep} \) shows that \( X_{n+1} = T_n + Y_n \).

12. \( Y \text{exp} \) shows that almost everywhere, \( E(Y_n|X_1, X_2, \ldots, X_n) = 0 \).

13. \( Y \text{exp0} \) shows that \( E(Y_0) = 0 \).

14. \( Y \text{2sum} \) shows that \( \sum_i Y_i^2 \) is convergent.

15. \( T \) shows that \( |T_n| \leq \max(\alpha_n, (1 + \beta_n)|X_n| - \gamma_n) \).

There is a key, albeit small, additional lemma which is needed here. The \texttt{advar_subalg} lemma shows that if \( X_n \) is Borel measurable against some \( F_n \), then the set of events from its equivalent natural filtration must be a subalgebra of that of \( F_n \). The existing \texttt{real_cond_exp_nested_subalg} lemma from Isabelle’s libraries can then be used to treat the conditional expectation against that \( F_n \) as if it were that against the natural filtration for \( X \). This is used with the \texttt{rv_convergence_crit} result as at that point in the proof, the \( Z \) sequence has a conditional expectation against the natural filtration for \( X \), not itself.

\begin{verbatim}
lemma advar_subalg:
  fixes X :: "nat ⇒ 'a ⇒ real" and F :: "nat ⇒ 'a measure"
  and M :: "'a measure"
  assumes XmesF:"∀n. X n ∈ borel_measurable (F n)"
  and Xmes:"∀n. X n ∈ borel_measurable M"
  and Ffilt:"filtration (space M) F"
  shows "∀n. subalgebra (F n) (filtration_sequence n M X borel)"

Listing 3.52: The advar_subalg lemma
\end{verbatim}

With the exception of this minor change, the formal proof proceeds exactly like the pen-and-paper proof, using each of the important results given already in this chapter.

### 3.3.6.1 Dvoretzky’s stochastic approximation theorem extension

Jaakkola’s proof uses an extension of Dvoretzky’s stochastic approximation theorem, in which the sequences of real numbers, \( \alpha, \beta \) and \( \gamma \), are treated as bounded random variables instead. We formalise a proof for this extension by building some necessary
precursor results that allow us to work more easily with these sequences of random variables.

First we build a lemma, seq_bounded_integrable_real, that shows that if we assume a sequence of random variables is bounded, then we can show that any arbitrarily chosen elements of the sequence are integrable when multiplied together. This allows us to use our integrability results from section 3.2.3.1.

```
lemma (in finite_measure) seq_bounded_integrable_real:
  fixes X :: "nat ⇒ 'a ⇒ real"
  assumes "∀n. bounded (range (X n))"
  "∀n. (X n) ∈ borel_measurable M"
  shows "∀I. length I > 0 → integrable M (λx. (Πi∈{0..<length I}. X (I!i) x))"
```

Listing 3.53: The seq_bounded_integrable_real lemma

We also show that if ∀n, P_n holds almost everywhere, then it is also true that almost everywhere, ∀n P_n holds. In other words, that the universal quantifier and the almost everywhere quantifier are commutable for natural numbers.

```
lemma AE_seq:
  fixes P :: "nat ⇒ 'a ⇒ bool"
  assumes "∀n. AE x in M. P n x"
  shows "AE x in M. ∀n. P n x"
```

Listing 3.54: The AE_seq lemma

These preliminary results allow us to prove the extension. The proof proceeds almost exactly as for the original theorem, with the addition of showing that for each of the properties which are true almost everywhere, their conjunction is also true almost everywhere. This allows us to select an element within the probability space where all these properties are true, and use that to reason about our random variables more concretely.
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Theorem (in prob_space)

Dvoretzky\_stochastic\_approximation\_extension:

| \text{fixes} X T Y \alpha \beta \gamma :: 'nat \Rightarrow 'a \Rightarrow real |
| \text{assumes} \alpha_{\text{nn}}: \forall n x. \alpha n x \geq 0 |
| \beta_{\text{nn}}: \forall n x. \beta n x \geq 0 |
| \gamma_{\text{nn}}: \forall n x. \gamma n x \geq 0 |
| \alpha_{\text{att}}: \forall U \in \text{sets M}. \text{prob} U = 1 \Rightarrow (\exists x \in U. \forall n. \alpha n x = \text{Sup} \{\alpha n u : u \in U\}) |
| \alpha_{\text{bound}}: \forall n. \text{bounded} (\text{range} (\alpha n)) |
| \beta_{\text{bound}}: \forall n. \text{bounded} (\text{range} (\beta n)) |
| \gamma_{\text{bound}}: \forall n. \text{bounded} (\text{range} (\gamma n)) |
| \alpha_{\text{tt0}}: \ AE \ x \in \text{M}. (\lambda n. \alpha n x) \to 0 |
| \beta_{\text{sum}}: \ AE \ x \in \text{M}. \text{summable} (\lambda n. \beta n x) |
| \gamma_{\text{div}}: \ AE \ x \in \text{M}. \forall \epsilon. \exists N. \forall n \geq N. (\Sigma i \leq n. \gamma i x) > \epsilon |
| T_{\text{adX}}: \forall n. T n \in \text{borel\_measurable} (\text{filtration\_sequence n M X borel}) |
| Y_{\text{adX}}: \forall n. Y n \in \text{borel\_measurable} (\text{filtration\_sequence n M X borel}) |
| \alpha_{\text{adX}}: \forall n. \alpha n \in \text{borel\_measurable} (\text{filtration\_sequence n M X borel}) |
| \beta_{\text{adX}}: \forall n. \beta n \in \text{borel\_measurable} (\text{filtration\_sequence n M X borel}) |
| \gamma_{\text{adX}}: \forall n. \gamma n \in \text{borel\_measurable} (\text{filtration\_sequence n M X borel}) |
| X_{\text{mes}}: \forall n. X n \in \text{measurable M borel} |
| Y_{\text{pint}}: \forall I. \text{length} I > 0 \Rightarrow \integ M (\lambda x. (\Pi i \in \{0..<\text{length} I\}. Y (I!i) x)) |
| X_{\text{Sucdep}}: \forall n. (\lambda x. X (\text{Suc} n) x) = (\lambda x. T n x + Y n x) |
| Y_{\text{exp}}: \forall n. \text{AE} x \in \text{M}. \text{real\_cond\_exp M} (\text{filtration\_sequence n M X borel}) (Y n) x = 0 |
| Y_{\text{exp0}}: \text{expectation} (Y 0) = 0 |
| Y_{\text{2sum}}: \text{summable} (\lambda n. \text{expectation} (\lambda x. (Y n x) ^ 2)) |
| T_{\text{e}}: \forall x \in M. \forall n. |T n x| \leq \max (\alpha n x) ((1 + \beta n x) * |X n x| - \gamma n x) |
| \text{shows} \ AE x \in M. (\lambda n. X n x) \to 0 |

Listing 3.55: The Dvoretzky\_stochastic\_approximation\_extension theorem
3.4 Related work

During our work, a formalisation of the Dvoretzky stochastic approximation theorem was completed in Coq [155]. This also uses the proof by Derman and Sacks as the basis for its formalisation. Interestingly, it does not (for its main proof) formalise $T_n$ as a dependent random variable, but as a measurable function on $\{X_1\ldots X_n\}$. This removes the notion of stochasticity from $T_n$, meaning that this proof is not quite of the theorem as presented by Dvoretzky.

The paper does mention issues of integrability: the expectation of a random variable may be set to None if it is not defined, and an IsFiniteExpectation function tests for integrability. However, it does not explain how this is treated for lemmas and theorems that use operations over sequences of integrable random variables in ways that demand integrability. The Du Bois-Reymond test is introduced in the paper but with no clear explanation on how it was proven for non-negative rather than positive sequences.

It does prove an extension of the Dvoretzky stochastic approximation theorem whereby $T_n$ is treated as a random variable dependent on $\{X_1\ldots X_n\}$ and $\alpha_n, \beta_n$ and $\gamma_n$ are treated as real functions instead of sequences. The usual version of the theorem can be seen as a special case of this, where these real functions are constant.

3.5 Conclusion

In this chapter we have made significant contributions to probability theory in Isabelle. In particular:

- We formalised a locale within which the convergence of the Q learning algorithm would be provable when it acts on a valid path, including a formalisation of the algorithm update process.
- We formally proved that under the assumption that arbitrary products of random variables from a sequence are integrable, a number of other operations will also result in an integrable random variable.
- We formalised the Dirichlet convergence test and summation by parts.
- We formalised the notion of a natural filtration of a random variable sequence.
• Using the formal model of natural filtrations we developed, we completed a formalisation of a more general version of the Kolmogorov inequality, where random variables could be dependent upon an arbitrary sequence of random variables.

• We showed a number of results related to sequences of random variables, including in particular, a set of convergence criteria critical to the Dvoretzky stochastic approximation theorem.

• We formalised the divergence comparison test preparatory to formalising the Du Bois-Reymond test. We then formalised a novel proof of a version of the test across non-negative sequences rather than positive sequences.

• We formalised the Dvoretzky stochastic approximation theorem and an extension of the theorem where the sequences of real numbers used are replaced with sequences of real random variables.

With the Dvoretzky stochastic approximation theorem formally proven, we are very close to a formal proof that a Q learning agent (as formally modelled in Section 3.1.1.2) converges to the correct Q values for the states and actions it experiences moving through an MDP.

Jaakkolo’s proof (see Section 3.1.1.5) is a relatively simple application of Dvoretzky’s result, and what we have is sufficient to proceed to formally verify it. By formalising the necessary precursor results we have demonstrated that formal methods can be used to build a model of the fundamental mathematics of modern artificial intelligence algorithms in frequent use – in this case reinforcement learning – and to verify their correctness.

One thing that seems apparent from the results that both were and were not in Isabelle’s libraries, is that the existing probability theory formalisations therein had not yet considered sequences of random variables or of events. Many of the results that we needed to develop for this work involved such sequences. The work we have done on these can be used for further development in this area, beyond that required for the Dvoretzky stochastic approximation result.

This result, in itself, has a wide applicability in other areas of statistical learning [89]. Its formal verification may therefore be of value to statistical learning and approximation in those areas, beyond the current contribution to the understanding of sequences in probability.
Chapter 4

Formalised logical constraint satisfaction implemented into a neural network

4.1 Introduction

The usefulness and general applicability of the neural networks used in deep learning (introduced in Section 1.2) is well understood, but there are several ways in which their behaviour could be improved. In particular, it can be hard to understand the behaviour of a neural network, as they take a black box approach in which it is usually difficult to establish the reason why a given result was achieved.

A lot of training is often needed before a neural network behaves as desired, and additionally, uncertainty in its behaviour can make it entirely unsuited to certain safety-critical tasks, such as robotic movement [118].

If one could use some form of logical specifications or constraints as part of the training of a neural network then this could have benefits such as:

• The network’s output can be interpreted in light of the specifications passed to it. A logical specification is clear and well-defined, and if it is violated by the output, this can provide a way of assessing the network more directly than by measuring its error against training data.

• The volume of data required to train the network to ensure that it does not breach the constraints could be reduced e.g. where a specification may be simple to express but need many sets of training data for a neural network to learn through
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Of particular relevance to the current work is the approach by Innes and Ramamoorthy [71], which builds on work by Fischer [41] and aims to improve the training speed of learning robotic movement by mimicking a demonstrator. The suggestion is that given some logical criterion specified in linear temporal logic (e.g., “don’t tip the cup until you are above the bowl”), the network learning the movements will need less demonstrator data to have confidence that it will not breach the rule, even on unseen inputs. We extend this work by taking a fully-rigorous, theorem-proving based approach to the logical underpinnings of the loss function and its derivative.

In particular, by formalising a deep embedding of linear temporal logic over finite traces (LTL) and its semantics in the higher-order logic (HOL) of the proof-assistant Isabelle, we formulate a loss function \( L \) that measures whether a statement is satisfied. Moreover, it is then formally proven that \( L \) is differentiable, with an explicit derivative \( dL \) that can be used as part of the gradient-descent minimisation of the loss.

We use Isabelle to automatically generate OCaml code from our provably correct formal specifications, and integrate it into a PyTorch neural network via a library that provides OCaml bindings for Python. Isabelle cannot generate Python code directly, however, the OCaml language allows for functional and object oriented programming and Isabelle has existing code generation methods for it. Both the loss function and its derivative are used in combination with the usual training process so that the neural network can learn from both training data and any specified constraints. The loss function generated could in general be applied to any neural network with a notion of time-sequences – for the purposes of this work, this is demonstrated using a specific network that predicts paths of motion.

More specifically, we demonstrate experimentally that the neural network learns constrained behaviour when given a wide variety of logical constraints in LTL. Because the code for the logical implementations of the specifications, the loss function and its derivative was generated automatically by Isabelle, the approach provides enhanced guarantees about the correctness of the whole pipeline.

This chapter is organised as follows: we briefly review some related work to provide some background. Then in Section 4.2, we discuss LTL and its formalisation. In Section 4.3 we show how the loss function and its derivative are built, proving both are correct. Section 4.4 discusses how the OCaml code in PyTorch was generated and implemented. In Section 4.5 we demonstrate that the code works as expected. We conclude with some final thoughts about the work in Section 4.7.
4.2. Formalising linear temporal logic

As already mentioned, we mechanise linear temporal logic over finite paths in Isabelle and use it to formulate a loss function for training a neural network under rigorously specified logical constraints. We review some of the salient aspects of the formalisation next.

4.2.1 States and paths

We provide the types for states and paths in Isabelle and discuss their meaning here:

1. `state :: "int ⇒ real"` tells us that a state is a function from the `int` type, the integers, to the real numbers.

2. `path :: "state list"` tells us that a path is a finite list of such states i.e. a list of functions.

Note that in Isabelle, a list can be written as `s#ss` denoting the element `s` being consed (concatenated) onto the (possibly empty) list `ss` and that the lambda abstraction, or anonymous function, is denoted by `λx. M` so e.g. `λx. x^2` denotes the function that squares its argument `x`.

Consider a state function as a function indexed on the integers, which returns a real number dependent on the index. These real numbers taken together, describe the “state” of interest. For example, if we are measuring the motion of a robot on a two
dimensional plane, a state function might return its $x$ and $y$ co-ordinate through indices 1 and 2, and the components of its velocity along either axis through indices 3 and 4.

In the context of this work, the state function at a particular time step $i$ tracks several values in a learning problem that might be compared. In almost all cases, a state function only needs to represent some finite number $K$ of values. By only considering indices $j$ over this range, the state function for a given time step can be considered as a vector, as can be seen in Fig. 4.1.\footnote{Strictly speaking, natural numbers could have been used as the indices. However, integers are used because OCaml, the target language for these specifications, has no native natural number type.}

With each state function encoding information about a system at a specific time step, a path of length $N$ encodes the evolution of a system over $N$ time steps. In the case of Fig. 4.1, increasing $i$ represents the forward temporal progression of the system. It should also be clear from this figure that the values encoded by a path of states can equivalently be represented in matrix form, which will be of vital importance to the PyTorch integration (see Section 4.4.2).

\subsection{LTL and finite traces of states}

Our formalisation uses a variant of LTL [120] known as $\text{LTL}_f$ [34], which is interpreted over finite traces (of states) and is often viewed as a more natural choice for applications in AI (for example, planning [11]), where processes are usually of finite duration. Note that in what follows, any reference to LTL means $\text{LTL}_f$ unless otherwise stated.

As we are using LTL to evaluate conditions during the training of a neural network, we take comparisons of real-valued terms (each term corresponding to measurements in the environment or constants), namely $t < t', t \leq t', t = t', t \neq t'$ as our atomic propositions $\rho$ [41]. Thus we divide our LTL constraints into these comparisons ($\text{comp}$) and those constraints ($\text{constraint}$) arising solely from LTL’s operators (see further down for their Isabelle implementations).

The $\text{LTL}_f$ formulae are thus:

1. $\rho$

2. $\rho_1 \land \rho_2$ (conjunction, logical and)

3. $\rho_1 \lor \rho_2$ (disjunction, logical or)

4. $\mathcal{N}\rho$ (Next)
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5. \( \Box \rho \) (Always)

6. \( \Diamond \rho \) (Eventually)

7. \( \rho_1 \mathcal{U} \rho_2 \) (Weak Until)

8. \( \rho_1 \mathcal{R} \rho_2 \) (Strong Release)

The usual logical operators behave as expected. Note that we model a negation operator via a function that transforms any logical constraint \( c \) into an equivalence of its negation expressed in terms of the logical operators listed above. This is discussed in more detail later in this section. The temporal operators are evaluated at a given time step \( t \), and behave as follows:

- \( \mathcal{N} \rho \) (Next \( \rho \)) is true if at the next step along the path, \( \rho \) holds. Note that as we are evaluating along a finite path, we must consider how to evaluate this at its termination – we discuss this below.

- \( \Box \rho \) (Always \( \rho \)) holds if at the current step and all subsequent steps along the path, \( \rho \) holds.

- \( \Diamond \rho \) (Eventually \( \rho \)) holds if at the current or at least one subsequent step along the path, \( \rho \) holds.

- \( \rho_1 \mathcal{U} \rho_2 \) (\( \rho_1 \) Until \( \rho_2 \)) means that \( \rho_1 \) holds at least for all steps until \( \rho_2 \) holds. \( \rho_2 \) need not hold at any future point – this is a Weak Until.

- \( \rho_1 \mathcal{R} \rho_2 \) (\( \rho_1 \) Release \( \rho_2 \)) means that \( \rho_2 \) holds at least until and including the point when \( \rho_1 \) holds. \( \rho_1 \) must hold at some point in the path – this is a Strong Release.

In LTL\(_f\) these operators have the usual semantics of LTL, except at the end of a path. In particular, for a sequence of length \( i \), \( \neg(\mathcal{N} \rho) \) holds at the final step \( i [34] \). As a consequence, when dealing with a finite path of length \( i \), it is important to recognise that \( \neg(\mathcal{N} \rho) \iff \mathcal{N}(\neg \rho) \) is not true. \( \neg(\mathcal{N} \rho) \) is true at the last step in a path and \( \mathcal{N}(\neg \rho) \) is false at that step.

We proceed by defining Isabelle datatypes \texttt{comp} and \texttt{constraint} for the comparison and constraint operators respectively. This approach to specifying the language in (higher-order) logic is known as a deep embedding [23]. Using a deep embedding in this way allows us to reason directly about formulas written in the logic as typed
objects; for example, this makes inductive proofs over these formulas possible. Doing so will enable us to prove that the loss function is sound with respect to the usual LTL\(_f\) semantics and, importantly, generate fully self-contained code for the specification language that will be used as part of the training of our neural net. Note also our formulation of path which, as per the previous section, gives a type that represents finite paths over which LTL\(_f\) can be evaluated.

```haskell
type_synonym state = "int ⇒ real"
type_synonym path = "state list"

datatype comp = Less int int | Lequal int int | Equal int int |
| Nequal int int
datatype constraint = Comp comp | And constraint constraint |
| Or constraint constraint | Next constraint | Always constraint |
| Eventually constraint | Until constraint constraint |
| Release constraint constraint

Listing 4.1: Datatypes for our LTL\(_f\) implementation

Lists (such as those we use for paths) in Isabelle can be empty, usually shown as [], which is of little interest to us in our proofs, except for checking if the end of the path has been reached. So when we seek to prove something over a path, we usually notate it as \(s \# ss\). \(s\) here is a single state, the \(#\) operator joins that to the (potentially empty) list \(ss\). By using this notation in a statement, we ensure that it is over a non-empty path.

Next, we formalise the \(\text{eval}\) function, which characterises the semantics of LTL\(_f\) by recursively evaluating the truth-value of a constraint over a path. The function recurses through the constraint, from the outside in, and when it reaches a temporal operator, it recurses down the path as required. Note too that when given an empty path, \(\text{eval}\) is always false:
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function eval :: "constraint ⇒ path ⇒ bool" where
  "eval c [] = False"
| "eval (Comp (Lequal v1 v2)) (s#ss) = ((s v1) ≤ (s v2))"
| "eval (Comp (Nequal v1 v2)) (s#ss) = ((s v1) ≠ (s v2))"
| "eval (Comp (Less v1 v2)) (s#ss) = ((s v1) < (s v2))"
| "eval (Comp (Equal v1 v2)) (s#ss) = ((s v1) = (s v2))"
| "eval (And c1 c2) (s#ss) = ((eval c1 (s#ss)) ∧ (eval c2 (s#ss)))"
| "eval (Or c1 c2) (s#ss) = ((eval c1 (s#ss)) ∨ (eval c2 (s#ss)))"
| "eval (Next c) (s#ss) = eval c ss"
| "eval (Always c) (s#ss) = ((eval c (s#ss)) ∧ (if ss = [] then True else (eval (Always c) ss)))"
| "eval (Eventually c) (s#ss) = ((eval c (s#ss)) ∨ (eval (Eventually c) ss))"
| "eval (Until c1 c2) (s#ss) = (((eval c1 (s#ss)) ∧ (if ss = [] then True else (eval (Until c1 c2) ss))) ∨ eval c2 (s#ss))"
| "eval (Release c1 c2) (s#ss) = (((eval c2 (s#ss)) ∧ (eval (Release c1 c2) ss))) ∨ eval (And c1 c2) (s#ss)) ∧ eval (Eventually c1) (s#ss))"

Listing 4.2: The LTL$_f$ evaluation function

If we look in detail at the listing above we can use the Eventually clause to give an example of how the function works. eval (Eventually c) (s#ss) is true if either (eval c (s#ss)) is true (in other words, c is true at the current time step), or if (eval (Eventually c) ss) is true, in other words, if Eventually c is true at the next time-step. If the end of the path is reached without c ever being true, then the clause eval c [] is used to return false.

We formalise negation via a Not function which, given any constraint, returns a constraint that is provably logically equivalent to its negation. This reduces the number of primitive operators that one needs to specify for LTL$_f$, thereby simplifying reasoning about its properties.

---

2 Unless evaluated at the end of the path, where, for example, Nρ is always false.
fun Not :: "constraint ⇒ constraint" where
  "Not (Comp (Equal v1 v2)) = Comp (Nequal v1 v2)"
| "Not (Comp (Nequal v1 v2)) = Comp (Equal v1 v2)"
| "Not (Comp (Less v1 v2)) = Comp (Lequal v2 v1)"
| "Not (Comp (Lequal v1 v2)) = Comp (Less v2 v1)"
| "Not (And c1 c2) = Or (Not c1) (Not c2)"
| "Not (Or c1 c2) = And (Not c1) (Not c2)"
| "Not (Next c) = Next (Not c)"
| "Not (Always c) = Eventually (Not c)"
| "Not (Eventually c) = Always (Not c)"
| "Not (Until c1 c2) = Release (Not c1) (Not c2)"
| "Not (Release c1 c2) = Until (Not c1) (Not c2)"

Listing 4.3: The Not function

We show that, as expected, \( \neg \neg \rho \equiv \rho \) using the Not_Not lemma:

lemma Not_Not:"Not (Not c) = c"

Listing 4.4: The Not_Not lemma

Given the complexity of LTL\(_f\) compared to propositional logic, we also prove a number of LTL\(_f\) equivalences, which confirms that eval behaves as expected. There are a series of lemmas suffixed _dist, each of which shows that several of the temporal operators are distributive over the conjunction and disjunction operators. We next show that \( \Box \Box \rho \equiv \Box \rho \), and likewise \( \Diamond \Diamond \rho \equiv \Diamond \rho \). Lastly, we show some more intuitive ways to rewrite three of the temporal operators recursively, with AlwaysNext, EventuallyNext, and UntilNext.

lemma NextOr_dist: "eval (Next (Or c1 c2)) ss = eval (Or (Next c1) (Next c2)) ss"

lemma NextAnd_dist: "eval (Next (And c1 c2)) ss = eval (And (Next c1) (Next c2)) ss"

lemma AlwaysAnd_dist: "eval (Always (And c1 c2)) ss = eval (And (Always c1) (Always c2)) ss"

lemma EventuallyOr_dist: "eval (Eventually (Or c1 c2)) ss = eval (Or (Eventually c1) (Eventually c2)) ss"

lemma EventuallyEventually: "eval (Eventually (Eventually c)) ss = eval (Eventually c) ss"
lemma AlwaysAlways: "eval (Always (Always c)) ss = eval (Always c) ss"

lemma AlwaysNext:
  fixes ss :: path and c :: constraint
  assumes "length ss ≥ 2"
  shows "eval (Always c) ss = eval (And c (Next (Always c))) ss"

lemma EventuallyNext: "eval (Eventually c) ss = eval (Or c (Next (Eventually c))) ss"

lemma UntilNext: fixes ss :: path and c1 :: constraint and c2 :: constraint
  assumes "length ss ≥ 2"
  shows "eval (Until c1 c2) ss = eval (Or c2 (And c1 (Next (Until c1 c2)))) ss"

Listing 4.5: Some simple LTL equivalencies using eval

There are two remaining important lemmas which prove that our definition for □ρ and ◦ρ match the normal mathematical definitions. In the definition here, the drop function works to shorten the path by some value n, where n is smaller than the length of the path:

lemma Always_works:
  fixes ss :: path and c :: constraint
  assumes "length ss ≥ 1"
  shows "(∀n < length ss. eval c (drop n ss)) = eval (Always c) ss"

lemma Eventually_works: "(∃n < length ss. eval c (drop n ss)) = eval (Eventually c) ss"

Listing 4.6: Showing that Always and Eventually work

4.3 A LTL-based loss function and its derivative

The loss function $\mathcal{L}$ – which takes a constraint $\rho$, a path $P$ and a relaxation factor $\gamma$, and returns a real value – needs to satisfy several important properties:

1. $\mathcal{L}(\rho, P, 0) ≥ 0$;

2. $\mathcal{L}$ is differentiable wrt any of the terms on the path;
3. (Soundness) \( \lim_{\gamma \to 0} \mathcal{L}(\rho, P, \gamma) = 0 \iff \rho(P) \) is the truth value of \( \rho \) on \( P \). In other words, our loss function returns a loss of 0 if and only if the constraint is true on the path (as \( \gamma \) approaches 0).

4.3.1 Soft functions and their derivatives

When formalising \( \mathcal{L} \), in order for it to be differentiable, it is necessary to use soft (i.e. differentiable) versions of various functions. Thus, based on the work by Cuturi and Blondel [33], we define binary softmax and softmin functions, \( \text{max}_\gamma \) and \( \text{min}_\gamma \), respectively, as:

\[
\begin{align*}
\text{max}_\gamma a_1 a_2 &= \begin{cases} 
\max a_1 a_2 & \gamma \leq 0 \\
\gamma \log(e^{a_1/\gamma} + e^{a_2/\gamma}) & \text{otherwise}
\end{cases} \\
\text{min}_\gamma a_1 a_2 &= \begin{cases} 
\min a_1 a_2 & \gamma \leq 0 \\
-\gamma \log(e^{-a_1/\gamma} + e^{-a_2/\gamma}) & \text{otherwise}
\end{cases}
\end{align*}
\]

Each of these soft functions takes an additional parameter \( \gamma \). The intention behind this is that as \( \gamma \to 0 \), \( \text{max}_\gamma \to \max \), \( \text{min}_\gamma \to \min \), and that they are differentiable for \( \gamma > 0 \). In Isabelle, these are easily formalised:

```isabelle
fun Max_gamma :: real \Rightarrow real \Rightarrow real \Rightarrow real
  where
  "Max_gamma \gamma a b = (if \gamma \leq 0 then \max a b
    else \gamma * \ln (\exp (a/\gamma) + \exp (b/\gamma)))"

fun Min_gamma :: real \Rightarrow real \Rightarrow real \Rightarrow real
  where
  "Min_gamma \gamma a b = (if \gamma \leq 0 then \min a b
    else -\gamma * \ln (\exp (-a/\gamma) + \exp (-b/\gamma)))"
```

Listing 4.7: The soft gamma Max and Min functions

and proven to be correct:

```isabelle
lemma Max_gamma_lim: "(\lambda \gamma. Max_gamma \gamma a b) \to 0 \to \max a b"
lemma Min_gamma_lim: "(\lambda \gamma. Min_gamma \gamma a b) \to 0 \to \min a b"
```

Listing 4.8: The correctness lemmas for the soft gamma Max and Min functions

where \( (\lambda x. f x) \to 0 \to L \) denotes \( \lim_{x \to 0} f(x) = L \) in Isabelle [42].

It should be noted that our specific formalisation here caused some problems when exported as code (see Section 4.4). This is because the order of operations can easily cause a floating point error. If \( \gamma \) is very small (as we will typically want it to be), and \( a \) or \( b \) are large, then computing \( e^{a/\gamma} \) can easily produce a floating point overflow.
The solution was to redefine a more practical version of these functions:

```plaintext
function Max_gamma_comp :: "real ⇒ real ⇒ real ⇒ real" where
  "Max_gamma_comp γ a b = (if γ ≤ (0::real) then max a b
   else γ * (if (a/γ) < (b/γ)
     then (a/γ) + ln ((1::real) + exp ((b/γ) - (a/γ)))
     else (if (b/γ) < (a/γ)
       then (b/γ) + ln ((1::real) + exp ((a/γ) - (b/γ)))
       else (a/γ) + ln ((1::real)+(1::real))))" 

function Min_gamma_comp :: "real ⇒ real ⇒ real ⇒ real" where
  "Min_gamma_comp γ a b = (if γ ≤ (0::real) then min a b
   else -γ * (if (-a/γ) < (-b/γ)
     then (-a/γ) + ln ((1::real) + exp ((-b/γ) - (-a/γ)))
     else (if (-b/γ) < (-a/γ)
       then (-b/γ) + ln ((1::real) + exp ((-a/γ) - (-b/γ)))
       else (-a/γ) + ln ((1::real)+(1::real))))" 
```

Listing 4.9: More practical versions of Max gamma and Min gamma

and prove that they are equivalent to the straight-forward versions given above:

```plaintext
lemma Max_gamma_comp_eq:"Max_gamma_comp γ a b = Max_gamma γ a b"
lemma Min_gamma_comp_eq:"Min_gamma_comp γ a b = Min_gamma γ a b"
```

Listing 4.10: Correctness lemmas of the practical versions of Max gamma and Min gamma

These functions minimise the chance of any calls to the exp function which could produce floating point overflow errors.

For Max gamma, the derivatives with respect to a and b are built separately before being combined to give the dMax gamma ds function. This is shown to be the expected derivative using Isabelle’s has_real_derivative relation by proving the following theorem (for γ > 0):

```plaintext
theorem dMax_gamma_chain:
  assumes "γ > 0" and "(f has_real_derivative Df) (at x)"
  and "(g has_real_derivative Dg) (at x)"
  shows "((λy. Max_gamma γ (f y) (g y)) has_real_derivative
dMax_gamma_ds γ (f x) Df (g x) Dg) (at x)"
```

Listing 4.11: The derivative’s correctness stated in Isabelle

Likewise, other soft functions are used to capture losses from the Nequal comparison, again using γ as a parameter. There is an important distinction between our
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approach and that of Fischer [41] and Innes and Ramamoorthy [71]: in their respective work, the \texttt{Nequal} and \texttt{Lequal} comparisons were not defined using soft-functions and were not differentiable. They relied on the implicit auto-differentiation machinery of PyTorch to handle these for backpropagation purposes. In this case, though, an explicit derivative of the loss function is provided to PyTorch thereby giving guarantees that backpropagation is using the desired function for gradient descent (see Sections 4.3.3 and 4.4.2). It is therefore required that the loss functions for all our comparisons to be provably differentiable.

### 4.3.2 Formalising the loss function

We proceed to define $\mathcal{L}$ recursively over the constraint, given a path and a relaxation factor $\gamma$:

```
function L :: "constraint ⇒ path ⇒ real ⇒ real" where
    "L c [] $\gamma$ = 1"
| "L (Comp (Lequal v1 v2)) (s#ss) $\gamma$ = Max_gamma $\gamma$ (s v1 - s v2) 0"
| "L (Comp (Nequal v1 v2)) (s#ss) $\gamma$ = Nequal_gamma $\gamma$ (s v1) (s v2)"
| "L (Comp (Less v1 v2)) (s#ss) $\gamma$ = Max_gamma $\gamma$
    (L (Comp (Lequal v1 v2)) (s#ss) $\gamma$
    (L (Comp (Nequal v1 v2)) (s#ss) $\gamma$)"
| "L (Comp (Equal v1 v2)) (s#ss) $\gamma$ = Max_gamma $\gamma$
    (L (Comp (Lequal v1 v2)) (s#ss) $\gamma$
    (L (Comp (Nequal v1 v2 v1)) (s#ss) $\gamma$)"
| "L (And c1 c2) (s#ss) $\gamma$ = Max_gamma $\gamma$
    (L c1 (s#ss) $\gamma$
    (L c2 (s#ss) $\gamma$)"
| "L (Or c1 c2) (s#ss) $\gamma$ = Min_gamma $\gamma$
    (L c1 (s#ss) $\gamma$
    (L c2 (s#ss) $\gamma$)"
| "L (Next c) (s#ss) $\gamma$ = L c ss $\gamma$"
| "L (Always c) (s#ss) $\gamma$ = Max_gamma $\gamma$
    (L c (s#ss) $\gamma$
    (if ss = [] then 0 else (L (Always c) ss) $\gamma$)"
| "L (Eventually c) (s#ss) $\gamma$ = Min_gamma $\gamma$
    (L c (s#ss) $\gamma$
    (L (Eventually c) ss $\gamma$)"
| "L (Until c1 c2) (s#ss) $\gamma$ = Min_gamma $\gamma$
    (L c2 (s#ss) $\gamma$
    (Max_gamma $\gamma$ (L c1 (s#ss) $\gamma$
    (if ss = [] then 0 else (L (Until c1 c2) ss $\gamma$))))"
| "L (Release c1 c2) (s#ss) $\gamma$ = Max_gamma $\gamma$
    (L (Eventually c1) (s#ss) $\gamma$
    (Min_gamma $\gamma$)"
```

4.3. A LTL-based loss function and its derivative

\[
\text{(Max}_\gamma (L \ c1 \ (s#ss) \ \gamma) \ (L \ c2 \ (s#ss) \ \gamma))
\]
\[
\text{(Max}_\gamma (L \ c2 \ (s#ss) \ \gamma) \ (L \ (\text{Release} \ c1 \ c2) \ ss \ \gamma))
\]

Listing 4.12: The \( L \) function

We examine some of the components of the definition and explain them to illustrate how the function works. In the above formulation, the definition for \( L_{\text{equal}} \) shows that if the first state-value is smaller or equal to the first, \( L \) produces 0, equivalent to logical truth. If this is not true, a positive value will be returned equal to their difference. This works in a similar way to a soft rectification function – its limit as \( \gamma \) tends to zero is identical and proven in Isabelle. As another remark, our comparison operators for \( L \) are defined in terms of \( \leq \) and \( \neq \), with the other two comparisons, \(<\) and \(\equiv\) defined using them.

For all the LTL operators, the \( L \) function, in common with the \( \text{eval} \) function, recurses over the constraint from the outside in, and recurses down the path as required for temporal operators. Innes and Ramamoorthy do not use a recursive definition [71], which though fine for relatively simple LTL operators such as \( \text{Always} \), leads to a much more involved formulation for more complicated ones such as \( \text{Until} \).

In particular, our recursive definition of \( L \) against the \( \text{Until} \) operator is significantly simpler than that given in their paper because \( \text{Until} \) is logically equivalent to the recursive version shown below (as proven as part of Listing 4.5):

\[
\rho_1 \ U \rho_2 = (\rho_2 \lor (\rho_1 \land (\text{N} (\rho_1 \ U \rho_2))))
\]  

(4.3)

Note also that when taken over an empty path, \( L \) takes value 1, which is equivalent to any constraint on the empty path evaluating as false. This means that the \( \text{Next} \) constraint matches expectations (as discussed in Section 4.2.2) at the end of a finite trace. However, this understanding of how \( L \) treats the empty path means we must specify a slightly different behaviour for how \( L \) handles finite paths for the \( \text{Always} \) and \( \text{Until} \) constraints. As \( L \) recurses down the path for these two, if it reaches the end of the path, it should return a 0 value (equivalent to true) if every state it has recursed through meets the specified constraints.

Once we formulate \( L \), via a series of lemmas and an inductive proof on the \text{constraint} datatype, we show that it has the expected properties, i.e. that it is always non-negative, differentiable, and sound with respect to the \( \text{eval} \) function (as stated at the start of Section 4.3).

We begin, though, by showing that the formalisation of \( L \) is always non-negative, under a \( \gamma \) value of 0:
lemma L_nn:
  fixes ss :: path and γ :: real and c :: constraint
  shows "L c ss 0 ≥ 0"

Listing 4.13: The L_nn lemma

Next, we prove the critical soundness property holds. We begin by proving that if γ = 0, then \( L \) is zero over some constraint and path if and only if the constraint is true on that path:

lemma L_eval: "((L c ss 0) = 0) = (eval c ss)"

Listing 4.14: Equivalence of \( L \) to eval, if γ = 0

This proof proceeds by induction along the path \( ss \) and then the constraint \( c \). It is relatively straight-forward for each possible operator (proceeding by induction along the path for temporal operators), except for Until and Release, both of which are rather complicated. This is because they are temporal and operate over two constraints; thus the induction hypothesis must be defined against both constraints in the proof and the final proof completed against both.

From this, we show that \( L \) is continuous, from which the soundness property must hold as required:

lemma L_cont_0:
  fixes c :: constraint and ss
  shows "isCont (λγ. L c ss γ) 0"

Listing 4.15: Continuity of \( L \) at γ = 0

The function IsCont here is an existing Isabelle function which checks for continuity of a function at a given value. The proof splits into different lemmas, checking continuity when γ < 0 (trivially, as it is constant), then for other value of γ. We check for continuity when \( L \) is applied against an empty path (which was trivial). Lastly, we check against a non-empty path, with the added assumption we know that it is true for all constraints against a path one time step shorter. This is used like an induction hypothesis when temporal operators would normally proceed down the path. This proof against a non-empty path proceeds by induction on the constraint, using our induction hypothesis against the path as required. Once complete, we combine it with the empty path proof with an argument by induction down the path, thus covering both induction by constraint and by path, leading to our final proof. We needed to show as part of this proof continuity of our various soft gamma functions when γ = 0.

With this continuity shown, though, the final proof of soundness is straightforward:
4.3. A LTL-based loss function and its derivative

We have now formally defined an LTL-based, soft loss function $\mathcal{L}$ that, for any constraint and finite trace, tends to 0 as its gamma parameter tends to 0, if and only if the constraint is satisfied over that trace.

4.3.3 Derivative of the loss function

A derivative $d\mathcal{L}$ for the $\mathcal{L}$ function is constructed, to be used for gradient-based methods in PyTorch (see Section 4.4.2). The derivative must be defined with respect to each time step $i$ and state-value index $j$ at that time step along the finite trace.

function dL :: "constraint ⇒ path ⇒ real ⇒ int ⇒ int ⇒ real"
where
"dL c [] γ i j = 0"
| "dL (Comp (Lequal v1 v2)) (s#ss) γ i j = (if i ≠ 0 then 0 else (dLequal_gamma_ds γ (s v1)
             (if eqint j v1 then (1::real) else 0) (s v2)
             (if eqint j v2 then (1::real) else 0)))"
| "dL (Comp (Nequal v1 v2)) (s#ss) γ i j = (if (i ≠ 0) then 0 else (dNequal_gamma_ds γ (s v1)
             (if j = v1 then 1 else 0) (s v2)
             (if j = v2 then 1 else 0)))"
| "dL (Comp (Less v1 v2)) (s#ss) γ i j = dMax_gamma_ds γ
   (L (Comp (Lequal v1 v2)) (s#ss) γ)
   (dL (Comp (Lequal v1 v2)) (s#ss) γ i j)
   (L (Comp (Nequal v1 v2)) (s#ss) γ)
   (dL (Comp (Nequal v1 v2)) (s#ss) γ i j)"
| "dL (Comp (Equal v1 v2)) (s#ss) γ i j = dMax_gamma_ds γ
   (L (Comp (Lequal v1 v2)) (s#ss) γ)
   (dL (Comp (Lequal v1 v2)) (s#ss) γ i j)
   (L (Comp (Lequal v2 v1)) (s#ss) γ)
   (dL (Comp (Lequal v2 v1)) (s#ss) γ i j)"
| "dL (And c1 c2) (s#ss) γ i j = dMax_gamma_ds γ
   (L c1 (s#ss) γ)
   (dL c1 (s#ss) γ i j)
   (L c2 (s#ss) γ)
   (dL c2 (s#ss) γ i j)"
| "dL (Or c1 c2) (s#ss) γ i j = dMin_gamma_ds γ
   (L c1 (s#ss) γ)
   (dL c1 (s#ss) γ i j)"
The $dL$ function formalisation is structured similarly to the formalisation of the $L$ function, defined recursively over the components of the LTL$_f$ constraint passed to it and essentially follows from repeated applications of the chain rule. In defining it, extensive use is made of the derivatives of the soft-functions described in Section 4.3.1.
4.4. A PyTorch-compatible LTL loss function

4.3.3.1 Correctness of $d\mathcal{L}$

While the formulation of $d\mathcal{L}$ may look intricate, the fact that it is indeed the correct
derivative for our loss function (with respect to any of the components of the path) can
be formally proven and thus guaranteeing that when used for backpropagation it will
achieve the desired results.

In order to differentiate the $L$ function with respect to a given state-value at a
specific time, we must turn a path into a function of a single variable representing
that state-value at that time. This is done by formalising the state-update function
update_state and the recursive function update_path, which allows one to specify
the value at a particular $i$ and $j$:

```ml
fun update_state :: "state ⇒ int ⇒ real ⇒ state" where
  "update_state s j x = (λn. if n=j then x else (s n))"

primrec update_path :: "path ⇒ int ⇒ int ⇒ real ⇒ path" where
  "update_path [] i j = (λx. [])"
| "update_path (s#ss) i j = (if i = 0
      then (λx. (update_state s j x) # ss)
      else (if i < 0 then (λx. (s#ss))
      else (λx. s # (update_path ss (i-1) j x))))"
```

Listing 4.18: The update functions

Using this mechanism, $d\mathcal{L}$ is proven to be the derivative of the $L$ function, with
respect to the value at any $i$ and $j$. In Isabelle, the theorem formalising this is as
follows:

```isar
theorem L_has_derivative:
  assumes "γ > 0"
  shows "((λy. L c (update_path pth i j y) γ) has_field_derivative
dL c (update_path pth i j x) γ i j)) (at x)"
```

Listing 4.19: Correctness of $d\mathcal{L}$ stated in Isabelle

4.4 A PyTorch-compatible LTL loss function

With $\mathcal{L}$ and $d\mathcal{L}$ formalised in Isabelle, what remains is to integrate them into the
PyTorch environment. Unfortunately, there does not exist a mechanism for generating
Isabelle functions as Python code. Instead, we chose to generate intermediate
representations of $\mathcal{L}$ and $d\mathcal{L}$ in OCaml since the recursive Isabelle functions can
be straightforwardly translated to type-safe OCaml ones and, moreover, there exists a Python library that can be used to call OCaml functions from within Python code [102, 91].

### 4.4.1 OCaml code generation

In order to produce computable code, we need to map the real numbers of Isabelle to floating points. As this is an approximation, it naturally has some scope for machine arithmetic errors, even though the code generated for the various functions is fully faithful to their definitions in Isabelle. So, assuming that the floating point computations are well-behaved, the OCaml functions will satisfy the properties that were proven for their Isabelle counterparts (e.g. that the OCaml-generated \( dL \) is the derivative of the OCaml-generated \( L \)).

We make use of the code generation machinery of Isabelle, which provides code printing instructions for translating between real numbers in Isabelle to floating point numbers in OCaml [53] to generate an OCaml module \texttt{LTL\_Loss}.

To translate from real types in Isabelle to floating point types in OCaml, an existing Isabelle theory called “Code Real Approx to Float” was used. However, it appeared to be out of date with respect to the version of OCaml being used and no longer produced working code. Thankfully, this was fairly easily adjusted for by a few additions to the code printing instructions contained therein (for example, referring to the current module used for floating point computation). As well as adjusting the theory for obsolete OCaml, we also had to write a few code printing statements for very simple constants (such as the real values 0 and 1) to generate code that relied upon them – again, this was easily done.

One potentially thornier issue is that the code printing did not interpret the Isabelle function \texttt{ln} as the correct function in OCaml – this was called against the real type in our work but defined against a type class in Isabelle’s libraries. The code generator was unable to translate the function to a function against floating points in OCaml as required, as it was attempting to translate the function against a type class. To work around this issue, we defined a version of the function restricted to the real type, proved it was equal to the type class version of the function under those restrictions, and then defined code printing using that function.
4.4.2 PyTorch integration

PyTorch is a Python library for deep learning [112]. It is used here with our experiments, some of which tests whether the generated code from Isabelle enables the intended training within the framework developed by Innes and Ramamoorthy [71], and some of which demonstrate that we can extend those tests (see Section 4.5). Crucial to PyTorch (and other similar libraries) is the tensor datatype that is used to represent inputs and outputs over a network of mathematical operations in a typically multi-dimensional array-like form.

A sequence of tensors and operations performed thereon are recorded in a directed acyclic graph known as a computational graph [112]. A tensor passed to this graph as an input traverses through it, changing as per the operations carried out by the graph. PyTorch’s automatic differentiation engine `torch.autograd` computes the gradients of the tensor with respect to each of the elements of the tensors in the graph, via successive application of the chain rule of differentiation. This algorithm enables a fundamental approach to neural network training, backpropagation [130], where a network’s weights are iteratively adjusted according to the gradient of a computed loss with respect to themselves.

In order for the LTL loss function to form part of a computational graph in PyTorch, it must be implemented as a subclass of `autograd.Function`. This class, `LTL_Loss` as per our OCaml module, is parameterised by an LTL constraint, represented as an OCaml expression, the constants for comparison, and a value for $\gamma$.

As noted in Section 4.2.1, an instantiation of a path can be represented by a matrix:

$$
P = \begin{bmatrix}
  \mathbf{s_0} \\
  \vdots \\
  \mathbf{s_{N-1}}
\end{bmatrix} = \begin{bmatrix}
  t_0 & \cdots & t_0(K-1) \\
  \vdots & \ddots & \vdots \\
  t_{(N-1)0} & \cdots & t_{(N-1)(K-1)}
\end{bmatrix}
$$

Here, each row is a representation of a state along the path. This matrix is useful as it can be implemented as a PyTorch tensor.

To interface the OCaml code for $\mathcal{L}$ and $d\mathcal{L}$ with `autograd`, two methods are defined:

1. `forward`: this applies the loss function to a 2-dimensional input tensor representing a path, using the OCaml bindings to apply the OCaml representation of $\mathcal{L}$. If a 3-dimensional input tensor is given, with the leading dimension indexing separate paths, an average loss is computed.
2. **backward**: this computes the derivative of the scalar loss output with respect to
the input tensor. Iterating over each element of the tensor, we call the OCamll
representation of $d\mathcal{L}$ to compute the derivative of the loss with respect to it.

With this, the class is functionally identical to a differentiable PyTorch operation
on tensors, as discussed in Section 4.4.2.

### 4.5 Experiments

With the Isabelle-formalised loss function $\mathcal{L}$ and its explicit derivative $d\mathcal{L}$ fully avail-
able as a generic `autograd` function in PyTorch, we then verify that it can achieve
experimental results that include and extend those of Innes and Ramamoorthy [71].

We take the experimental models from their work and extend them to show the
improvements provided by this approach. Specifically, after replicating some of the
main results from their work using the method, we also demonstrate an application of
the *Until* constraint whose loss evaluation was not implemented in their code.

Despite our formal proofs of the properties of our loss function and our consequent
confidence in its behaviour, the purpose of our work is to allow a neural network to
learn from logical constraints. As this involves work outside the scope of the theo-
rem proving we have done – software engineering in OCamll and Python – we must
demonstrate the success of our approach experimentally.

#### 4.5.1 Domain setup

Each of the tests takes place in a 2-dimensional planar environment with Cartesian
co-ordinates. The training data follow a spline-shaped curve consisting of $N = 100$
sequenced points in the plane following the curve with small random perturbations,
simulating a demonstrator moving via some trajectory from the origin to some des-
tination in the plane. A feed-forward neural network is trained to learn a dynamic
movement primitive (DMP) [133, 132] to follow this trajectory. A dynamic movement
primitive is a way to model complicated motion in some space by planning a trajectory
that is relatively easy to adjust.
4.5 Experiments

4.5.2 Unconstrained training

Let $D$ denote the trajectory of the demonstrator along the spline and $Q$ denote the trajectory of the DMP learned by the neural network. Both $Q$ and $D$ are $N \times 2$ matrices. Moreover, let $Q_i$ denote the row vector at index $i$ of $Q$ (likewise for $D_i$ and $D$). The per-sample imitation loss, $L_d$, for this sample pair is given by $L_d(Q, D) = \frac{1}{N} \sum_{i=0}^{N-1} \| Q_i - D_i \|^2$.

Intuitively, $L_d$ penalises the learned trajectory for deviating from the demonstrator. For a batch of samples, we compute the average imitation loss. $L_d$ is used as the sole loss in the training of the neural network over 200 epochs using the Adam optimizer [77] with a learning rate of $10^{-3}$.

4.5.3 Constrained training with LTL$_f$

First, it is important to distinguish that for a given sample, its trajectory $Q$ is not necessarily the same as the corresponding path $P$ to be reasoned over by LTL. The trajectory $Q$ encodes the $x$ and $y$ co-ordinates of each point, but the path $P$ encodes the entire state of the environment over time, as well as these co-ordinates. The state may include intermediate functions of $x$ and $y$ as well as any constants for comparison (for example, distance from a certain point), that are reasoned over by the LTL constraint.

With this in mind, consider a differentiable function $g$ which maps $Q$ to a path $P$, an LTL constraint $\rho$ which reasons over that path, and a relaxation factor $\gamma > 0$. We can incorporate this constraint into the learning process by augmenting the per-sample loss function to be minimised to give the full loss $L_{\text{full}}$. $L_{\text{full}} = L_d(Q, D) + \eta L(\rho, g(Q); \gamma)$, where $\eta$ is a positive constant representing the weighting of the constraint violation against the imitation loss. This weighting can be adjusted to reflect the priority in satisfying the constraints relative to following the demonstrator accurately.

The same training procedure is repeated as for the unconstrained case, but with this new loss function and with $\gamma = 0.005$. In PyTorch, the loss $L$ is implemented by an instantiation of LTL_Loss (mentioned in Section 4.4.2) with $\rho$ and $\gamma$ as arguments.

There are 4 different problems. Tests 1, 2, and 4 are similar to those of Innes and Ramamoorthy [71], while Test 3 evaluates the Until constraint, which is a non-trivial extension to their available constraints:

1. Avoid: The trajectory (always) avoids an open ball of radius 0.1 around the point $o = (0.4, 0.4)$. At each time step, the Euclidean distance between the trajectory
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<table>
<thead>
<tr>
<th>Test</th>
<th>Unconstrained</th>
<th>Constrained</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_d$</td>
<td>$\mathcal{L}$</td>
</tr>
<tr>
<td>Avoid</td>
<td>0.0047</td>
<td>0.0789</td>
</tr>
<tr>
<td>Patrol</td>
<td>0.0052</td>
<td>0.1238</td>
</tr>
<tr>
<td>Until</td>
<td>0.0036</td>
<td>0.0970</td>
</tr>
<tr>
<td>Compound, $\eta = 1$</td>
<td>0.0044</td>
<td>0.1612</td>
</tr>
<tr>
<td>Compound, $\eta = 4$</td>
<td>0.0055</td>
<td>0.1611</td>
</tr>
</tbody>
</table>

Table 4.1: The losses associated with each test, averaged over 5 iterations

and $o$ is computed, and denoted as $p_{do}$. The LTL constraint becomes: $\Box(0.1 \leq p_{do})$.

2. **Patrol**: The trajectory eventually reaches $o_1 = (0.2, 0.4)$ and $o_2 = (0.85, 0.6)$ in the plane. With Euclidean distances $p_{do_1}, p_{do_2}$, this constraint becomes: $(\Diamond(p_{do_1} \leq 0)) \land (\Diamond(p_{do_2} \leq 0))$. Note that the comparison $=$ is not used as both $p_{do_1}$ and $p_{do_2}$ are non-negative by construction and this formulation has a lower computational cost.

3. **Until**: The $y$ co-ordinate, $p_y$, of the trajectory cannot exceed 0.4 until its $x$ co-coordinate, $p_x$, is at least 0.6: $(p_y \leq 0.4) \not\Rightarrow (0.6 \leq p_x)$.

4. **Compound**: A more complicated test combining several conditions. The trajectory should avoid an open ball of radius 0.1 around the point $o_1 = (0.5, 0.5)$, while eventually touching the point $o_2 = (0.7, 0.5)$. Further, the $y$ co-ordinate of the trajectory should not exceed 0.8. With $p_{do_1}$ and $p_{do_2}$ defined in the same way as before, this compound constraint is represented as: $(\Box(0.1 \leq p_{do_1})) \land (\Diamond(p_{do_2} \leq 0)) \land (\Box(p_y \leq 0.8))$.

For a more concrete explanation of the role of function $g$, consider the Avoid test. Here, $g$ is defined to act row-wise on a trajectory $Q$, producing new row vectors whose elements are the Euclidean distance $p_{do}$ and the constant 0.1, as these are the only quantities reasoned over by the LTL constraint.

### 4.5.4 Results

When the tests are run, first the neural network is trained ignoring the logical constraint, then the constraint is included as part of its loss calculations and its training. The
differences between the two sets of results demonstrates the effectiveness of the logical constraint as used in the loss function for the training. The loss figures are shown in Table 4.1.

The losses in the table show that when unconstrained training is performed, understandably there are high constraint losses. These are substantially improved when the training is constrained, although the imitation losses increase as the trajectory outputted by the neural network no longer follows the training trajectory as closely.

Different constraints respond with different loss values based on the specific definitions used, so care should be taken when making comparisons between the different constrained tests (save for the two differently weighted compound tests). Even though in most of the tests the constraints are satisfied, the constraint losses are not zero. Given that the soft $\mathcal{L}$ function has a positive $\gamma$ parameter, this is expected. By the soundness theorem (Listing 4.16), the constraint losses would be reduced further with smaller values of $\gamma$.

Visually, one can confirm that the constrained training is actually satisfying the specifications of the Avoid, Patrol, and Compound (for $\eta = 4$) tests in Fig. 4.2. The Until and Compound (for $\eta = 1$) tests are not fully satisfied (Until starts crossing the line $y = 0.4$ slightly early, and Compound briefly enters the open ball and doesn’t quite reach its goal at $o_2$), but clearly exhibit altered behaviour towards meeting the expected
Table 4.2: The losses associated with each test with varying $\eta$ figures. Results in **bold** represent the greatest percentage improvement in $L$ from the previous $\eta$ value for a given constraint test.

<table>
<thead>
<tr>
<th>Test</th>
<th>Avoid $L_d$</th>
<th>$L$</th>
<th>Until $L_d$</th>
<th>$L$</th>
<th>Patrol $L_d$</th>
<th>$L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unconstrained</td>
<td>0.0037</td>
<td>0.0780</td>
<td>0.0071</td>
<td>0.0991</td>
<td>0.0048</td>
<td>0.1237</td>
</tr>
<tr>
<td>$\eta = 0.1$</td>
<td>0.0072</td>
<td>0.0503</td>
<td>0.0026</td>
<td>0.0852</td>
<td>0.0027</td>
<td>0.1134</td>
</tr>
<tr>
<td>$\eta = 0.5$</td>
<td><strong>0.0102</strong></td>
<td><strong>0.0242</strong></td>
<td>0.0143</td>
<td><strong>0.0219</strong></td>
<td>0.0244</td>
<td>0.0071</td>
</tr>
<tr>
<td>$\eta = 1.0$</td>
<td>0.0108</td>
<td>0.0238</td>
<td>0.0161</td>
<td>0.0210</td>
<td>0.0307</td>
<td>0.0048</td>
</tr>
<tr>
<td>$\eta = 3.0$</td>
<td>0.0165</td>
<td>0.0233</td>
<td>0.0186</td>
<td>0.0192</td>
<td>0.0481</td>
<td><strong>0.0003</strong></td>
</tr>
<tr>
<td>$\eta = 5.0$</td>
<td>0.0118</td>
<td>0.0233</td>
<td>0.0248</td>
<td>0.0174</td>
<td>0.0691</td>
<td>0.0011</td>
</tr>
</tbody>
</table>

constraints. The slight violations happen because, in addition to the constraint loss, the trajectory loss plays a part in forming the neural network’s training. These losses work against each other in the tests. Overall, though, these results demonstrate the clear effectiveness of the logical constraint in changing the learned behaviour of the DMP.

Examining the Compound test (for $\eta = 1$) more closely, we note that the trajectory slightly wanders within the open ball and does not quite reach the point desired. To verify how weighting affects this, the test can be run again with an increased weighting value, namely $\eta = 4$, applied to the constraint loss and the effects become obvious – the trajectory now properly avoids the ball and gets closer to the point required. Altering the $\eta$ value clearly impacts the results, and we will examine this effect in more detail in section 4.5.5.

At the conclusion of the experiments it is clear that the certainty of the approach comes at a cost in performance: running a full test can take anywhere from a few minutes to a few hours for the more complicated constraints, and the performance cannot be enhanced by running on a GPU as the OCaml functions used cannot take advantage of this. There are several possible approaches to resolving this and improving performance as discussed in section 4.7.

### 4.5.5 Altering the $\eta$ weighting value

The hyperparameter $\eta$ is used to weight the loss due to LTL$_f$ constraint violation ($L$) against the loss due to comparison with training data ($L_d$), as briefly discussed in
section 4.5.3. The total loss ($L_{full}$) used by the neural network to train is calculated as $L_{full} = L_d + \eta \mathcal{L}$. The higher the value of $\eta$, the greater the contribution towards the neural networks training is provided by constraint violation. We might expect to see, then, that the higher $\eta$ is, the more pronounced the focus on constraint violation.
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Figure 4.5: Testing the Patrol constraint with varying $\eta$, (0.1, 0.5, 1.0, 3.0, and 5.0)

will be, and consequently, the lower $L$ will be after the neural network has trained. However, we also might expect there to be some unnecessary distortion to the training path being learned if $\eta$ is too high. For this reason, it is important to test the effect that varying $\eta$ values might have.

To demonstrate the effect of varying the $\eta$ weighting value, we repeated the Avoid, Until and Patrol experiments, varying $\eta$ each time. We chose to experiment with $\eta$ values of 0.1, 0.5, 1.0, 3.0 and 5.0. These values were chosen as they cover a difference of an order of magnitude and allow us to examine the difference $\eta$ might make if it weights $L$ to contribute both much less and much more than $L_d$.

The loss results are displayed in Table 4.2. The graphical results for the Avoid experiments are shown in figure 4.3, for the Until experiments in figure 4.4, and for the Patrol experiments in figure 4.5. From these results, there are several conclusions that are clear:

1. An $\eta$ value of 0.1 produces a very small difference in behaviour from having no loss due to constraint violation. Only a minor deviation from the training path is observable, and in all of the constraints, the constraint is clearly not satisfied with this value of $\eta$.

2. Increasing $\eta$ values above this leads to an improvement in constraint satisfaction, observable both visibly in the result graphs and also in the table of losses. All
tests appear to be satisfiable by sufficiently increasing $\eta$. The $\eta$-weightings with greatest percentage reduction (in $\mathcal{L}$) from the next lower $\eta$ value have been highlighted in bold in Table 4.2. Note that for the Patrol result, the improvement at $\eta = 0.5$ (from $\eta = 0.1$) is 93.74%, almost as good as at $\eta = 3.0$ (from $\eta = 1.0$, 93.75%). This does seem to indicate that the relatively low $\eta$ value of 0.5 is sufficient for substantial improvement in loss values measuring constraint satisfaction.

3. Varying the $\eta$ figure appears to have a different impact depending on the constraint being measured. For example, observe that with the Avoid experiment, increasing the $\eta$ result from 0.1 to 0.5 leads to a reduction in $\mathcal{L}$ from 0.05 to 0.02, and subsequent increases do not produce a much greater reduction. Whereas, for the Patrol experiment, further significant reductions are seen increasing $\eta$ from 0.5 to 1.0. This may be a consequence of the relative simplicity of the Avoid constraint, involving only a small number of operations. By simplicity here, we mean the number of mathematical operations involved in performing a single check, which depends both on the number of recursions down the path of the $\mathcal{L}$ function for each operator, the length of the path, and the subconstraints being checked against.

4. Increasing $\eta$ appears to have a moderate negative impact on the training loss $L_d$. This is to be expected, as to meet the LTL$_f$ constraint of the test, we are necessarily varying from the training path. However, the distortion from the training path is only strongly visible in the graphs when $\eta$ is increased to 5.0, and even then, the distortion does not appear to be great – the path is still followed.

5. The path taken around the area to be avoided in the Avoid test is almost always to the left of the avoided area, travelling above it. However, when $\eta$ was 3.0, a path to the right, below the area was taken. It’s unclear why this difference occurs, as the typical path is resumed in the $\eta = 5.0$ test. It may be simply down to randomness in the early stages of the neural network’s learning process.

6. Each experiment involving a single constraint and a specific $\eta$-weighting took several hours to run, and this meant that replication of the experiments was costly in terms of time. For that reason, the results here are taken from a single experiment for each value of $\eta$ and each constraint rather than being averaged across several experiments. Given the relative consistency of the results across those
values and constraints, they appear to be representative.

Overall, we can say that there appears to be some tolerance to variable $\eta$ values in these experiments. Clearly, it needs to be sufficiently large (certainly above 0.1 in each of these experiments), but once it is large enough, subsequent increases do not lead to a distortion of training behaviour until it is around an order of magnitude higher. The $\eta$ hyperparameter is clearly significant but thankfully need not be tuned to too fine a degree for the method we are using to produce results that avoid constraint violation.

### 4.6 Related work

There has been some work aimed at unifying propositional logical constraints with neural networks that have probabilistic outputs [167]. Hu et al. trained a network to follow a rules-based “teacher” [69] while work by Li et al. incorporates first-order logic rules directly in the network design, with the aim of guiding training and prediction [93]. Other authors modify the loss function based on the satisfaction of logical constraints to train a neural network [10, 41, 101]. On the reinforcement learning front, there has been recent work, e.g. on specifying policy learning via LTL instructions [84, 153]. None of the above approaches involves any theorem proving or formal verification like the current work– we have a new approach to defining loss functions used for this kind of neurosymbolic learning.

Of note is existing work using Signal Temporal Logic (STL) to enforce logical constraints upon deep learning [92]. This work can be viewed as a development of the work performed by Innes and Ramamoorthy that our approach is inspired by, and thus indicates a potential direction for future work. This introduces a Python module, `stlcg`, which generates a loss for a neural network based on the robustness trace of an STL constraint applied against a signal (a continuous time analogue to a path). Again, there is no formal verification of correctness, but there are a number of points of interest: the use of soft functions is made explicit here as it is in our work, the logic itself is similar (although extended to continuous time), and the loss function itself is explicitly conceived as a computational graph, with the autodifferentiation of PyTorch used for those graphs. The paper uses a rectified linear (ReLU) function to account for the fact that robustness in STL can be positive (meaning a constraint was well satisfied) – this prevents a well satisfied constraint being pursued at the expense of imitation training (as the robustness value, if used directly, could offset any imitation
losses in an instance of training – see Section 4.5.3 for more discussion on how these values interact). Our theorem proving approach using code generation from Isabelle (as discussed in Section 4.4) means we cannot directly work on PyTorch tensors in the way that their Python module can, but this could indicate a direction for future work.

A distinct but related strand of work centres around the formal verification of neural networks, as discussed in Chapter 1. This typically involves using SMT solvers or MILP programs to formally verify properties of neural networks [39, 70, 74, 137]. These SMT solvers typically verify simple propositional logic constraints over boolean variables, and in any case are not used to train the network but to check it. This is distinct from our objective, where we are formally verifying the logical system used to train a neural network and automatically generating code for the actual training.

Affeldt et al. [2] have formalised a general differentiable logic (of which the form employed in our work in this chapter is an example) in Coq, to provide a uniform description of these logics. They also are able to verify important properties such as soundness and that derivative functions against a differentiable logic can be used in gradient descent based learning processes.

### 4.6.1 Comparison with Innes and Ramamoorthy’s work

As mentioned already, the work is motivated by that of Innes and Ramamoorthy [71]. However, on examination of their approach, and when comparing the fidelity of the code with the paper’s descriptions, we uncovered several weaknesses that we believe support the need for a more formal neurosymbolic pipeline.

In particular, the Python code for their logical formulation does not always match that given in their paper: the “\(\neq\)” comparison, for example, is given in the paper as an indicator function, but in the Python script, it is defined as \(a \neq b \iff (a < b) \lor (b < a)\). Moreover, as already mentioned, although presented in their paper, they do not encode a component of the loss function for the LTL Until operator, meaning they were not able to cover any tests involving it – something which we can do in our work (see Section 4.2.2).

There are also some aspects of LTL in Innes and Ramamoorthy’s paper that remain implicit and are not discussed – notably its use of LTL over finite traces, which has a distinct semantics from the more usual formulation of LTL over infinite traces (as discussed in Section 4.2).

The primary advantage of our work in comparison to theirs resides in the fully rig-
orous specifications and proofs, with the training constraints guaranteed via systematic code generation from the specifications. This guarantee means one can know that the code generated will have the properties that were established for it during the theorem proving stage of our pipeline, and that the implementation will fully match the specification. Our work demonstrates that using this approach with any system of logic, and implemented into any system of code, we can enhance trust that the results will match specifications.

4.7 Conclusion

We have demonstrated that using a theorem proving approach, one can formulate a deep embedding of LTL\(_f\) in higher-order logic and use this to fully formalise logical constraints for training, as well as the loss function and its derivative. Code can then be generated for the whole logical framework and integrated with PyTorch. Furthermore, the experimental results show that these constraints successfully changed the training process to match the desired behaviour. Thus, we believe that this work provides much stronger guarantees of correctness than one could expect from an ad-hoc implementation of logical operators made directly in Python.

Our specific contributions here are:

1. We formalised a deep embedding of linear temporal logic over finite traces and proved a variety of results over it.

2. We formalised differentiable versions of a maximum and minimum function and their derivatives, proving each was correct in the limit of their softening parameter \(\gamma\).

3. We formalised a function that can measure the loss associated with a breach of an LTL\(_f\) constraint over some finite path of states, proving its soundness with respect to the semantics of LTL\(_f\).

4. We used Isabelle to generate OCaml code for our LTL\(_f\) loss function and embed it in a PyTorch neural network.

5. We demonstrated that the generated code worked with this neural network to allow for a logically constrained learning process, verifying this experimentally, and testing it with varying hyperparameter choices.
There are some practical limitations to the current work. In particular, training the neural network can be slow because OCaml functions are used to compute the loss and its derivative with respect to each possible input, and these functions run outside the highly optimised PyTorch infrastructure. There are some potential ways of addressing this shortcoming, which we discuss further in Section 5.1.

The approach of this work is generic, so in principle a different formalism, e.g. a continuous-time logic, could be used instead of LTL$_f$. Moreover, by formalising the derivative of the loss function, the potential to reason formally about the traversal of the loss surface during gradient descent is unlocked. Given the results, we believe this work opens the way to a tighter integration between fully-formal symbolic reasoning in a theorem prover and machine learning.
Chapter 5

Conclusion

We believe that our work has demonstrated that formal mathematics has benefits to offer the artificial intelligence field. We have shown that it can contribute to an increased certainty in the fundamental mathematics of reinforcement learning, and also that it can provide a way to formally verify the properties of complex systems that can be interpreted as MDPs. Lastly, we demonstrated formal mathematics can be used to practically implement a new method in deep learning with greatly increased guarantees of correctness compared to a manual implementation.

Throughout this work, we have used Isabelle as an interactive theorem prover to gain various guarantees of correctness. In the reinforcement learning portion of the work, this involved formalisations of existing mathematical work, extending the existing libraries of Isabelle to cover the new ground. In the deep learning portion of the work, we formalised a deep embedding of LTL$\varepsilon$ and a novel process to implement code based on it in a deep learning network.

Our work began with an extension of Höflizl’s mechanisation of Markov decision processes (MDPs) to consider rewards (in section 2.4.1). From this formalisation, we derived Bellman’s equation in both scalar and vector form (sections 2.4.4 and 2.5.8). By doing this, we showed that our formalisation matches the usual mathematical understanding of an MDP with rewards.

In order to prove the existence of an optimal policy for negotiating a MDP, several results were required along the way. We showed that the reward an agent navigating a MDP earns will converge to a finite number if either future reward is discounted or a terminal state is guaranteed (section 2.4.3). Under these circumstances, having established that future reward can be evaluated as a finite real number, we were able to look further at proving formally whether an optimal policy exists.
To do this, we proved that Gelfand’s formula can establish the invertibility of a square matrix and find its inverse (section 2.5.5). We also proved that we can produce a formal vector based calculation that gives the expected reward for a discounted MDP without requiring the use of an infinite series or recursion (section 2.5.8). Using these tools to formalise Puterman’s proof of the existence of an optimal policy on an MDP, we found a flaw in the proof and resolved it (section 2.5.8). Finally, we formally proved the existence of a universally optimal policy (section 2.5.9).

With this knowledge gained, we formalised value and policy iteration, two dynamic programming techniques, and proved that they find ε-optimal and optimal policies respectively (section 2.6).

To demonstrate the utility of our approach, we formalised a game with potentially complicated strategies. We were able to prove that it was possible to formally interpret the game as an MDP, thereby carrying the proofs for general MDPs into the specific case of the game. Thus we have proven that an optimal strategy exists and we have tools to find it (section 2.7).

In order to examine reinforcement learning against MDPs, we investigated stochastic processes. We formalised the Q learning process and described the tools we would need to formalise the processes that underlie it (section 3.1.1.2).

These stochastic processes depend on the behaviour of sequences of random variables. To show that it was possible to discuss these, we needed to demonstrate that the elements of the sequence were integrable under a number of different combinations given a basic assumption (section 3.2.3). We also formalised the natural filtration of a sequence of random variables (section 3.2.4.1), and thus we were able to prove facts about conditional expectations dependent on parts of those sequences.

We continued our formalisation of stochastic processes by formally proving that the Dirichlet test and summation by parts produce the expected results (section 3.3.2). We also formally verified the divergence comparison test for sequences, the Du Bois-Reymond test and an extension of it usable with non-negative sequences (section 3.3.5). All of these tools were vital to proving our results.

We finished our examination of stochastic processes by formally proving Kolmogorov’s inequality (section 3.3.3), and to conclude, the Dvoretzky stochastic approximation theorem and its extension (section 3.3.6).

To examine the benefit of using formal mathematics in neurosymbolic work, we looked at ways to use formal theorem proving to contribute to a practical machine learning process. Our focus was on building a differentiable loss function that a neural
network could use to learn to satisfy constraints in linear temporal logic.

We began by formalising a deep embedding of linear temporal logic over finite traces (LTL\(_f\), in section 4.2). As our loss function needed to be differentiable, we formalised a differentiable version of a maximum and minimum function that we would use in it (section 4.3.1).

We used these to formalise a differentiable loss function that we proved was sound with respect to the semantics of LTL\(_f\) (section 4.3.2). We used Isabelle to generate OCaml code for our LTL\(_f\) loss function and embed it in a PyTorch neural network (sections 4.4.1 and 4.4.2).

We were then able to demonstrate that the generated code works with this neural network to allow for a logically constrained learning process (section 4.5), by balancing the logical loss against the imitation loss normally used by the neural network. We examined the effect of changing the weighting constant \(\eta\) used in our experiments, adjusting the balance between the two losses, gaining insight into how it might affect similar experiments (section 4.5.5).

Our initial goal was to demonstrate that formal mathematics and logic could be beneficial to research in deep learning and reinforcement learning. This has been achieved in two ways: by showing that a formalisation of MDPs can be used to interpret a non-trivial example and provide proofs against it, and by demonstrating a formally verified loss function can be used to train a neurosymbolic network. We believe there is scope for further work to enhance and realise those benefits. There are two further steps that could be taken to this end with our reinforcement learning formalisation.

Firstly, our work on the mathematics of discrete reinforcement learning is very fundamental and would need extended to be able to reflect the kind of research ongoing in recent years. In particular, the mathematics of deep learning are an important component of deep reinforcement learning, focus of much contemporary research, and further work is required if it were to be formalised. This work would require further understanding of deep learning from the mathematical community.

Secondly, the idea that a reinforcement learning researcher could adapt their ideas to our formal model depends on their having skills in formal theorem proving that are not widespread. The possibility is definitely there, but it may not be realistic to expect this idea to be adopted quickly, and by doing so increase confidence in research results. Increased awareness of the enhanced trust formalisation can bring would make this more likely.

The work succeeds in providing a formal verification of the proofs underlying dis-
crete reinforcement learning, and by doing so advances the goal of formalising mathematics.

The work on logic in deep learning demonstrates clearly that a theorem proving approach can allow features of deep learning systems to be practically implemented in such a way as to provide guarantees of correctness. The experiments here make clear that not only does the formally proven loss function behave as expected, but that the implementation process functions.

A repeated problem throughout the reinforcement learning work was uncovering similar work being carried out simultaneously by other parties: Vajjha and the team from IBM Research worked on MDPs and the Dvoretzky stochastic approximation theorem in the theorem prover Coq [154, 155]; and work on MDPs with rewards was carried out in Isabelle by Schäffeler [135, 134]. This certainly shows current interest in the area.

We believe our work has much to offer alongside these other endeavours. With reference to the MDP work, we uniquely chose to take a linear algebra approach. As outlined in Chapter 2, our reasons were to have a system of proof that matched the most widely used extant literature, enabling extensions using the same linear algebra approach. This resulted in us finding a small error in Puterman’s proof which is widely cited currently (please see Section 2.5.8 for the details). We also believe that this makes our work more accessible and understandable to the reinforcement learning research community.

With reference to our work in probability theory, our work in integrability is unique to our approach, and demonstrates that a simple assumption can lead to a wide proof of integrability under a number of circumstances. Additionally, of course, our work is in Isabelle, and thus has a differing audience and approach to formalisation than that in Coq.

\section{Future work}

With reference to our work on MDPs, the most obvious way to extend this work would be to adapt the model to MDPs of infinite states and actions. The results would still follow, although they would require different proof methods, notably a different formalisation of the types used in Isabelle. In particular, our use of the vector and matrix types in Isabelle would need to be redefined as both are only valid with finite dimensionality.
However, it should be noted that Jaakkola’s proof of Q learning convergence (discussed in Section 3.1.1.5) assumes a finite state MDP. By extending our work to cover infinite state MDPs, we would not be focusing on our primary goal – to formalise the mathematics of reinforcement learning. Nevertheless, it remains a potential avenue for future progress.

As regarding our proof of the Dvoretzky stochastic approximation theorem, the next step is to use it to finish a formalisation of Jaakkola’s proof [72], for both Q learning and TD-$\lambda$ learning convergence. This would certainly provide a more complete demonstration of the formalisation of the mathematics underlying reinforcement learning.

Our work on logic as a loss function can be extended in numerous ways; the work done is a proof that this concept works. It could be applied to different logical systems (signal temporal logic being an obvious choice [125]), or to different domains other than movement over some path. The principle of implementing code for incorporation into a deep learning process via formal specification and proof is demonstrated and admits many possibilities.

A secondary focus on the work here, though, would be in making the process more efficient. Currently, the OCaml code generated is not optimised for deep learning – it does not use the automatic differentiation of PyTorch (although as discussed in Chapter 4, this can be a benefit as we can then reason about its differentiation formally), and it does not gain the benefit of a GPU as native PyTorch tensor operations can.

There is a potential solution here: an implementation of PyTorch in OCaml and Haskell [103, 59]. With a formalisation of tensor operations, and an extension of the code generation, it should be possible to generate suitable code directly. Obviously, this would require substantial effort, but the potential gains, certainly in terms of practical and speedy learning, would be substantial also.

Merging the two main strands of the work we present here, potentially, it should be possible to formalise the process of inverse reinforcement learning [131]. Inverse reinforcement learning is a method of reinforcement learning where the agent learns the rewards by modelling the behavior of an agent negotiating the same environment, much as a neural net might learn by imitation. Recently, there has been some work on adapting inverse reinforcement learning using logical constraints [88]. It is possible that with such work, one could develop work based on both our formalisation of reinforcement learning and adapting logical constraints via a loss function.
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